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1. Introduction

1.1 Background

In digital signal processing, output signals of FIR filters are often rounded off, when, for example, the wordlength of the output signal is too long for a permissible noise given by specifications. We have proposed filters to aggressively incorporate this round-off operation into the FIR filters [1], [2]. These filters are called signal word decomposed filters (SWDFs) (see Fig. 1). Although an SWDF has nonlinear operations, the upper bound of its output error spectra for any input signal can be theoretically calculated. Then the boundary spectrum can be minimized and shaped by optimization in the frequency domain, and its peak can be far less than the peak output error of conventional FIR filters which carry out exact convolution, with the same circuit size. Besides, by that shaping, some priority can be given to minimizing the boundary spectrum in specified frequency bands.

References [1] and [2] showed that a hardware cost of SWDFs implemented as wired-logic can be less than that of the conventional FIR filters do. Therefore, in Refs. [1], [2], and this paper, we implement an SWDF as the wired-logic employing full-adders, half-adders, and flip-flops, and evaluate the transistor count as the hardware cost.

In Refs. [1], [2], a simple arithmetic model is used to evaluate circuit size of SWDFs when designing a filter. However, these design methods cannot always design the optimum SWDFs, since this simple arithmetic model sometimes does not reflect an actual circuit size. To solve this problem we propose a method which uses an expression to estimate the transistor count that will be used in SWDFs.

1.2 Paper Organization

In Sect. 2, the variables used in this paper are defined, and we give a brief description of SWDFs output error. In addition, the output error of SWDFs is discussed.

In Sect. 3, a hardware-efficient architecture of SWDFs is proposed. This makes it possible to accurately estimate the transistor count of SWDFs.

In Sect. 4, an expression that estimates the transistor count of SWDFs is derived in terms of taps $T_i$ and the maximum coefficient wordlength $c_i$ of each subfilter. Because, as is shown in Sect. 2, the output error can be written as a function of $T_i$ and $c_i$.

In Sect. 5, a design method to minimize the output error of SWDFs under the transistor count given by specifications is proposed. Finally, in Sect. 6, filters designed by the proposed method are compared with those designed by the Remez exchange algorithm [3].
1.3 Assumptions

In this paper, we deal with 2-channel SWDFs, and the two subfilters are assumed to have the same constant group delay. The input signal is expressed by two’s complement fixed number, and all filters will be designed not to have overflows. It is further assumed that \( C_F \leq 2 \times C_H \) where \( C_F \) is the transistor count of one full-adder and \( C_H \) is that of one half-adder. The full-adder and half-adder circuits shown in Fig. 2 are used in evaluating the transistor count [4].

The output error is defined as a peak output error in the passband and stopband for any input signal. Such SWDFs can be applied to a prefilter of an IFIR filter [5] and a frequency response masking filter [6].

From Ref. [1], the number of taps \( T_i (i = 1, 2) \) satisfies \( T_1 \geq T_2 \) and the coefficient wordlength \( c__i \) satisfies \( c_1 \geq c_2 \).

2. Output Error of SWDFs

Figure 1 shows a block diagram of a 2-ch SWDF which consists of two linear-phase FIR filters \( F_1 \) and \( F_2 \).

The \( \ell \)-bit input signal is decomposed into two signals by the two quantizers \( Q_1 \) and \( Q_2 \). \( Q_1 \) generates high \( \ell_1 \) bits with a sign bit from the \( \ell \)-bit input signal, likewise \( Q_2 \) generates the remaining low \( \ell_2 = \ell - \ell_1 \) bits. These generated signals are processed by subfilters \( F_i \), and the output signals of the subfilters are added together to produce the overall output.

Next, the zero-phase frequency response of the subfilter \( F_i \) is defined as \( H_i(\omega) = D(\omega) + R_i(\omega) \), \( i = 1, 2 \), where \( D(\omega) \) is the ideal zero-phase frequency response given by specifications and \( R_i(\omega) \) is its error response. From [1], the peak of the maximum output error \( R_{\text{worse}}(\omega) \) is

\[
R_{\text{worse}}(\omega) = r_1|R_1(\omega)| + r_2|R_2(\omega)|, \tag{1}
\]

where \( r_i \) is the maximum amplitude of input signal of subfilter \( F_i \).

From the assumption in Sect. 1.3, the output error of SWDFs is defined as a peak of \( R_{\text{worse}}(\omega) \), that is,

\[
e_p \overset{\text{def}}{=} \max_{\omega \in \Phi_{\text{worse}}} R_{\text{worse}}(\omega). \tag{2}
\]

Here, the upper bound of Eq. (2) will be considered. The coefficients of SWDFs are rounded off when the SWDFs are implemented in a real chip. In consideration of this fact, Eq. (2) is

\[
e_p \leq \sum_{i=1,2} r_i \max_{\omega \in \Phi_{\text{worse}}} |H_i(\omega) - D(\omega)| \tag{3}
\]

\[
\leq \sum_{i=1,2} r_i \max_{\omega \in \Phi_{\text{worse}}} |H_i(\omega) - \hat{H}_i(\omega)| \tag{4}
\]

\[
+ \sum_{i=1,2} r_i \max_{\omega \in \Phi_{\text{worse}}} |\hat{H}_i(\omega) - D(\omega)|,
\]

where \( \hat{H}_i(\omega) \) is the zero-phase frequency response of the subfilter \( F_i \) with unrounded coefficients, and \( \Phi_{\text{worse}} \) is a set of frequency points in the specified passband and stopband.

Furthermore, from [7], the first term in the inequality (4) can be written as

\[
\max_{\omega \in \Phi_{\text{worse}}} |H_i(\omega) - \hat{H}_i(\omega)| \leq 2^{c_1} \sqrt{\frac{2T_i - 1}{3}}. \tag{5}
\]

According to Ref. [1], suboptimal filter coefficients of the subfilter can be obtained by application of the Remez exchange algorithm [3] to the given \( T_i \) and \( c_1 \). From this fact and Ref. [8], the second term in the inequality (4) can be approximated to

\[
\max_{\omega \in \Phi_{\text{worse}}} |\hat{H}_i(\omega) - D(\omega)| \approx 10^{\alpha \beta} \cdot \hat{\alpha}. \tag{6}
\]

where \( \alpha \) and \( \beta \) are constants that depend on the cut-off frequency.

By substitution of the inequality (5) and Eq. (6) into the inequality (4), \( e_p \) is

\[
e_p \overset{\text{def}}{=} \overline{e}_p = \sum_{i=1}^{2} \left( 10^{\alpha \beta} + 2^{c_1} \sqrt{\frac{2T_i - 1}{3}} \right), \tag{7}
\]

We use \( \overline{e}_p \) in the inequality (7) as the estimation expression for the output error of SWDFs. However, The inequality (7) is only used at the designing stage of SWDFs, and Eq. (2) is used when the output error of SWDFs is evaluated.

3. Hardware-Efficient Architecture for 2-Ch SWDFs

In this section, a hardware-efficient architecture for 2-ch SWDFs is proposed. This architecture is used throughout this paper for the design of SWDFs and the derivation of expressions that estimate transistor count. Figures 3(a) and (b) show hardware-efficient design examples of the direct and transposed forms of SWDFs in Fig. 1.

From these figures, it is seen that both the direct and transposed forms of SWDFs consist of 4 components—multiplier and adder structures (MASs), two-input adders, multi-input adders, and delays. The multipliers in Fig. 3 can be regarded as MASs whose one coefficient is 0.

The techniques based on sharing adders among MASs
(e.g. [9], [10]) can reduce the total number of adders employed in a digital filter and may be applicable also to this SWDF architecture. In order to synthesize a 2ch-SWDF architecture by using those techniques, however, we need another algorithm for the synthesis since currently our SWDF architecture is precisely optimized at gate level. Those techniques do not optimize the gate counts, but simply optimize just the number of adders in the signal flow graph. In the future, we will consider the application of those techniques to the SWDF. In addition, those techniques can reduce the number of adders but do not uniquely determine its gate level structure. Therefore the conventional filter architecture which is optimized by the techniques [9], [10] cannot be simply compared with our optimized 2ch-SWDF architecture. We will also demonstrate this comparison in the future.

Here, we will describe a design method of these 4 components to minimize their transistor count by using full-adders, half-adders, and D-flip-flops. The design method of MASs is described at first, and that of the multi-input adder (including two-input adders) is described next. An N-bit delay can be constructed by N D-flip-flops.

3.1 MAS Structure

The canonical signed digit (CSD) expression [4] is applied to all coefficients of each multiplier in order to reduce the transistor count for MASs. The algorithm [12] can reduce the size of MASs more than CSD algorithm. However, for the same reason as [9], [10], the application of this algorithm to MASs is an issue in the future. Figure 4 is an example of synthesizing the CSD-based MAS. In this figure, the MAS multiplies the input signals X and X’ by the coefficients c and c’, respectively, followed by the addition of cX and c’X’.

(a) Example of multipliers and multiplicands.

\[
\begin{align*}
X &= \cdots 2^5 x_0 + \cdots 2^4 x_1 + 2^3 x_2 + 2^2 x_3 \\
X' &= \cdots 2^5 x_1 + 2^4 x_4 + 2^3 x_3 + 2^2 x_2 \\
c &= 2^5 + (\cdots) 2^4 \quad \text{(CSD expression)} \\
c' &= (\cdots) 2^5 + (\cdots) 2^4 \quad \text{(CSD expression)} \\
\end{align*}
\]

\[
\begin{array}{cccccccc}
2^7 & 2^6 & 2^5 & 2^4 & 2^3 & 2^2 & 2^1 & 2^0 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
\end{array}
\]

(b) Transform subtractions into additions.

\[
\begin{array}{cccccccc}
2^7 & 2^6 & 2^5 & 2^4 & 2^3 & 2^2 & 2^1 & 2^0 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
\end{array}
\]

(c) Reduce additions.

Fig. 3 Direct and transposed forms of 2-ch SWDF in Fig. 1.

Fig. 4 Design example for MAS using by CSD coefficients.
two-input adders—are effectively implemented by application of the design method for multi-input adders described in the next section.

### 3.2 Multi-Input Adder Structure

From the previous section, MASs with CSD coefficients can be regarded as multi-input adders. The two-input adders are naturally a kind of multi-input adders. Therefore, all three components except delays—MASs, multi-input adders, and two-input adders—are effectively implemented by using the design method for multi-input adders described below.

By using an example, the effective implementation of multi-input adders will be described below. Figure 5 shows a multi-input adder to realize Fig. 4(c) without the constant numbers in Fig. 4(b). The constant numbers in all MASs of Fig. 4(c) is independent of its input signal. Therefore, in our proposed architecture, the sum of constant numbers in all MASs will be derived. Estimation examples for each component of SWDFs are derived. The two-input adders are derived by two half-adders as shown in Fig. 6.

![Multi-input adder](image)

**Fig. 5** Multi-input adder that realizes Fig. 4(c).

![Synthesis examples](image)

**Fig. 6** Synthesis examples of a partial adder with 8 inputs.

transformed to \(\cdots 0000(−x)_{(2)} = \cdots 1111X_{(2)} + \cdots 00001_{(2)}\), where \(X\) represents inversion of \(x\) [11].

Next, Fig. 4(c) is obtained by summing up the constant numbers in Fig. 4(b). The constant numbers in all MASs of SWDFs can be calculated in advance, since the constant in Fig. 4(c) is independent of its input signal. Therefore, in our proposed architecture, the sum of constant numbers in all MASs is added once at the output of SWDFs. In Fig. 3, this constant number is given as “supplementary constant.”

Next, the operation without the constant numbers in Fig. 4(c) can be regarded as a multi-input adder. Therefore, a MAS in Fig. 4(c) can be effectively implemented by application of the design method for multi-input adders described in the next section.

### 4. Transistor Count Estimation of SWDFs

In this section, expressions that estimate the transistor count for each component of SWDFs are derived. Estimation expressions are classified according to whether these expressions depend on the filter coefficients or not. The expressions that do not depend on the filter coefficients—the delays and two-input adders in direct form—can be derived theoretically. Contrariwise, it is difficult to theoretically derive the other expressions—MASs, a multi-input adder with minimum size among many implementations can be found as follows.

First, a partial adder with \(X + Y\) inputs that constructs one digit is considered, where \(X\) is the number of input signals except carry signals and \(Y\) is the number of carry signals from one digit less than that. Then, relating to a partial adder, we obtain the following three equations

\[
\text{(transistor count for a partial adder)}
\]

\[
= CF N_F + CH N_H,
\]

\[
\text{(the number of carries)}
\]

\[
= N_F + N_H,
\]

\[
\text{and} \quad 2N_F + N_H = X + Y - 1,
\]

where the number of full-adders is \(N_F\), the number of half-adders is \(N_H\), and the transistor counts for a full-adder and a half-adder are \(C_F\) and \(C_H\), respectively.

Next, an \(M\) digit multi-input adder is considered. The number of full-adders at each partial adder is defined as \(N_F(p)\), \(p = 1, \cdots, M\); and that of half-adders is defined as \(N_H(p)\). In addition, \(X(p)\) is defined as the number of input signals at the \(p\)-th partial adder which does not include the carry signals from the low-order digit. For example, \(X(7) = 3, X(8) = 2\) in Fig. 5. As mentioned above, the optimization problem to minimize the transistor count for a multi-input adder can be written as Table 1.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Optimization problem to obtain the multi-input adder with minimum transistor count.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimize</td>
<td>(C_F \sum_{p=1}^{M} N_F(p) + C_H \sum_{p=1}^{M} N_H(p)),</td>
</tr>
<tr>
<td>Subject to</td>
<td>(2N_F(M) + N_H(M) = X(M) - 1), (2N_F(p) + N_H(p) = X(p) + N_F(p + 1) + N_H(p + 1) - 1)</td>
</tr>
<tr>
<td></td>
<td>for (p = 1, \cdots, M - 1), and</td>
</tr>
<tr>
<td></td>
<td>all the variables should be integers.</td>
</tr>
</tbody>
</table>

A multi-input adder with the least transistor count can be obtained by solving the optimization problem given by Table 1. It is found that a multi-input adder with the maximum number of full-adders is the best structure with the least transistor count since \(C_F \leq 2 \times C_H\) is assumed in this paper.

A multi-input adder with the least transistor count can be obtained by solving the optimization problem given by Table 1. It is found that a multi-input adder with the maximum number of full-adders is the best structure with the least transistor count since \(C_F \leq 2 \times C_H\) is assumed in this paper.
in direct form, delays and two-input adders in transposed form, since these expressions become clearly very complex and non-linear functions. Therefore, we introduce an approximation method.

In our approximation method, at first, several SWDFs are designed by the Remez exchange algorithm by the appropriate sets of \(c_i\) and \(T_i\). Next, this approach approximates the transistor count obtained at the first step by the function of \(c_i\) and \(T_i\). At this time, the least-square method is used.

Hereafter, the estimation expressions are explained separately for the direct and transposed forms.

4.1 Direct Form

In this subsection, the equations that estimate the transistor count for each component in the direct form SWDFs are derived separately.

4.1.1 Transistor Count of Delays

It is clear that the transistor count for delays in direct form is independent of the SWDFs filter coefficients. Therefore, the transistor count \(C_{\text{delay-line}}\) is

\[
C_{\text{delay-line}} = \begin{cases} 
C_{\text{transistor}} \frac{\ell_1 (T_1 - 1)}{2} - T_2 & T_2 > 0 \\
C_{\text{transistor}} \ell_1 (T_1 - 1), & T_2 = 0 
\end{cases}
\]  

(12)

where \(C_{\text{transistor}}\) is the transistor count for a D-flip-flop, and \(\ell_1\) is the wordlength of input signal of subfilter \(F_1\).

4.1.2 Transistor Count of Two-Input Adders

It is clear that the input wordlength of two-input adder is \(\ell_i\) which is independent of the SWDFs filter coefficients. The transistor count for two-input adders is

\[
\sum_{i=1}^{2} \left[ (C_F (\ell_i - 1) + C_H) \frac{T_i}{2} \right].
\]  

(13)

However, it is difficult to treat the floor function in Eq. (13) correctly in the optimization problem because of its discontinuities. Therefore, we simply approximate the above by eliminating the floor function as follows;

\[
C_{\text{adder}} = \sum_{i=1}^{2} \left( C_F (\ell_i - 1) + C_H \right) \frac{T_i}{2}.
\]  

(14)

4.1.3 Transistor Count of MASs

As we mentioned earlier, it is difficult to estimate the correct transistor count for MASs since MASs depend on the filter coefficients. The estimation expression for the transistor count for MASs is obtained by using a number of design samples by the algorithm in Table 2. Then, the number of design samples to obtain the expression can be written as

\[
\text{Table 2 Approximation method for MAS.}
\]

```
for(c_1 = c_1;
  \(c_1 < c_1_{\text{opt}}\);
  c_1 = c_1_{\text{opt}})) \{
  \text{for(c_2 = c_2;
    c_2 < c_2_{\text{opt}};
    c_2 = c_2_{\text{opt}})) \{
    \text{for(t_1 = t_1;
      t_1 < t_1_{\text{opt}};
      t_1 = t_1_{\text{opt}})) \{
      \text{for(t_2 = t_2;
        t_2 < t_2_{\text{opt}};
        t_2 = t_2_{\text{opt}})) \{
        \text{MAS[t_1][t_2] = Calculate_MAS_size(c_1, c_2, t_1, t_2);}
      \}
    \}
  \}
}
\}
\}
\}
\}
\}
\}
```

Fig. 7 Approximation example of MASs transistor count.

\[
\prod_{i=1}^{2} \left( \frac{c_{\text{opt}} - c_{i}}{c_{\text{step}}} \right) \times \prod_{i=1}^{2} \left( \frac{t_{\text{opt}} - t_{i}}{t_{\text{step}}} \right). 
\]  

(15)

The reason the expression is obtained by the two steps in Table 2 is that we can easily confirm the approximation accuracy in each step.

At first, Fig. 7(a) shows how the transistor count for MASs varies when \(T_1\) and \(T_2\) are varied at \((c_1, c_2) = (14, 8)\). As shown in Fig. 7(a), the transistor count for MASs can be approximated by a first order plane

\[
C_{\text{MAS}} = t_1(c_1, c_2)T_1 + t_2(c_1, c_2)T_2 + t_3(c_1, c_2). 
\]  

(16)

This figure shows the validity of “approximation 1” in Ta-
ble 2. We define Eq. (16) as the estimation expression for MASs transistor counts when \( c_1 \) and \( c_2 \) are fixed.

Next, Fig. 7(b) shows how \( t_1(c_1, c_2) \) varies when \( c_1 \) and \( c_2 \) are varied. As shown in the figure, \( t_1(c_1, c_2) \) can be approximated by a first order plane

\[
t_1(c_1, c_2) = M_{11}c_1 + M_{12}c_2 + M_{13}. \tag{17}
\]

This figure shows the validity of “approximation 2” in Table 2. The \( t_2 \) and \( t_3 \) can also be approximated by first order planes.

From the facts mentioned above, the following equation is obtained by substituting Eq. (17) into Eq. (16)

\[
C_{\text{MAS}} = (MC)^T T, \tag{18}
\]

where each element of \( M \) is defined as \( M_{ij} \) in Eq. (17), \( C \) is \( [c_1 \ c_2]^T \), and \( T \) is \([T_1 \ T_2]^T \). We define Eq. (18) as the estimation equation for MASs transistor count when \( T_2 > 0 \).

However, the most suitable SWDFs sometimes do not have a subfilter \( F_2 \), that is, this filter is only composed of the subfilter \( F_1 \). Then the transistor count for MASs can be approximated accurately by the second order function of \( c_1 \) and \( T_1 \). We estimate the transistor count for MASs by another function \((M'_{11}c_1 + M'_{13})T_1 + (M'_{31}c_1 + M'_{33})\) when \( T_2 = 0 \).

As mentioned above, the estimation equation for MASs transistor counts can be written as

\[
C_{\text{MAS}} = \begin{cases} 
(MC)^T T, & T_2 > 0, \\
(M'C)^T T, & T_2 = 0, 
\end{cases} \tag{19}
\]

where each element of \( M' \) is \( M'_{ij}, M'_{12}, M'_{32}, \) and \( M'_{2j}, j = 1, 2, 3 \) is defined as 0.

4.1.4 Transistor Count of a Multi-Input Adder

As we mentioned earlier, similarly to MASs, the transistor count for the multi-input adder is expressed by the approximation function since its transistor count depends on the filter coefficients. However, unlike MASs, the problem to obtain the approximation function of the estimation expression for SWDF’s multi-input adder can be reduced to the problem of the linear FIR filter which is not decomposed so that the number of design samples to obtain the approximation function is reduced. Hereafter, the term “linear FIR filter” is used to mean a linear phase FIR filter which is not decomposed. Therefore, compared with that of MASs, the number of design samples to obtain the estimation expression can be dramatically decreased to

\[
\frac{c_i - c_s}{c_{\text{step}}} \times \frac{t_e - t_s}{t_{\text{step}}}. \tag{20}
\]

The transistor count for the multi-input adder depends on the wordlength and the number of input signals. The wordlength of multi-input adder’s input signal, that is, the wordlength of MAS’s output signal will be considered below. The number of input signals is \( T_1 \) from Sect. 1.3.

Figure 8 describes the wordlength of MAS’s output signal in direct form. The two input signals \( X \) and \( X' \) are the same as the output of two-input adders. So, their wordlengths are \( \ell_1 + 1 \) and \( \ell_2 + 1 \) bits, respectively. If \( T_2 = 0 \) or \( c_1 \geq \ell_2 + c_2 \), that is, \( \ell_1 + c_1 + 1 \geq \ell_1 + \ell_2 + c_2 + 1 \), the wordlength of MAS’s output signals is \( \ell_1 + c_1 + 1 \) bits from Fig. 8.

Contrariwise, if \( T_2 > 0 \) and \( c_1 < \ell_2 + c_2 \), that is, \( \ell_1 + c_1 + 1 < \ell_1 + \ell_2 + c_2 + 1 \), the wordlength of MAS’s output signals is \( \ell_1 + \ell_2 + c_2 + 1 \) bits. (1)

In the case of \( T_2 = 0 \) or \( c_1 \geq \ell_2 + c_2 \n
If the multi-input adder of SWDFs meets this condition, the wordlength of multi-input adder’s input signal is \( \ell_1 + c_1 + 1 \) bits and the number of input signals is \( T_1 \). It can be inferred that the transistor count for the multi-input adder of SWDFs is the same as the multi-input adder in a \( T_1 \)-tap linear FIR filter whose input signal and coefficient wordlength are \( \ell_1 \) and \( c_1 \) bits, respectively. This is because the wordlength and number of input signals in the multi-input adder of this linear FIR filter are \( \ell_1 + c_1 + 1 \) bits and \( T_1 \), respectively.

From Fig. 9, the transistor count for the multi-input adder in this linear FIR filter can be approximated by \( a_1(T_1 - 1) \). In addition, \( a_1 \) can be approximated by \( a_1 = u_1c_1 + u_2 \) since \( a_1 \) varies as shown in Fig. 10 when \( c_1 \) varies. Therefore, the transistor count for the multi-input adder of this linear FIR filter, that is, the transistor count for the multi-input adder of SWDFs can be written as

\[
(u_1c_1 + u_2)(T_1 - 1). \tag{21}
\]

In the case of SWDFs, there is a possibility that \( c'X' \) in
Fig. 8 becomes 0. However, the output wordlength of MAS is not changed in this case since the output wordlength of MASs is only decided by $cX$. Therefore, it is not necessary to consider the effect of $c'X' = 0$ in this case.

(2) In the case of $T_2 > 0$ and $c_1 < \ell_2 + c_2$

Contrariwise, from Fig. 8, the wordlength of the output signal of MASs is $\ell_1 + \ell_2 + c_2 + 1$ bits in the case of $T_2 > 0$ and $c_1 < \ell_2 + c_2$. From the same explanation mentioned above, it can be inferred that the transistor count for the multi-input adder in SWDFs is the same as the multi-input adder in a $T_1$-tap linear FIR filter whose input signal and coefficient wordlength are $\ell_1 + \ell_2$ and $c_2$ bits, respectively. Therefore, the transistor count for multi-input adder can also be written as

$$\text{(22)} \quad (u'_1c_2 + u'_2)(T_1 - 1).$$

However, unlike the previous case, the $(\ell_1 + \ell_2 + c_2 + 1) - (\ell_1 + c_1 + 1) = \ell_2 + c_2 - c_1$ bits among the output signal of MASs with $c'X' = 0$ are fixed to 0. And, the number of MASs with $c'X' = 0$ is $(T_1 - T_2)/2$. Therefore, the transistor count for the multi-input adder in SWDFs can be written as

$$\text{(23)} \quad (u'_1c_2 + u'_2)(T_1 - 1) - \Delta,$$

where $\Delta$ is the effect of the MASs with $c'X' = 0$. It will be explained in Appendix that $\Delta$ can be written as a second order function of $c_1, c_2, T_1$ and $T_2$.

(3) Summary

As mentioned above, the estimation expression of transistor count for the multi-input adder $C_{\text{adder-line}}$ can be written as

$$C_{\text{adder-line}} = \begin{cases} (u'_1c_2 + u'_2)(T_1 - 1) - \Delta & \text{for } T_2 > 0 \text{ and } c_1 < \ell_2 + c_2 \quad \text{(24)} \\ (u_1c_1 + u_2)(T_1 - 1) & \text{otherwise} \end{cases}$$

4.1.5 Summary of Direct Form

From Eq. (12), (14), (19) and (24), the estimation expression for direct form can be written as

$$C_{\text{def}} + C_{\text{adder}} + C_{\text{MAS}} + C_{\text{adder-line}}. \quad \text{(25)}$$

Equation (25) is the second order function of $c_1, c_2, T_1$ and $T_2$.

4.2 Transposed Form

In this section, the estimation expression for transistor count of the transposed form of SWDFs is derived. In the case of the transposed form, the analysis method used in direct form can be used. The different points in the transposed form are the estimation expressions for delays and two-input adders. In the case of MASs, the method used in direct form can be used without modification.

4.2.1 Transistor Count of Delays and Two-Input Adders

These equation can be obtained by using the similar method for the multi-input adder in direct form.

(1) In the Case of $T_2 = 0$ or $c_1 \geq \ell_2 + c_2$

In this case, the wordlength of MASs output signal is $\ell_1 + c_1$ bits. Therefore, it can be inferred that the transistor counts for delays and two-input adders in SWDFs are the same as these delays and two-input adders in a $T_1$-tap linear FIR filter whose input signal and coefficient wordlength are $\ell_1$ and $c_1$ bits, respectively.

As shown in Fig. 11(a), the transistor count for each element in a linear FIR filter can be approximated accurately by a first order function. In addition, Fig. 11(b) shows how the approximate coefficient varies when its coefficient wordlength varies. From this figure, the approximate coefficients can also be approximated by a first order function.

In the case of $c'X' = 0$, similarly to direct form, the transistor count of delays and two-input adders are not changed since the wordlength of MAS’s output signal is not changed.

(2) In the Case of $T_2 > 0$ and $c_1 < \ell_2 + c_2$

Contrariwise, the wordlength of the output signal of MASs is $\ell_1 + \ell_2 + c_2$ bits in the case of $T_2 > 0$ and $c_1 < \ell_2 + c_2$. Therefore, it can be inferred that the transistor counts for the delays and two-input adders in SWDFs are the same as the delays and two-input adders in a $T_1$-tap linear FIR filter whose input signal and coefficient wordlengths are $\ell_1$ and $\ell_2$ bits, respectively.

However, if a MAS with $c'X' = 0$, the lower $(\ell_1 + \ell_2 + c_2) - (\ell_1 + c_1 + 1) = \ell_2 + c_2 - c_1$ bits of a MAS’s output signal are fixed to 0. Therefore, it can be inferred that the transistor count for the delays is decreased from the linear FIR filter by $C_{\text{def}}(\ell_2 + c_2 - c_1)(T_1 - T_2)/2$ since the number of MASs with $c'X' = 0$ is $(T_1 - T_2)/2$. Likewise, it can be inferred that the transistor count for the two-input adders is decreased by $C_{\text{F}}(\ell_2 + c_2 - c_1)(T_1 - T_2 - 1)$ transistors.

(3) Summary

As mentioned above, the estimation expression for delays is
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(a) Each element's transistor count in the transposed form of linear FIR filter.

(b) Variation of the approximate coefficient of 2-input adder in the transposed form of linear FIR filter.

Fig. 11 Figures are related to the transistor count in the transposed form of linear FIR filter.

\[ C_{\text{delay-line}} = \begin{cases} (d'_1 c_2 + d'_2)(T_1 - 1) - \Delta_d & \text{for } T_2 > 0 \text{ and } c_1 < \ell + c_2 \\ (d_1 c_1 + d_2)(T_1 - 1) & \text{otherwise} \end{cases} \]  

(26)

where \( \Delta_d \) is equal to \( C_{\text{tap}}(c_2 - c_1)(T_1 - T_2)/2 \).

Likewise, the estimation equation for two-input adders is

\[ C_{\text{adder}} = \begin{cases} (a'_1 c_2 + a'_2)(T_1 - 1) - \Delta_a & \text{for } T_2 > 0 \text{ and } c_1 < \ell + c_2 \\ (a_1 c_1 + a_2)(T_1 - 1) & \text{otherwise} \end{cases} \]  

(27)

where \( \Delta_a \) is equal to \( C_F(\ell_2 + c_2 - c_1)(T_1 - T_2 - 1) \).

5. Formulation of Optimization Problem

As mentioned above, the optimization problem to obtain the SWDF that has a minimum output error among SWDFs whose transistor count is below \( A_c \), which is given by specification, can be formalized as

\[
\begin{align*}
\text{Minimize} & \quad \sum_{i=1}^{2} r_i \left( 10^\alpha T_i + 2^{1-c_i} \sqrt{\frac{2T_i - 1}{3}} \right) \\
\text{Subject to} & \quad c_1 \geq c_2, T_1 \geq T_2 \\
& \quad C_{\text{delay-line}} + C_{\text{adder}} + C_{\text{adder-line}} + C_{\text{ MAS}} \leq A_c
\end{align*}
\]  

(28)

where \( C_{\text{adder-line}} \) is 0 in the transposed form.

However, Eq. (28) is decomposed into three optimization problems since \( C_{\text{delay-line}}, C_{\text{adder}}, C_{\text{adder-line}} \) and \( C_{\text{ MAS}} \) have discontinuity. Therefore, the solution of Eq. (28) is the solution with a minimum output error among the three optimization problem’s solutions.

6. Design Example

In this section, the transistor count and output error of SWDFs designed by two methods—the proposed method and the exhaustive search algorithm—and those of the linear FIR filter are compared. In the proposed method, we use the MATLAB optimization toolbox [15] to solve the nonlinear optimization problem in Eq. (28).

In the exhaustive search algorithm, we first design all SWDFs by using all conceivable taps and coefficient wordlengths. Next, the SWDF that has a minimum transistor count is selected and plotted among the SWDFs that meet the output error of the specification. Through this algorithm, the specification of the output error is updated in increments of 1 dB in each design.

6.1 Design Specifications

The design specifications are that \( \ell_1, \ell_2 \) are 8 bits, passband is 0.0–0.2, and stopband is 0.25–0.5. In addition, the transistor count for a full-adder, half-adder, D-flip-flop, and an inverter are assumed to be 28, 16, 16, and 2, respectively.

The designed filters, including SWDFs and linear FIR filters, are estimated by using EX-OR logic to calculate the sum at the MSB in all adders, since full-adders and half-adders waste the transistor count here. Then, the transistor count for 2-input EX-OR and 3-input EX-OR are assumed to be 12 and 22, respectively.

6.2 Proposed Method

The proposed method uses 527 design samples to obtain the approximate expressions. That is, \( c_1, c_2 \), \( t_1, t_2 \), \( f_{\text{step1}}, f_{\text{step2}}, f_{\text{step3}} \) in Table 2 are 5. In the proposed method, SWDFs are designed by \( A_c \) in increments of 10000 in Eq. (28).

6.3 Results

Figure 12 shows the SWDFs and linear FIR filters whose output error is in the range from about \(-80 \text{ dB} \) to \(-125 \text{ dB} \). From these figures, we found that the proposed method
can design an SWDF whose output error is about −12 dB lower than that of the linear FIR filters with the same transistor count. In other words, the transistor count of the SWDFs designed with the proposed method are about 18% less than that of the linear FIR filters with the same output error.

In addition, the proposed method can design SWDFs that are close to the optimum filters (exhaustive-search algorithm). The average output error difference between the proposed and optimum SWDFs is only about 2 dB.

Tables 3 and 4 show the computing time for each design when the Intel Xeon 2.4 GHz processor is used. Compared to the Remez exchange algorithm, the proposed method consumes larger computing time. However, the proposed method can design SWDFs in practical computing time, and about 4350 times faster than the exhaustive search algorithm.

### 6.4 Estimation Error of Transistor Count

In this section, the difference between the transistor count estimated by Eq. (28) and actually evaluated transistor count is considered. Figure 13 shows the estimation errors in the direct and transposed forms in 144 and 179 design examples, respectively.

The average of the estimation error is 2.75% in direct form, and 5.61% in transposed form. This result shows that the estimation error of transposed form is worse than that of direct form. We conjecture that the transposed form has more components which depend on the filter coef-
7. Conclusion

In the conventional SWDF design method, a simple arithmetic model is used to evaluate circuit size. However, these design methods cannot always design most suitable SWDFs, since such simple arithmetic models sometimes are based on inaccurate assumptions and so sometimes seriously degrade the estimation of actual circuit size.

In the proposed method, this problem is solved by using a correct size model. First, the hardware-efficient architecture was introduced to implement an SWDF, and a method to accurately estimate its circuit size was proposed. Next, the circuit size for each sub-component of the SWDF was considered, and then an expression to estimate its sub-component was derived from the coefficient wordlength and taps of the SWDF. Through this proposed estimation, the proposed method can design SWDFs whose output error is about −12 dB lower than that of conventional linear FIR filters. In addition, the average output error difference between the proposed and optimum SWDFs is only about 2 dB.

At the optimization problem in this paper, the coefficient wordlength and taps are treated as real number. Therefore, the solutions in this optimization problem are rounded off. In the future, the optimization problem will be solved as an integer optimization problem. In addition, we will research that coefficients of each subfilter will be optimized directly over the discrete space by fully utilizing the design freedom.
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Appendix: Estimation of Decreased Transistor Count of an Multi-Input Adder

In this section, Δ in Eq. (23) is considered. This Δ results from decreasing the output wordlength of MAS from ℓ1 + ℓ2 + c2 + 1 to ℓ1 + c1 + 1 bits, since its lower bits are fixed to zero.

A.1 Decreased Transistor Count by Fixing One Bit to Zero in a Multi-Input Adder

At first, the decreased transistor count is considered when one bit at d-th digit from MSB is fixed to 0 among the input signals of the multi-input adder.

At first, we consider the d-th partial adder. In this partial adder, the number of half-adders is one and the rest are full-adders if the number of input signals including carry signals is even. Contrariwise, if the number of input signals is odd, this partial adder consists of only full-adders, that is, there is no half-adder.

If the probability that the number of input signals is even is assumed to 1/2, the transistor count decreases by \((C_F - C_H)/2 + C_H/2 = C_F/2\) because one bit is fixed to zero at d-th partial adder. In addition, the carry signals to the \((d - 1)\)-th partial adder decrease by 1 with a 1/2 probability. That is, the number of input signals at the \((d - 1)\)-th partial adder decrease by 1 with a 1/2 probability. By recursively iterating this process, the transistor count decreases by

\[
\frac{C_F}{2} \sum_{n=0}^{d-1} \frac{1}{2^n}. \tag{A·1}
\]

in the case that one input signal at the d-th partial adder is fixed to 0.

From Fig. 8, the bit place of \(d\) meets

\[
d \geq l_1 + c_1 + 2. \tag{A·2}
\]

That is, \(d\) is large enough. Therefore, Eq. (A·1) can be written approximately as

\[
\lim_{d \to \infty} \frac{C_F}{2} \sum_{n=0}^{d-1} \frac{1}{2^n} = C_F. \tag{A·3}
\]
The decreased transistor count is \( C_F \) if one input signal at multi-input adder is fixed to 0.

### A.2 Value of \( \Delta \)

In direct form, the number of input signals fixed to 0 at multi-input adders is

\[
\frac{T_1 - T_2}{2} \times (l_2 + c_2 - c_1).
\]

Therefore, the \( \Delta \) in Eq. (23) can be written as

\[
\Delta = C_F \times (l_2 + c_2 - c_1) \frac{T_1 - T_2}{2}.
\] (A.4)
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