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Comparison of Speaker Recognition Methods
| Using Statistical Features and Dynamic
Features

SADAOK!I FURUI, MEMBER, 1EEE

- Abstract—This paper describes results of speaker recognition experi- *
- ments using statistical features and dynamic features of speech spectra’”

extracted from fixed Japanese word utterances. The speech wave is
transformed into 2 set of time functions of log area ratios and a funda-
mental frequency. In the case of statistical features, a mean value and a
standard deviation for each time function and a comrelation matrix be-
tween these functions are calculated in the voiced portion of each word,
and after a feature selection procedure, they are compared with refer-
ence features. In the case of dynamic features, the time functions are
brought into time registration with reference functions.

The results of the experiments show that there is only a slight differ-
ence between the recognition accuracies for statistical features and dy-
‘namic features over the long term. Since the amount of calculation
necessary for recognition using statistical features is only about one-tenth
of that for recognition using dynamic features, it is more efficient touse
statistical features than dynamic features. When training utterances are
recorded over ten months for each customer and spectral equalization is
applied, 99.5 percent and 96.3 percent verification accuracies can be
obtained for input utterances ten months and five years later, respec-
tively, using statistical features extracted from two words. Combination
of dynamic features with statistical features can reduce the error rate
to half that obtained with either one alone.

I. INTRODUCTION
UTOMATIC speaker recognition has recently received a
great deal of attention among speech researchers. One of
the most difficult problems in speaker recognition is that inter-
session variability (variability over time) for a given speaker has

a significant effect on recognition accuracy [1]-[5]. In the.

. speaker recognition experiment reported by Luck [5], it was
found necessary to include speech samples taken over a 5-week
period in the reference data for an adequate representation of
the speaker’s voice. Furuiet al. [6]-[9] have investigated the
long-term variability of both statistical and dynamic speaker
dependent features. Statistical features are extracted from
longtime averaged spectrum of a sentence-long utterance (6]
and time-averaged characteristics of log area ratios and funda-
mental frequency derived from the voiced portion of spoken
words [7], [8]. Dynamic characteristics have been analyzed
by the use of time functions of log area ratios and fundamental
frequency and by warping functions calculated in the course
of time registration [9].

In this paper, the effects of long-term variability of statistical
and dynamic features on speaker recognition are compared and

Manuscript received April 29, 1980; revised October 21, 1980.

The author is with the Musashino Electrical Communication Labora-
tory, Nippon Telegraph and Telephone Public Corporation, Musashino-
shi, Tokyo 180, Japan.

LOW PASS T BIVISION INTO
J|FILTER .| - SANPLING END-POINT 32MS BLOCKS
sreeen 1" eis perecTion| | AT 1oMS
24 KHZ QUANTIZING INTERYALS
PARCOR ANALYSIS PARAMETER FEATURE
HAMMING v-UY DECISION TRANSFORMATION R
— FUNDAMENTAL PERIOD FUND. FREQUENCY[ " 3
PARCOR COEFF. L0G AREA RATIOS t

Fig. 1. Block diagram of feature extraction.

the effectiveness of spectral equalization as a method to reduce
this effect is examined using a data base which consists of speech
utterances recorded over seven years. Combination of statistical
and dynamic features was investigated to get high speaker recog-
nition accuracy. Some discussion of and experiments concern-
ing speaker recognition using dynamic featuresare also included.
Sambur [15] and Markel et al. [16] tried speaker recognition
systems using statistical features, and Wohiford et al. [17] have
compared various statistical feature speaker recognition sys-
tems, but they have used speech utterances recorded over short
periods. Doddington [18] and Rosenberg [19] tried speaker
recognition systems using dynamic features based on long-term
data bases, but even in these experiments, time intervals between
training and test utterances were less than two months.

II. FEATURE EXTRACTION AND SPEAKER
RECOGNITION METHOD

A. Feature Extraction
Two Japanese words, /namae/ and [baNgo:/, which mean

“«pame” and “number” respectively, were uttered in isolation

repeatedly over a period of seven years by nine male speakers.
They were uttered naturally and there was no attempt to mimic
any other speakers. These utteranceshave been used for speaker
recognition experiments.

As shown in Fig. 1, the speech wave is converted into a dis-
crete sequence and scanned forward from the beginning of the
recording interval and backward from the end to determine the
beginning and end of the actual sample utterance. A 32 ms
Hamming window is applied to the delimited speech every 10
ms. First- to twelfth-order PARCOR coefficients [10] and the
fundamental period are extracted from each frame. The funda-
mental period is extracted from the peak position of the cor-
relation function of the prediction residual, and the voiced-
unvoiced decision is made based on the peak value. Since the
voiced speech spectrum is much more stable than the unvoiced
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one, only the voiced portion of each word is used for speaker
recognition. The PARCOR coefficients and fundamental period
are transformed into log area ratios and fundamental frequency,
respectively, to make the frequency distribution of each param-
eter approach a normal distribution. Logarea ratiosare defined
as arctanh transformation of PARCOR coefficients.

Thus, the speech wave at time  can be represented by a 13-
dimensional vector X, consisting of the fundamental frequency

for and the 12 log area ratios {gie} 24
X, =(e1e, X2, " s X131)
=(g11, 821, " , 12t Jor) )

B. Recognition Model Using Statistical Features

'For the time function of the vector X; in the voiced portioft e, 2. Waiping fanction constraints for the ‘dynamic time Warping

of each word, mean value u, standard deviation o, covariance
matrix ¥ and correlation matrix A are measured [7].

M
= X\M Q)
w22
2= | S -wy wlar-y 3
=1
) o= \/a’\/gg‘;”.'9\‘013,13) (4)
A = (\y)s Nij = 04N 01105 )

where M is the number of voiced frames in the word utterance.
The arctanh transformation is also applied to each \;; to make
its frequency distribution approach the normal distribution.
Since X, is a 13-dimensional vector, the vectors pand o have
13 elements each, and the symmetrical matrix A has 169 ele-
ments, of which 78 elements are independent. From this set
of the 13 elements of the vector & and the 78 elements of the
matrix A, a fixed reduced set which is most effective in sepa-

rating the populations of customer (registered speaker) and .

imposter sample utterances is selected. Typically, 20 elements
are selected, based on the earlier experimental results [7]. The
criterion for selection is based on the inter-to-intraspeaker
variability ratio for each element calculated over a population
of training utterances. All elements of the vector 1 and the
selected set of @ and A elements are used as the elements of a
feature vector T for speaker recognition.

_. The recognition decision is based on a weighted distance be-
tween the feature vector of a test utterance and a reference
template:

D(T,R)=VI"™N@-R)V ' (T-R) ©)

where T is the feature vector of the test utterance and R, is
the feature vector of the rth speaker’s reference template. R,
is constructed by averaging all the training utterances. V is the -
covariance matrix of the feature vector, which is calculated
from training utterance of each customer and averaged over all
‘customers. Since a preliminary experiment showed that the
cross correlation between a set of the elements of the feature
vector T, which is selected from the vector orand the matrix A,
is usually very small, a part of the matrix ¥ which is related to
these combinations (these cross-correlation coefficients) is set
at zero in order to reduce the number of calculations in (6).
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C. Recognition Model Using Dynamic Features

The time function of the vector X, in the voiced portion is
used directly for speaker recognition. An input utterance is
brought into time registration with a reference template to cal-
culate the distance between them. This is accomplished by a
nonlinear time warping method using a dynamic programming
technique [11]. .

We donate the input utterance as X;, 1 St S M, and the ref-
erence template of speaker 7 as ¥y, 1 < t' S N. The purpose
of the time warping algorithm is to provide a mapping between
the two indices ¢ and ¢’ such that a time registration between
the two utterances is obtained. As shown in Fig. 2, the warp-
ing function is restricted to a fixed region, the adjustment win-

“dow, which has width 2 X Ny along the diagonal line connec-

ting points (1,1) and (M,N) on the t- t' plane. The direction

‘of the warping function is restricted to vertical, horizontal or.

diagonal. 7
A complete specification of the warping function results from
a point-by-point measure of similarity between the input utter-

- ance X, and the reference template ¥,

DX, Y= IWHIN X - Y ) W~ Vo) M
where
W=diag(w,,w,, T, W)

w; = 1/uy.

" The weighted distance accounts for the long-term variation of -

feature vector X, and ‘is similar to the weighted distance used
for the statistical features. Given the distance function D, the
optimum dynamic path is chosen to minimize the accumulated
distance Dy along the path. Recognition decision is based on
the overall distance accumulated over the optimum warping
function.

D. Spectral Equalization Process

The author et al. [8] have investigated the long-term intra-
speaker variation of speech spectra, its effect on speaker recog- -

 nition, and techniques to remove this effect in a speaker recog-

nition system which uses statistical features extracted from
spoken words. The results of experiments have made clear




-
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that a furst- or second-order critical damping inverse filter which
represents the overall pattern of the long-time averaged spec-
trum is quite useful for reducing the effect of long-term spectral

. variability on speaker recognition. In the previous experiment

by the author et al. [6], it was found that, although the intra-
speaker variation of the general indication or overall pattern of

the long-time averaged spectrum, which can be represented by -

several lower cepstrum coefficients of the averaged spectrum,
is very small over a period of a couple of weeks, it becomes
more significant than the variation of its fine structure for d
longer period. ‘ 4

When inverse filtering (or spectral equalization) is applied to

_input utterances, high recognition accuracy can be obtained

even if the training utterances for each speaker are recorded,
over a short period and the time difference between training
and input utterance is as long as one year. From the viewpoint
of the speech production mechanism, the effectiveness of spec-
tral equalization means that vocal tract characteristics are much
more stable than overall patterrs of the vocal cord spectrum.
The above experiment was performed by letting the time
difference between training and input utterances range up to
two years. In this paper, speaker recognition experiments on
the effectiveness of spectral equalization are tried in which the
time difference ranges up to five years. A second-order critical

damping inverse filter is used in these experiments. The trans-

mission characteristic of the inverse filter is
G@Z)=1+7Z7 +(y} 4z

where

@®

Z.=e/, w = rad/unit time.

Based on the method of least squares, me.pa:ametet 7 is given

" as the real root which satisfies [y} < 2 for the cubic algebraical-

equation

cor® - 6c17? +(des +8co) v 8¢1 =0, ©)

where ¢; is the ith order correlation function averaged over all
the voiced frames of each input utterance. The actual processing
of the inverse filtering can easily be done by convolution of the
correlation furction for the input utterance.

E. _Expm‘men’tal Setup for Speaker Identification
and Verification .

- Speaker recognition can be divided into speaker verification

and speaker identification. Speaker verification is the process -

of accepting or rejecting the identity claim of a speaker by
comparing a set of measurements of the speaker’s utterances
with a reference set of measurements of the utterance of the
person whose identity is claimed. Speaker identification is
the process of determining from which of the registered speakers

“the given utterance came. In the case of speaker verification,

input utterances whose distances to the reference template are
smaller than the threshold are accepted as utterances by the
registered speaker, while input utterances whose distances are
larger than the threshold are rejected. In thispaper, the thresh-
old is set @ posteriori for each individual speaker in order to
make the two kinds of error rates, false rejection and false ac-
ceptance, equal. In the case of speaker identification, the

-Fig. 3.
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Block diagram of the total system including feature extraction
and recognition.

registered speaker whose reference template is nearest to the
input utterance among all the registered speakers is selected as
the speaker of the input utterance. :

In this paper, both speaker verification and speaker identifi-
cation experiments are performed using nine male registered
speakers (customers). The verification and identification deci-
sions are performed using either or both of the two words. In
the latter case, the average distance for the two words is used
for the decision. A block diagram of the total system, which
includes feature extraction and recognition, is presented in
Fig. 3. .

In order to investigate the effect of long-term variability of

.feature parameters on the two kinds of speaker recognition

systems, speaker recognition by statistical features and speaker
recognition by dynamic features, two sets of training utterances
are prepared for each customer. The short-term training set

* comprises utterances recorded over period of ten days in three

or four sessions at intervals of two or three days. The long-
term training set comprises utterances recorded over a ten

- month period in four sessions at intervals of three months, The

time interval between the last training utterance and input
utterance ranged from two or three days to five years. Aseach
speaker utters each word three times at intervals of 1 min at
each session, the number of training utterances is usuaily 12;
when training utterances from only three sessions are used, the
number of training utterances is nine. The latter is the case
only when the training is done over a short period and the time
interval between training and input utterances is two or three
days.

IIl. EXPERIMENTAL RESULTS

A. Comparison Between Results Obtained Using Statistical
Features and Dynamic Features

Fig. 4 shows speaker identification and verification accuracy
when the time interval between training and input utterances
is three months and the long-term training set is used. This
figure provides a comparison between results obtained using
statistical features and results obtained using dynamic features.
The width of the adjustment window to restrict the warping
function was set to 200 ms in the recognition using dynamic
features. - :

These results show that statistical features are more effective
than dynamic features for speaker identification, whereas there
is almost no difference between the results using these two kinds
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Fig. 5. Recognition accuracy as a function of time interval between
training and input utterances for short-term training.

of features for speaker verification. When the two words are

used in combination for decision making, the error rate becomes -

alme * half the average error rate obtained for the single word
decision, irrespective of the feature parameter set.

Fig. 5 shows recognition results obtained using both statistical
features and dynamic features when the short-term training set
is used and the time interval between training and input utter-
ances ranges from two or three days to ten months. This figure
shows recognition accuracy for a single word obtained by aver-
aging the results for each of the two words. The width of the
adjustment window is also 200 ms in this experiment.

These results show that both the identification and verifica-
tion accuracies decrease as the time interval between training
and input utterances become long, irrespective of the feature
parameter set. Comparison of the results in Fig. 5 for the time
interval of three months with the results shown in Fig. 4 ob-
tained by long-term training shows that recognition accuracy
associated with statistical features is much more influenced by
the length of the training period than accuracy associated with
dynamic features. When statistical features are used, the error
rate for the time interval of three months with short-term train-
ing (Fig. 5) is five times larger than the error rate with long-term
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training (Fig. 4) for speaker identification, and three times larger
for speaker verification. When dynamic features are used, the
difference between error rates for short-term training and long-
term training is small. Therefore, recognition accuracy asso-
ciated with dynamic features is much greater than accuracy
associated with statistical features when the short-term training
set is used and the time interval between training and input
utterance is three months.

Fig. 6 shows the relation between speaker verification accu-
racy and the length of time between training and input utter-
ances for the four kinds of experimental conditions: the com-
binations of the two training periods and the two feature
parameter sets [12]. Although the accuracy decreases as the
time interval becomes long even if the long-term training set is-
used, the amount of decrease for long-term training is smaller
than that for short-term training. When the time interval is
three months or so, verification accuracy using statistical fea-
tures is more affected by the length of the training period than
is the accuracy using dynamic features. Also, long-term train-
ing is necessary to get high accuracy for statistical features,
which is the same result as that observed in the comparison be-
tween the results of Figs. 4 and 3. ,

However, when the time interval becomes as long as ten

months, the accuracy associated with dynamic features is also
affected by the length of the training period, and the results
are almost the same as those obtained for statistical features.
In other words, although the accuracy associated with dynamic
features is affected by long-term spectral variability more slowly
than the accuracy associated with statistical features, the
amount of the influence on the accuracy is almost the same for
the two kinds of feature parameter sets over the long term.
. Fig. 7 shows the relation between the time interval as it in-
creases to five years and the recognition accuracy for speaker -
identification and verification using statistical features. Results
for the two kinds of training sets are compared with each other.
The decision was made using one word and using two words.
Fig. 8 shows the results associated with dynamic features for
the same experimental conditions.

Generally speaking, the most reliable performance over the
long range can be obtained by statistical features based on long-

. term training and decision using two words in combination

both for speaker identification and verification. This method -. -
produces 97.0 percent and 90.2 percent recognition accuracies
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for verification and identification, respectively, even when the
time interval is almost five years.

B. Effectiveness of Spectral Equalization

The effectiveness of the spectral equalization process was
examined by means of speaker recognition experiments using
statistical features. The results with and without spectral equal-
ization were compared with each other for both short-term
training and long-term training. The recognition accuracy based
on one-word decisions and two-word decisions are shown in
Figs. 9 and 10, respectively.

These results show that spectral equalization is effective in
reducing the errors in recognition as a function of the time in-
terval both for long-term training and short-term training. The
effectiveness is especially large in the case of short-term training.
For example, when the time interval is less than a year and a
half, spectral equalization raises the recognition accuracy for

" short-term training to almost the same value as that obtained

for long-term training, although it produces no improvement
in the accuracy for long-term training.

When the time interval is longer than a year and a half, it is
desirable to use long-term training and apply spectral equaliza-
tion. It is impossible to get the same accuracy for short-term
training even if spectral equalization is used. These results are
observed for recognition both for one word and two words.
Recognition accuracy for one word with long-term training and
spectral equalization is 95.5 percent and 90.4 percent for verifi-
cation and identification, respectively, when the time interval
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Fig. 10. Effectiveness of the spectral equalization procedure on speaker
recognition using statistical features for two-word decisions.

is ten months, and 93.8 percent and 87.1 percent, respectively,
when the time interval is almost five years. Recognition accu-
racy for two words with the same conditions is 99.5 percent
and 95.6 percent for verification and identification, respectively,

when the time interval is ten months, and 96.3 percent and -

92 .6 percent, respectively, when the time interval is almost five
years.

Although the effectiveness of spectral equalization on speaker
recognition using dynamic features has not been examined in
this study, the author [14] has examined the effectiveness of
a similar technique on a speaker verification system for tele-

phone speech using cepstrum coefficients and polynomial co- .

efficients at Bell Laboratories.

C. Comparison Between Computation Time for Two
Feature Parameter Sets

For speaker verification or for each comparison of an input
utterance with a reference template in speaker identification
using statistical features, roughly 40 X M (M is the number of
voiced frames in the spoken word) multiply-add calculations
are necessary to get the statistical features and calculate the
weighted distance for decision making after obtaining the time
functions of fundamental frequency and LAR (log area ratio)
parameters. On the other hand, for speaker recognition using
dynamic features, roughly 10 X M multiply-add calculations
are necessary to do the dynamic time warping and get the over-
all distance. Hence, when the number of voiced frames is 40,
which is a typical number for Japanese spoken words, the num-
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ber of calculations for statistical features is only about one-
tenth of that for dynamic features. ‘ c
It would seem that statistical features, which give almost the
same performance as dynamic features except in some very
special conditions and need only one-tenth the calculation time,
are better than dynamic features, although there remain some .
additional comparisons between these two feature sets which

“should be examined under conditions such as transmission of

speech waves over a telephone network or other special

.conditions.

D. Combination of Statistical and Dynamic Features

Although statistical and dynamic features have been used
separately in speaker recognition so far, and these features are
originally extracted through the same spectral analysis proce-
dure, they can be considered to have some speaker character-
izing information independent of each other. Considering this,
these two kinds of features were combined for decision making

to study the possibility of improving recognition performance

over the performance obtained using either one by itself.

The weighted distance associated with the mean vector for
the statistical features and the overall distance for the dynamic
features were summed to provide a total distance to be used as
a decision function. The summation was performed after ap-
propriate weighting of the distances to balance the magnitude
of these two values. The long-term training set was used and
the time interval between training and input utterances was set
at three months. Spectral equalization was not applied to the
speech wave, since it has been shown that this technique is not
effective for these training and time interval conditions (see
Section III-B). ‘

Speaker identification and verification performance results
based on the combination of the two kinds of features are shown
in Fig. 11, which also shows results for single sets of features.
This figure shows that, both in identification and verification,
the recognition error rate can be reduced by half by combina-
tion of the two sets of features, irrespective of the number of

I
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TABLE 1
CONFUSION MATRICES FOR SPEAKER IDENTIFICATION USING
COMBINATION OF STATISTICAL FEATURES AND DYNAMIC FEATURES
(A) Speaker Identification Using One Word
(B) Speaker Identification Using Two-Word Combination

ut | Recognition
n W I F K H S M u T Accuracy

W 47 1 97.9%

=

48 100 %

48 100 ¢

48 100 %

46 2 95.8%

47 97.9%

48 100 §

1 1 46 95.8%

Alec|lz|lo|jx]l=]m
-

48 100 %

Mean Recognition Accuracy 98.7%

ut Recognition
In Accuracy

24 100 %

=

24 100 %

24 100 %

24 100 %

m|i=m|B]|w

22 2 91.7%

w

24 - 100 %

24 100 %

24 100 ¢

Hljlalx

24 100 %

Mean Recognition Accuracy 99.1%

words for decision making. The average recognition accuracies
" for one word are 98.7 percent and 97.6 percent for identifica-
tion and verification, respectively, and for two words, 99.1
percent and 98.9 percent, respectively. '
Confusion matrices for speaker identification combining the
- two feature sets are shown in Table I. The distribution of the
error rate among customers for speaker verification for the
same conditions is shown in Fig. 12. There seems to be no
distinct concentration of error rate among the customers.

E. Supplementary Recognition Experiments Using
Dynamic Features

1) Effects of the Adjustment Window Width: The effect of
varying the width of the dynamic time warping adjustment
window on the speaker recognition accuracy was examined by
an identification experiment. Fig. 13 shows the results of the
experiment in which the long-term training set is used and the
time interval between training and input utterances is three
months. This figure also includes the results of a spoken digit
recognition experiment which was carried out by the author

[13] to compare these results with the speaker identification
results.
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Fig. 12. Error rate as a function of customer in speaker verification
using the combination of statistical and dynamic features for long-
term training and three months interval.
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Fig. 13. Speaker identification and word recognition accuracies as
functions of adjustment window width. In speaker identification,
the long-term training set is used and the time interval between train-
ing and input utterances is set at three months.

Both in speaker identification and spoken digit recognition,
the optimum width of the adjustment window to maximize
recognition accuracy is between 120 ms and 200 ms. When
the width is smaller than 120 ms, the accuracy decreases greatly.
Even when the width is larger than 200 ms, the accuracy seems
to decrease slightly.

Fig. 14 shows the relation between the adjustment window
width and the identification accuracy when the short-term
training set is used and the time interval between training and .
input utterances ranges from two or three days to ten months.

. Although the accuracy decreases as the time interval increases

irrespective of window width, the optimum width is greater
than or equal to 200 ms irrespective of the length of the tim
interval. :
2) Effectiveness of Weighting in the Distance Calculation: A
supplementary experiment was performed using a simple Eu-
clidean distance as the distance measure between feature vectors
on the dynamic warping plane, in order to compare recognition
results with those obtained using the weighted distance which

“accounts for long-term variability of the feature vector. The
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Fig. 15. Effectiveness of weighted distance in dynamic time warping

on speaker identification using dynamic features for long-term train- -

ing and three months interval.

long-term training set was used and the time interval between
training and input utterances was set at three months in this
experiment.

The average recognition error rate is shown in Fig. 15 com-
pared with the results using the weighted distance. This figure
indicates that the error rate associated with the Euclidean dis-
tance is 1.5 times larger than that associated with the weighted
distance for both words. This result confirms the effectiveness
of the weighted distance examined in this paper.

3) Effect of the Number of Training Utterances: In a previous
study [7], the effect of the number of training utterances on
speaker recognition accuracy using statistical features of spoken
words was investigated, and it was found that 12 utterances
recorded at four sessions were necessary and sufficient to get
high accuracy for each customer. When the 12 utterances were
recorded at only one session, very poor results were obtained,
since they are insufficient for an adequate representation of
the speaker’s voice.

A supplementary experiment has been performed to study
the effect of the number of training utterances on speaker
recognition accuracy using dynamic features, The time inter-
val between the last training utterance and input utterances
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Fig. 16. Error rate as a function of the number of training utterances
‘in speaker identification using dynamic features for three months
interval.

was set at three months and two kinds of training sets were
used, one consisting of only one utterance, and the other con-
sisting of three utterances recorded at three sessions at intervals
of three months.

Fig. 16 shows the results of the experiment including the
previous results using 12 training utterances. - The weighting
factor for the distance measure used in dynamic time warping
was calculated from the 12 training utterances and used for all
the experimental conditions. These results indicate that the
larger the number of training utterances becomes, the smaller
the error rate becomes, with a linear relation between them on
the log-log plane. An additional experiment for numbers of

‘training utterances over 12 seems necessary in order to deter-

mine whether the error rate saturates or perhaps even decreases.

IV. CONCLUSION

This paper describes results of speaker recognition experi-
ments using statistical features and dynamic features of speech
spectra extracted from fixed Japanese word utterances. The
effects of the long-term variability of these two sets of feature
parameters on speaker recognition accuracy were studied and
compared. Spectral equalization was evaluated as a technique
for reducing these effects. The effectiveness of combining these
two sets of features to produce high speaker recognition accu-
racy was studied. Some discussion of and experiments con-
cerning speaker recognition using dynamic features were also

“included.

The experimental results show a difference between the per-
formance of statistical features and dynamic features. Although
the recognition accuracy decreases as the time interval between
‘training and input utterances in both cases, the accuracy for
dynamic features decreases less than the accuracy for statistical
features as a function of the time interval when the time inter-
val is as short as three months or less. Under this condition of
the time interval, there is only a slight difference between the
results for long-term training (training over ten months) and
short-term training (training over ten days) in the case of dy-
namic features, whereas there is a large difference between the
results for long-term training and short-term training in the case
of statistical features. However, when the time interval is ten
months or longer, dynamic features produce almost the same

s
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results as statistical features, and long-term training is essential
for both feature parameter sets.

Since the amount of calculation necessary for recognition

- using statistical features after obtaining the time functions of
fundamental frequency and LAR’s is only about one-tenth that™
for recognition using dynamic features, statistical features are
considered to be better than dynamic features except when the
training period is restricted to ten days or less and the time
interval is about three months or less, in which case dynamic
features produce much better results than statistical features.

When two words are used for the speaker recognition decision
function, the error rate is nearly half of that obtained using a
single word. When two words are used and the training is car-
ried out over a period of ten months for each customer, high™"
performance can be observed even for input utterances spoken
five years later.

The speaker recognition experiment using statistical features
ascertained the effectiveness of the spectral equalization proce-
dure in reducing the amount of decrease in recognition accuracy
with increasing time between training and input utterances.
Although this procedure is useful in both short-term training

_and long-term training, the effectiveness of this procedure is
especially evident in the case of short-term training. When the-
time interval is less than a year and a half and spectral equaliza-
tion is applied, there is no difference between the recognition
accuracies using short-term training and long-term training.
When the time interval is longer than a year and a half, it is
essential to use long-term training and apply spectral equal-
ization. When this method is adoptéd and two words are used .
for decision making, 99.5 percent and 95.6 percent recognition
accuracy can be obtained for verification and identification,

" respectively, after a time interval of ten months, and 96.3 per-,
cent and 92.6 percent recognition accuracy can be obtained,
respectively, after a time interval of five years.

Combination of the mean vector for the statistical features
with dynamic features can reduce the identification and veri-
fication error rate to half the error rates obtained for a smgle
feature parameter set of statistical or dynamic features.

In summary, the following procedures are desirable in speaker
recognition to cope with long-term variability of feature param-
eters and obtain high performance after an interval of several
years.

i) Use statistical features and do training over a period of
about ten months for each customer. The necessary length of
the training period depends on the length of the time interval -
between the last training utterance and the input utterance.

ii) Update reference template for each customer periodically.

iif) Apply a spectral equalization procedure.

iv) Use two or more words for decision making.

v) Combine dynamic features with statistical features.

Although the data base used in these experiments extended
over a very long period, the comparison between dynamic and
statistical features based on the use of only two words uttered
by only nine male speakers may not be sufficient. Further in-
vestigations, current or projected, include large-scale evaluation
over telephone lines.
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