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Speaker-Independent Isolated Word Recognition Using
Dynamic Features of Speech Spectrum

SADAOKI FURUI, MEMBER. IEEE

Abstract—This paper proposes a new isolated word recognition tech-
nigue based on a combination of instantancous and dynamic features
of the speech spectrum. This technigue is shown to be highly effective
in speaker-independent speech recognition. Spoken utterances are rep-
resented by time sequences of cepstrum coefficients and energy.
Regression coefficients for these time functions are extracted for every
frame over an approximately 50 ms period. Time functions of regres-
sion coefficients extracted for cepstrum and energy are combined with
time functions of the original cepstrum coefficients, and used with a
staggered array DP matching algorithm to compare multiple templates
and input specch. Speaker-independent isolated word recognition ex-
periments using a vocabulary of 100 Japanese city names indicate that
a recognition error rate of 2.4 percent can be obtained with this method.
Using only the original cepstrum coefficients the error rate is 6.2 per-
cent,

I. InTRODUCTION

YNAMIC spectral features (spectral transition) as

well as instantaneous spectral features are believed to
play an important role in human speech perception [1].
Our recent perceptual experiment using isolated syllables
truncated at the initial or final end has demonstrated that
the portion of the utterance where the spectral variation is
locally maximum bears the most important phonetic in-
formation in all syllables [2], [3].

However, there have been only a few attempts to use
dynamic spectral features directly in speech recognition.
In a previous experiment in speaker verification using the
first and second polynomial expansion coefficients ex-
tracted from each time sequence of cepstrum coefficients,
the effectiveness of these dynamic features was demon-
strated [4], [5]. The polynomial coefficients were ex-
tracted every 10 ms over 90 ms periods (nine frames).

This paper describes a new method for multitemplate
speaker-independent word recognition using dynamic
spectral features. In principle, it is a modification of the
previous method which was applicd to speaker verifica-
tion. The differences between the present word recogni-
tion method and the previous speaker verification method
lie in the features selected for analysis and in the length
of the period for extracting the dynamic features.

II. SysTEM OPERATION
A. Speech Analysis
A block diagram indicating the principal operations of
a word recognition system using the new techniques based
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Fig. 1. Block diagram of an isolated word recognition system using dy-
namic spectrum features.

on the dynamic features is presented in Fig. 1 [6]. The
speech wave, passed through a low-pass filter whose cutoff
frequency is 4 kHz, is sampled at 8 kHz. The digitized
speech is then scanned forward from the beginning of the
recording interval and backward from the end to deter-
mine the beginning and end of the actual utterance. Also,
endpoint detection is incorporated in the unconstrained
endpoint DP matching algorithm applied at a later stage.
It is therefore desirable that short silent intervals, that is,
background noise intervals, be added to both the begin-
ning and end of the actual utterance rather than strictly
perform the endpoint detection. Here, the endpoint detec-
tion is accomplished by means of an energy calculation.
A 32 ms Hamming window is applied to the speech cvery
8 ms, and the first- to the tenth-order linear predictor coef-
ficients arc extracted from each of these frames by the
autocorrelation method. These coefficients are trans-
formed into cepstrum coefficients [7], and a logarithmic
transformation is applied to the energy to approximate the
perceptual loudness scale.

0096-3518/86/0200-0052$01.00 © 1986 IEEE
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B. Regression Cocfficients

Regression analysis is applied to each time function of
the cepstrum coeflicients and to the log-energy over sev-
eral frames every 8 ms. The lincar regression coefficient.
namely, the first-order orthogonal polynomial coefficient,

1S
a,(n = ( _Z X, () - n)/( _Z n:'> n

where x,(—ny = n = ny) is the time function of the mth
parameter within the segment being measured; xy(n) is the
log-energy and x,,(n) (1 = m =< 10) is the mth cepstrum
coefficient. These coefficients represent the slope of the
time function of each parameter in each segment, respec-
tively. The length of the interval was set to seven frames
(56 ms), based on the preliminary experiment described
in Section V. Accordingly, ny is equal to 3. The 56 ms
interval length seemed adequate for preserving transi-
tional information associated with changes from one pho-
neme to another.

The utterance is then represented by time functions of
the log-energy xo(7), cepstrum coefficients {x,,(n}.- |, and
the regression coefficients {a,, (t}, - o. where 1 is the frame
number. These time functions, excepting the log-energy
xo(r) itself which is sensitive to the speech level, are used
for the recognition. Since the coefficient a,, (1) cannot be
defined within three frame intervals at the beginning and
end of speech period, these three frame intervals are elim-
inated from the speech period. It does not cause the elim-
ination of the actual utterance because of the short noise
interval added to the utterance period at the endpoint de-
tection stage.

In order to reduce the number of calculations at the time
registration stage, the frame interval is converted from 8
to 16 ms by averaging the time functions of adjacent
frames.

C. Time Registration

A sample utterance is brought into time registration with
reference templates to calculate the overall distance be-
tween them. This is accomplished by the staggered array
DP matching algorithm [8], a new time warping algorithm
employing a dynamic programming technique. This al-
gorithm reduces the calculation points along the diagonal
axis on the DP matching plane which is determined by a
reference template and a sample utterance. This algorithm
requires fewer distance calculations than conventional al-
gorithms while realizing a complete unconstrained end-
point matching.

Fig. 2 shows the constraints for the warping function.
The warping function is required to increase monotoni-
cally with a maximum slope of two and a minimum slope
of 3. The DP matching calculation is performed only at
the points indicated by the symbol “® " which constitute
every third point along the diagonal axis. This reduces the
number of DP matching calculations to § of that of con-
ventional algorithms. Precision in the accumulated dis-

53

Endpoint of
WARPING FUNCTION \ warping
e 2N function

E -

3

Pl IS~ Sy Sy St S N

=

w

-

uw

2

w ALLOWABLE
& REGION
w

'R g

& ]

Starting point

of warping

function

SAMPLE UTTERANCE

(a)

(b)
Fig. 2. Allowable region and constraints for the warping function path in
the staggered array DP matching algorithm.

tance calculation is maintained by using the distance val-
ues at the neighboring points indicated by the symbol *+."
An actual calculation is performed at (¢, j) points which
satisfy the condition
i+j=3’+2 (1=0,1,~2,”'vlmax;
Inax = int [(/ + J — 2)/3]). 2)

Distance calculations are obtained for successive values of
[, within the allowable region of the warping function path.
Here, I and J are the lengths of the sample utterance and
the reference template, respectively, and int [ ] is the in-
tegral number calculation. The intermediate distance val-
ues are stored in the register R(k) = R(i — j) indicated
in Fig. 2(a), where :

Rk — 1) +d(i — 1,j) +d{, )

Rk) + Hd(@i,j) +di - 1,j-1)
+d@i —2,j —2)}

Rk + 1) +di,j—- 1 +di.j) |(3)

R(k) = min

Points of the distance values d (i, j) used for each distance
accumulation are indicated in Fig. 2(b). K, the half-width
of the allowable region of the warping function, namely,
the half-length of the register R (k), is set to

K = int [{min (1, J)}/4 + 3]. @)

The unconstrained endpoint condition at both the be-
ginning and end of the utterance is provided by using the
spectral values before and after the actual speech period.
The warping function can start from any frame of the first
R (k) register [-K = k = K, R(0) is located at (1, 1)],
and end at any frame of the last R (k) register indicated in
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Fig. 2(a). The unconstrained endpoint technique is highly
effective in coping with uncertainty in the location of both
the initial and final frames due to breath noise, etc. The
overall distance accumulated over the optimum warping
function is obtained by

D(F) = { min ROV + ).
(i‘j)ii-i-'j='l+1
=i

&)

D. Distance Measure

The distance measure d(i, j) is defined as
10

di. j) = {w. 24 (i) = X ()’
+ wy@ (i) — ag(j)’

10 3
+ wy Z. (@R - a,',,(j))z} / (Z ») (6)

m= =

where R and / indicate the reference template and
sample utterance, respectively. The weighting factors
{w,}_ are set a priori based on the effectiveness of each
parameter set indicated by preliminary experiments.

The overall distance obtained using the DP matching
between the sample utterance and each reference template
is transferred to the word decision stage. The recognized
utterance is then selected to be the word whose reference
template has a smaller distance than any of the other ref-
erence templates.

III. SAMPLE UTTERANCES

In order to evaluate the effectiveness of the new recog-
nition techniques in speaker-independent conditions, a vo-
cabulary of 100 Japanese city names shown in Table I was
selected. Two kinds of utterance sets used in the recog-
nition experiments were uttered in a computer room whose
background noise level was about 70 dB(A). They were
recorded through a dynamic microphone.

1) Utterance Set 1. This utterance set consisted of the
100 words uttered twice each by four male speakers. These
speakers, considered to represent the individual range of
male voices, were selected from 30 male speakers. The
selection was based on clustering results obtained in the
course of a speech recognition experiment using the SPLIT
method [9], [10]. In the SPLIT experiment, the utterances
of these four speakers were most frequently used to con-
struct multiple word templates.

In the recognition experiments of this paper using ut-
terance set 1, the second utterances from each speaker
were recognized using the first utterances from each of the
four speakers as reference templates. That is, compari-
sons for this utterance set were always between test utter-
ances and single templates. The number of reference-test
speaker combinations was 16, in which four combinations
were intraspeaker conditions and 12 werc interspeaker
conditions. The total number of test utterances were 400
and 1200 in the former and the latter conditions, respec-
tively.

I. FEBRUARY 1986

TABLE 1
100 JAPANESE C1TY NAMES IN THE VOCABULARY

t. SaQporo 26. Kawaguchi 51. Numazu 76. Akashi

2. Hakodace 27. Urawa 52. Shimizu 77. Nishinouwiya
3. Asahikawas 28. Omiyx 53. Fuji 78. Kakogawa
4. Kushiro 29. Tokorozawa 54. Nagoya 79. Nara

5. Aomori 30. Koshigaya 55. Toyohashi 80. Wakayama
6. Hachinohe 3t. Chiba 56. Okazaki B1. Okayama

7. Morioka 32. Ichikawa 57. lchinomiya 82. Kurashik
8. Sendai 33. Funabashi 58. Kasugaf 83, Hiroshima
9. Akita 34. Matsudo 59. Toyota B4, Kure
10. Yamagata 35. Kashiwa 60. YoQkaichi 85. Fukuyama
1t. Fukushima 36. Ichihara 61. Otsu 8b. Shimonoseki
12. Koriyama 37. Tokyo 62. Kyoto 87. Tokushima
13, Twaki 38. Hachioji 63. Osaka 88. Takamatsu
14. Niigata 39. Fuchu 64. Sakai 89. Matsuyama
15. Toyama 40. Machida 65. Toyonaka 90. Kachi

16. Kanazawa 41. Yokohama 66. Higashiosaka 91. Kitakyushu
17. Fukui 42. Kawasaki 67. Suita 92. Fukuoka
18. Nagano 43. Yokosuka 68. Takatsuki 93. Kurume

19. Matsumoto 44, Hiratsuka 69. Hirakata 94, Nagasaki
20. Mico 45, Fujisawa 70. Ibaraki 95. Saseho
21, Hitachi 46. Sagamihara 71, Yao 96. Kumamoto
22. Utsunomiya 47. Kofu 72. Neyagawa 97. Oita
23. Maebashi 48. Gifu 73. Kobe 98. Miyazaki
24. Takasaki 49. Shizuoka 4. Himeji 99. Kagoshima
25. Kawagoe 50. Hamamatsu 75. Amagasaki 100. Naha

2) Utterance Set 2: The first utterances from all four
speakers of utterance set 1 were stored as multiple tem-
plates, and utterances from 20 male speakers, who were
different from the four speakers, were used as test utter-
ances. That is, the comparisons for this utterance set were
with four templates. The total number of test utterances
was 2000, where one utterance from each speaker was
tested for each word.

IV. DIFFERENTIAL SPECTRUM

The cepstrum is defined as the inverse Fourier trans-
formation of the log spectrum. The Fourier transformation
of regression coefficients derived from lower order cep-
strum coefficients, therefore, produces differential log-
spectrum envelopes, which represent log-spectrum enve-
lope transitions in unit time periods.

Fig. 3 illustrates the time sequences of log-energy, the
log-spectrum envelope, and the differential log-spectrum
envelope for the Japanese word /saQporo/ uttered by two
male speakers. The differential envelopes explicitly rep-
resent the dynamics of the spectrum envelopes. For ex-
ample, the dynamic characteristics of the /t/ sound, which
are difficult to observe in conventional spectrum envelope
sequences, are clearly shown in this figure.

Although the regression coeflicient for the energy con-
tour is not shown in this figure, it is reasonable to assume
that its time function is effective in representing the
speaker-independent macroscopic characteristic or broad
outline for each word. Additionally, it has an advantage
over the energy contour itself. Since the energy regression
cocfficient is independent of the absolute speech level, it
1s not necessary to normalize it by maximum and mini-
mum speech levels which can be obtained only after the
end of an utterance. This calculation causes a decision
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40
FRAME

delay in conventional methods [11], [12]. Strictly speak-
ing, the method of this paper requires a three-frame (24
ms) delay for calculating the regression coefficients. How-
ever, this delay is negligible.

V. EFFECTIVENESS OF CEPSTRAL REGRESSION
COEFFICIENTS

A. Recognition by Regression Coefficients Only
{Utterance Set 1)

As a preliminary experiment, the effectiveness of
regression coefficients for cepstrum sequences in word
recognition was tested by varying the number of frames
for extracting the regression coefficients between 3 and 11
frames. Cepstrum coefficients and energy regression coef-
ficients were not used in this experiment. This condition
corresponds to w; = w, = 0 and wy = 1 in (6). Plots of
recognition results using utterance set 1 are shown in Fig.
4. Recognition error rates for interspeaker and intra-
speaker conditions are shown separately. These results in-
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dicate that the three- and five-frame interval lengths (24-
40 ms) are too short to derive effective regression coeffi-
cients, whereas the nine-frame length (72 ms) is optimum.

The error rates for the recognition experiment using only
the instantaneous cepstrum coefficients (w, = 1 and wy =
w3 = 0) are shown on the outside right of Fig. 4. Com-
parison of results using instantaneous cepstrum and cep-
stral regression coefficients indicates that regression coef-
ficients extracted from nine-frame intervals are slightly
more efficient than the instantaneous cepstrum coeffi-
cients. The regression coefficients extracted from seven-
frame intervals are almost equal in efficiency to the in-
stantaneous cepstrum coefficients. A part of each error
rate, that is, 1.0 percent of the interspeaker error rate and
0.5 percent of the intraspeaker error rate, is attributable to
the excessive length discrepancies between test utterances
and reference templates, which make DP matching inef-
fective.

B. Combination of Cepstrum and Regression
Coefficients (Utterance Set 1)

Fig. 5 presents the recognition results for the combi-
nation of cepstrum coefficients and their regression coef-
ficients. In this experiment, the value of the weighting fac-
tor for the cepstral regression coefficients w; was varied,
whereas the other weighting factors w, and w, were set to
1 and O, respectively. This figure shows the results for two
regression analysis interval length conditions of seven and
nine frames.

These results indicate the following important features.

1) The results for the two regression analysis interval
length conditions are almost the same when the cepstrum
coefficients and their regression coeflicients are used in
combination.

2) For interspeaker recognition, using appropriately
combined cepstrum and regression coefficients extracted
from seven-frame intervals, a mean recognition error rate
of 8.2 percent can be obtained. This error rate is 1 of that
obtained using the cepstrum (14.5 percent) or regression
coefficients only (14.2 percent).
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3) Fluctuation of error rate as a function of the weight-
ing factor w; is small and the optimum condition can be
realized for a wide range of values of w;.

4) Combining regression and cepstrum coefficients
provides no improvement in intraspeaker recognition. The
error rate using cepstrum only is already very small.

Fig. 6 indicates the results of a supplementary inter-
speaker recognition experiment where regression coeffi-
cients were extracted only for the first- to seventh-order
cepstrum coefficients. This extraction ensures that dy-
namic features arc restricted to relatively broad spectral
characteristics. Cepstrum coefficients were analyzed up to
the 10th order as in the above experiments. The results
demonstrate that including regression coefficients up to
10th order, relating to the relatively fine spectral charac-

teristics, is important to preserve phonetic information and
maintain performance.

Based on these results. it was decided to apply the
regression analysis to seven-frame intervals for all ten
cepstrum coefficients. The optimum condition of the
weighting factors for the cepstrum regression coefficients
(w, = 1 and w; = 60) approximately satisfies the follow-
ing equation:

10
W E| k-l

m=

10
- R 142
= wy - F le (a,,, - a,,,) ‘

m=

@)

where E| | represents the long-term average. This equa-
tion means that the weighted distances obtained from the
cepstrum and their regression coefficients are comparable.

VI. EFFECTIVENESS OF ENERGY REGRESSION
COEFFICIENT

The effectiveness of the regression coefficient extracted
from the energy contour was tested by varying the weight-
ing factor w,, and setting the other weighting factors at
their optimum values (w, = 1 and wy; = 60) which were
estimated previously. Recognition results obtained using
utterance set 1 are plotted in Fig. 7. In the left portion of
the figure, results are shown for the combination of the
cepstrum coefficients and their regression coefficients (w,
= 1, w, = 0, and wy = 60). In the right portion is shown
the result for the combination of the cepstrum coefficients
and the energy regression coefficient when w, is set at the
optimum value (w, = 1, w, = 10, and w; = 0). When the
energy regression coefficient is used in combination with
the cepstrum, an error rate of 10.7 percent is obtained.
This rate is 3.8 percent lower than that obtained using only
the cepstrum. However, this improvement is smaller than
that obtained using the combination of the cepstral regres-
sion coefficients with the instantaneous cepstrum coeffi-
cients (6.3 percent improvement). A combination of the
energy regression coefficient with the latter combination
produces a 0.4 percent improvement in error rate.

VII.. MULTITEMPLATE SPEAKER-INDEPENDENT WORD
RECoOGNITION

A. Various Combinations of Parameters (Utterance Set
2)

Recognition experiments using utterance sct 1 clarified
the optimum weighting factor values {w,}}_, for combin-
ing the cepstrum coefficients and the regression coeffi-
cients derived from cepstrum and energy contours. Based
on these results, recognition experiments using utterance
set 2 consisting of 20 male speakers’ voices were carried
out setting the weighting factors at the optimum values
(w, = 1, w, = 10, and wy = 60). Four utterances from
each of the male speakers of utterance set 1, different from
the test utterance speakers, were stored as multiple tem-
plates for each word.

Fig. 8 compares mean recognition error rates obtained
by varying the combination of parameter sets used for the
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recognition. A recognition experiment, using only the en-
ergy regression coefficient, was not attempted since it
produces very large error rates. This figure includes the
interspeaker recognition results obtained with utterance
set 1. The results for the utterance set 2 are similar to
those for the utterance set 1. The cepstral regression coef-
ficients are slightly more efficient than the cepstrum coef-
ficients, and the combination of these two kinds of param-
eter sets reduces the error rate from 6.2 percent (cepstrum)
or 5.9 percent (cepstrum regression) to 2.1 percent. This
rate is half of the error rate obtained by eitier one of the
parameter sets.

The error rate obtained when the energy regression coef-
ficient is combined with the cepstrum is 3.8 percent. This
means that the cepstral regression coefficients are more
efficient than the energy regression coefficient in combi-
nation with the cepstrum coefficients. This is similar to
the result obtained for utterance set 1. The error rate ob-
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tained using the combination of the cepstrum, cepstral
regression, and energy regression coefficient is 2.4 per-
cent, which is } of the error rate obtained using cepstrum
coefficients only.

B. Analysis of Error Rate Improvement

The distribution of the number of errors among speak-
ers is shown in Fig. 9 for the three experimental condi-
tions, namely, recognition by the cepstrum only; the com-
bination of cepstrum and their regression coefficients; and
the combination of cepstum, cepstral regression, and en-
ergy regression coefficients. Although there are three
speakers in the first case for whom 14, 17, or 18 utterances
are incorrectly recognized, the maximum number of er-
rors i1s reduced to eight when cepstral regression coeffi-
cients are combined wih the cepstrum coefficients. Also,
the addition of the energy regression coefficient reduces
the errors even further to six. This means that the com-
bination of instantaneous and dynamic spectral features is
highly effective in reducing the so-called ‘‘sheep and goats
phenomenon” [13].

Table I1 compares the distribution of major confusible
word pairs for two feature parameter conditions, cepstrum
only, and the combination of cepstrum, cepstral regres-
sion, and energy regression coefficients. Confusible word
pairs occurring twice or more in all test utterances by 20
speakers are presented. Those which occur for both pa-
rameter conditions are given in the upper part of the table.
Although the results using only the instantaneous features
include several confusible word pairs which are unlikely
to occur in human speech perception, the combination of
dynamic and instantaneous features removes these unrea-
sonable confusible word pairs. Detailed analysis of the
confusions that occur indicates that the combination of in-
stantaneous and dynamic features reduces serious DP
matching errors such as phoneme insertion and deletion,
and mapping between vowel and consonant. This outcome
can be attributed to the fact that the transitional and steady
parts of the speech spectrum are explicitly characterized
by the regression coefficients.

VIII. CoNcLusion

A new speaker-independent spoken word recognition
method which uses a combination of instantaneous and
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TABLE II
COMPARISON OF THE FREQUENCY OF MAJOR CONFUSIBLE WORD PAIRS FOR
Two FEATURE PARAMETER CONDITIONS. N1: RECOGNITION USING
INSTANTANEOUS FEATURES, AND N2: RECOGNITION USING THE
COMBINATION OF INSTANTANEOUS AND DYNAMIC FEATURES
N3 = N2 — NI1. | }: DEVOCALIZED

UORD PAIRS FREQUENCY
N1 N2 N3
Kawasalki] - Amagasa[ki] 1 +4

-1
-5
+1

Nara - Naha
Ichinomiya - Nishinomiya
Nara - Urawa
[Fulkushima

Wakayama - Okayama
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dynamic spectral features has been proposed. Speech sig-
nals are analyzed by the LPC method every 8 ms, and
converted into cepstrum and log-energy time functions.
Regression analysis is applied to each time function over
56 ms intervals (seven frames) every 8 ms to extract dy-
namic spectral features. The time functions of regression
coefficients extracted for the cepstrum and energy con-
tours are used for recognition together with the cepstrum
sequences. Following 3-frame rate decimation, the time
functions of the feature parameter set which consist of the
cepstrum and the regression coefficients for cepstrum and
energy are used for the recognition. The time functions of
test utterance and reference templates are brought into
time registration. This is accomplished by the staggered
array DP matching algorithm.

Speaker-independent word recognition experiments
using a vocabulary of 100 Japanese city names were car-
ried out to evaluate the new method. When word utter-
ances spoken by four male speakers representing the in-
dividual voice range were stored as multiple reference
templates for each word, and utterances by another 20
male speakers were used as input speech, the recognition
error rates using cepstrum coefficients, a combination of
cepstrum and their regression coefficients, and a combi-
nation of cepstrum and regression coefficients for cep-
strum and cnergy contours were 6.2, 3.1, and 2.4 percent,
respectively. These results demonstrate the effectiveness

of the new recognition method. The combination of tem-
poral and dynamic features is effective in reducing the fre-
quency of large individual speaker error rates and in re-
ducing unlikely confusions from the perspective of human
speech perception. These results are consistent with the
knowledge concerning speech perception obtained from
recent experiments indicating that dynamic spectral fea-
tures play an important role in phoneme perception [3].
Some discussions on new techniques are also included in
this paper.

In this recognition method, the frame interval for speech
analysis is set to 8 ms, and that for DP matching is set to
16 ms, in order to obtain stable regression coefficients and
to reduce the number of distance calculations. A recog-
nition experiment using regression coefficients extracted
through analysis with 16 ms frame interval still remains
to be done.

Further investigations, current or projected, include a
large-scale evaluation. For this purpose, it is desirable that
this method be applied to the SPLIT word recognition Sys-
tem to produce pseudophoneme templates based on dis-
tances calculated by cepstrum and regression coefficients.
The dynamic features represented by the regression coef-
ficients have the advantage of being robust with respect to
frequency response distortions introduced by transmission
systems [5]. The differential spectrum envelope presented
in Fig. 2 will become a useful method for observing the
dynamic spectral characteristics.

Elenius e al. [14] have reported that adding the time
derivative of critical band cepstral coefficients to the word
patterns improves recognition performance. Comparison
of effectiveness of the time derivative to the regression
coefficients is currently being undertaken.

The optimum length of the speech segment for extract-
ing the regression coefficients in this method is almost one-
half of that adopted in the speaker verification system
using short English sentences [5]. The variation might be
caused by the difference in acoustic features used in word
recognition and speaker verification (prosodic or phonetic)
or by the difference of languages. This also remains to be
investigated.
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