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ABSTRACT

This paper investigates a speaker recognition method that is robust against background noise. In noisy environments, one important issue is how to create a model for each speaker so as to compensate for noise. The method described here is based on hidden Markov model (HMM) composition by the noise-and-voice (NOVO) transform. The HMM composition combines a speaker HMM and a noise-source HMM into a noise-added speaker HMM with a particular signal-to-noise ratio (SNR). Since it is difficult to measure the SNR exactly for non-stationary noise, this method creates several noise-added speaker HMMs with various SNRs. The HMM that has the highest likelihood value for the input speech is selected, and a speaker decision is made using this likelihood value.

Experimental application of this method to text-independent speaker identification and verification in various kinds of noisy environments demonstrated considerable improvement in speaker recognition for speech utterances of male speakers.

1 INTRODUCTION

While many speaker recognition systems demonstrate high performance, most of them are based on speech recorded under low-noise conditions. Hidden Markov models (HMMs) are often used for characterizing the speaker's voice in these systems; however, HMMs are sensitive to incoming noise, often resulting in sharply decreased speaker recognition.

Using HMM composition to create noise-added speech HMMs for noisy speech is a powerful technique for a wide range of tasks in speech and speaker recognition in noisy environments. Martin's noise-and-voice (NOVO) transform [1] is an effective HMM composition technique for speech recognition. Gales reported another effective noise compensation technique: parallel model combination [2]. Rose's HMM composition technique for speaker identification integrates signal-background models using the expectation-maximization algorithm [3]. However, these techniques require knowing the SNR, which is difficult to measure exactly for non-stationary noise.

The method we propose in this paper uses HMM composition by NOVO transform to cope with the problem of unknown SNRs.

2 METHOD

During the training phase (Figure 1), a speaker HMM is created for each speaker by using training speech recorded under noise-free conditions, while the noise-source HMM is created using noise signals recorded under the same conditions as those for recognition. Several noise-added speaker HMMs are then made for each speaker by combining the speaker HMM and the noise-source HMM, using the NOVO transform with various SNRs.

In the NOVO transform [1], since speaker and noise-source HMMs are defined in the cepstrum domain, and speech and noise signals are additive in the linear spectrum domain, the normal distributions defined for the mixture components of the states of the HMMs in the cepstrum domain are transformed into log-normal distributions in the linear spectrum domain and summed according to the SNR. The distributions obtained in the linear spectrum domain are finally converted back into the cepstrum domain.

During the recognition phase, for each noise-added speaker HMM of each speaker, the likelihood value of the input speech matching the HMM is calculated and the maximum value is used as the likelihood value of the speaker (shown in Figure 2).

3 EXPERIMENTAL CONDITIONS

The speech database consisted of sentence data uttered by ten male speakers. The sentences were selected from phonetically balanced sentences [4] and read. The speech was recorded during five sessions over ten months in the same noise-free room and using the same microphone for all speakers for all sessions. The average duration of each sentence was 4.2 s. The sampling rate was 12 kHz. The cepstral coefficients were calculated by LPC analysis with an order of 16, a frame period of 8 ms, and a frame length of 32 ms. Ten sentences from one session were used to create each speaker HMM. The noise database consisted
of six different kinds of noise sources recorded in (1) an elevator lobby, (2) a crowd, (3) a computer room, (4) a telephone booth, (5) a running car, and (6) an exhibition hall. To create each noise-source HMM, noise signals about two-minutes long were extracted and used. For testing, five sentences from the other four sessions that differed from the training sentences were used individually. The test data was made by adding noise signals (different parts from those used for training) to each speech to provide average SNRs of 0, 6, 12, and 18 dB. One-state, 64-mixture continuous HMMs were used as the speaker HMMs, and
one-state, one-mixture continuous HMMs were used as the noise-source HMMs.

In the experiments, the following three methods were compared:

1. Speaker HMM for noise-free speech used directly [noise-free].
2. Noise-added speaker HMM used with a known SNR [SNR-known].
3. Multiple noise-added speaker HMMs with SNRs ranging from 0 to 18 dB in 3-dB steps used with unknown SNRs [multi-SNRs].

The identification and verification error rates for text-independent speaker recognition [5] were used for evaluation. The verification was performed using one speaker as the registered customer and the other nine speakers as impostors, rotating through all speakers and then averaging the results. The likelihood normalization method based on a posteriori probability [6] was used in the verification experiments. The threshold was set a posteriori to equalize the probability of false acceptance and false rejection.

4 RESULTS

Table 1 lists the identification error rates and Table 2 lists the verification error rates. When using speaker HMMs for noise-free speech and test data without noise signals, the identification error rate was 5.0% and the verification error rate was 0.1%.

These results show that the HMM composition method for “SNR-known” and “multi-SNRs” reduces the error rates for all noise sources. The “multi-SNRs” method performed as well as or better than the “SNR-known” method for all SNRs. High recognition performance was obtained using “multi-SNRs” even when the SNR was low and unknown.

5 DISCUSSION

5.1 Relation between the likelihood value and recognition rate

In our method, the maximum likelihood value is selected from those of noise-added speaker HMMs with various SNRs. Let us consider the relation between likelihood values and identification rates.

Figure 3 shows log-likelihood values and speaker identification rates as a function of the SNR of noise-added speaker HMMs (model SNR). The SNR of the input speech was fixed at 6 dB, and the values averaged over all input utterances at all sessions for each model SNR condition were plotted in this figure. For all types of noise, the models with an SNR of 12 dB -- 6 dB higher than the actual input SNR -- showed the highest log-likelihood values. The actual model SNR that has the maximum likelihood values varies
according to the input speech. Therefore, the identification rates when using multi-SNR models for a 6-dB input SNR, as shown in Table 2, are much higher than the values plotted in Figure 3.

The curves of the log-likelihood values and speaker identification rates correspond well for "Crowd", "Computer", and "Exhibition" noises. On the other hand, the model SNRs with the best identification rates are much lower than those with the maximum log-likelihood values for the other three noises. A supplementary experiment showed that the former group of noises is spectrally flatter and more stationary than the latter group. Further analysis and study is needed to establish a method to select the best model SNR conditions, especially for nonstationary noises. It would also be interesting to determine why the model SNRs corresponding to the highest identification rates are 6 dB higher on average than the actual input SNR.

5.2 Noise-source HMM structure

Although one-state, one-mixture HMMs were used as noise-source HMMs in the above experiments, they may not adequately represent noise that includes multiple noise-sources such as background voices and footsteps. Therefore, we performed speaker identification experiments using one-state, five-mixture HMMs as noise-source HMMs for the “Elevator” noise and using test utterances recorded in the same session as that for training.

Table 3 compares the identification error rates when one-state, five-mixture HMMs were used with those when using one-mixture HMMs. The SNR for input speech was known, and noise-added speaker HMMs with the same SNR as that for input speech were used. Only when the SNR was 0 dB, did one-mixture HMMs perform better than five-mixture HMMs; with all other SNRs, the five-mixture HMMs performed better. These results suggest that the recognition performance presented in this paper could be further improved by using more complex noise-source HMMs according to the complexity of noise characteristics.

<table>
<thead>
<tr>
<th>Input SNR</th>
<th>0 dB</th>
<th>6 dB</th>
<th>12 dB</th>
<th>18 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise-source HMM:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>one-state, five-mixture</td>
<td>48</td>
<td>12</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>one-state, one-mixture</td>
<td>42</td>
<td>16</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

6 CONCLUSIONS

HMM composition by NOVO transform is effective for speaker recognition in noisy environments. Our method obtained high recognition performance even when the SNR was unknown.

Although noise-added speaker HMMs with SNRs ranging from 0 to 18 dB in 3-dB steps were used and the maximum likelihood value was used for speaker decision, further study is needed to improve the method of adjusting the step size according to the likelihood values of noise-added speaker HMMs and of selecting the likelihood value for speaker decision so as to obtain the best performance.
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