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Maximum Likelihood Estimation of K-Distribution Parameters via the Expectation–Maximization Algorithm

William J. J. Roberts and Sadaoki Furui, Fellow, IEEE

Abstract—Maximum likelihood (ML) estimates of K-distribution parameters are derived using the expectation maximization (EM) approach. This approach demonstrates computational advantages compared with 2-D numerical maximization of the likelihood function using a Nelder–Mead approach. For large datasets, the EM approach yields more accurate estimates than those of a non-ML estimation technique.

Index Terms—EM algorithm, K-distribution parameter estimation, maximum likelihood.

I. INTRODUCTION

THE K-distribution [1] is widely applied to radar signal processing problems and has particular applicability to synthetic aperture radar (SAR) processing [2]. A common requirement is to estimate K-distribution parameters from data samples. Estimates with desirable properties are obtained by applying the ML criterion [3]. Unfortunately, with one exception, analytic equations for ML estimates are not known. The exception was recently demonstrated by Iskander et al., who derive a ML solution for one parameter of the K-distribution using the generalized Bessel function K-distribution [4]. Prior to this, ML estimates have been obtainable only by a two-dimensional (2-D) numerical maximization of the likelihood function [5], [6].

As ML K-distribution parameter estimates are difficult to obtain, research into K-distribution estimation has proposed approximates and alternatives to ML estimation. Ragavan’s method [7] equates the ratio of arithmetic and geometric means of K-distributed data to its expected value. The resulting equation can be solved by a numerical search to yield the parameter estimates. In [8], an approximate asymptotic form of the K-distribution is derived, and equations for the ML estimates of this form are obtained. These equations are asymptotically equivalent to the equations for the ML estimates of a gamma distribution. In [9], a modified form of the equations resulting from [8] is proposed based on the results of a neural network analysis. In [10], an approximation based on the gamma distribution is employed, and equations are obtained via matching gamma and K-distribution moments. In [5] and [6], estimation using the method of moments is employed. In all reported simulation studies that we know of (e.g., [5]–[10]), the accuracy of 2-D numerical ML maximization techniques is superior to that of alternative non-ML or approximate ML techniques for large data sizes. However, ML estimates via 2-D numerical maximization require large amounts of computation.

In this paper, we use the expectation maximization (EM) algorithm [11] to derive ML estimates for the K-distribution. In Section II, we derive an iterative solution with the guarantee that the likelihood of estimates produced by successive iteration increases until a stationary point is reached. Each iteration of the EM algorithm requires the solution of equations similar to those for ML gamma distribution parameter estimation, except in this case, the data terms are weighted by functions of the previous parameter estimates and the data. In Section III, we discuss implementation and demonstrate the performance of our solution on K-distributed data.

II. MAIN RESULT

We require the ML estimate \( \lambda \) of the parameter set \( \lambda \) of the K-distribution from a sequence of independent and identically distributed (iid) observations \( y = \{y_t, t = 1, \ldots, T\}, y_t \in \mathbb{R} \), i.e.,

\[
\hat{\lambda} = \arg \max_{\lambda} \prod_{t=1}^{T} p(y_t|\lambda)
\]

where \( p(y_t|\lambda) \) is the probability density function (pdf) of the K-distribution. This pdf may be derived by considering a generalized Rayleigh distribution with a gamma-distributed mean parameter. Other methods of deriving the distribution are possible (see, e.g., [6] and [12]). We may write

\[
p(y_t|\lambda) = \int_0^{\infty} p(y_t|w_t)p(w_t|\lambda) \, dw_t
\]

and we assume that the sequence \( w = \{w_t, t = 1, \ldots, T\} \) is also iid. The K-distribution results when

\[
p(y_t|w_t) = \frac{2y_t e^{-y_t^{2}/(2w_t)}}{(2w_t)^{N/2} \Gamma(N/2)}
\]
i.e., the generalized Rayleigh distribution resulting from the square root of the sum of the squares of \( N \) iid Gaussian scalar random variables with zero mean and \( w \) variance, and

\[
p(w_1|\lambda) = \frac{\sigma^\alpha w_1^{\alpha-1}}{\Gamma(\alpha)} \exp(-\sigma w_1)
\]

i.e., the gamma distribution with parameters \( \{\sigma, \alpha\} \), where \( \Gamma(.) \) is the gamma function. Substituting (4) and (3) into (2) and performing the integration using [13, p. 340, eq. 3.471(9)] yields

\[
p(y_b|\lambda) = \frac{y_b^{\alpha+1} \Gamma(\alpha + N/2 - 1) \Gamma(\alpha)}{\Gamma(\alpha) \Gamma(N/2)} K_{N/2}\left(\frac{\sqrt{2\sigma y_b}}{\lambda}\right)
\]

where \( K_{N/2}(\cdot) \) is given by [13, p. 952, eq. (8.407)] and is known as the modified Bessel function of the second kind of order \( \eta \). Equation (5) is the K-distribution with parameter set \( \lambda = \{\sigma, \alpha\} \). As in other studies, we do not consider here the estimation of \( N \) as this parameter corresponds to the number of looks in SAR applications and is generally known.

As there is no known closed-form solution to (1), we consider the EM technique that results in a new estimate \( \lambda \) of the parameter set, given a current estimate. The properties of the EM algorithm guarantee that until a stationary point is reached, this new estimate has greater likelihood than the current estimate. The equations for the EM are derived by maximization of the auxiliary function [11]

\[
\lambda = \arg \max_{\lambda} \int q(w|\lambda) \log p(y, w|\lambda) dw
\]

where \( \lambda' \) is the current estimate. The convergence of the sequence of these parameter re-estimates is discussed in [14]. In the Appendix, we derive the following equations for the maximization values of \( \alpha \) and \( \sigma \) of (6):

\[
\alpha + 1 = \alpha_n - \frac{\alpha_n \exp(-\Psi(\alpha_n)) - \rho}{\exp(-\Psi(\alpha_n)) - \alpha_n \Psi'(\alpha_n)} \tag{12}
\]

where

\[
\alpha_n \quad \text{current value of } \alpha;
\]

\[
\alpha_{n+1} \quad \text{new value};
\]

\[
\Psi'(\cdot) \quad \text{trigamma function [15, p. 260].}
\]

An appropriate starting point of Newton's method is the current estimate \( \alpha' \). Once \( \hat{\alpha} \) has been obtained, an explicit value of \( \hat{\sigma} \) is obtained directly from (8).

III. SIMULATION STUDIES

In this section, we detail a simulation of the EM K-distribution estimation scheme derived in Section II. We investigate the performance of the EM scheme and compare it with 2-D numerical ML estimation using the Nelder–Mead (NM) technique [16] and the non-ML method due to Iskander, Zoubir, and Boashash (IZB) [4].

A. Implementation of the EM Technique

The implementation was written in Matlab [17] using approximations for the functions \( \Psi(\cdot) \), \( \Psi'(\cdot) \), and \( (\partial/\partial \alpha) \log K_{\alpha}(\cdot) \), as these functions are not available as part of standard Matlab. The function \( \Psi(\cdot) \) was implemented using [15, eqs. (6.3.18) and (6.3.5)]. The \( \Psi'(\cdot) \) function was implemented using [15, eqs. (6.4.2) and (6.4.6)]. The \( (\partial/\partial \alpha) \log K_{\alpha}(\cdot) \) function was approximated using

\[
\frac{\partial}{\partial \alpha} K_{\alpha}(x) \approx \frac{K_{\alpha+h}(x) - K_{\alpha-h}(x)}{2h}\tag{13}
\]

with \( h = 10^{-3} \). The accuracy of the approximation of derivatives in this manner depends on the smoothness of the functions concerned. The iterations of the EM are halted once the difference between successive parameter estimates is less than 0.5% or once the maximum number of iterations (300) is reached.

B. Experiment and Results

The execution time of the EM technique and the accuracy of its \( \alpha \) estimates were compared to those of the I2B and NM approaches. The latter maximization was implemented by the \texttt{fminis()} function of [17]. The initial parameter values for both the EM and NM methods were those produced by the I2B method.

Table I shows, for three values of \( T \), the true \( \alpha \) and \( \sigma \) parameter values used to generate the data together with the mean squared error (MSE) over 1000 trials of the \( \alpha \) estimate obtained by the EM scheme \( \alpha_{\text{EM}} \), the \( \alpha \) estimate via the NM routine
TABLE 1

<table>
<thead>
<tr>
<th>$N = 2$</th>
<th>$\alpha = 0.5$</th>
<th>$\alpha = 1.0$</th>
<th>$\alpha = 1.5$</th>
<th>$\alpha = 2.0$</th>
<th>$\alpha = 2.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma = 2$</td>
<td>0.0014</td>
<td>0.015</td>
<td>0.068</td>
<td>0.183</td>
<td>0.427</td>
</tr>
<tr>
<td>$\sigma = 2.0$</td>
<td>0.0014</td>
<td>0.015</td>
<td>0.068</td>
<td>0.183</td>
<td>0.427</td>
</tr>
<tr>
<td>$\sigma = 2.5$</td>
<td>0.0016</td>
<td>0.016</td>
<td>0.060</td>
<td>0.193</td>
<td>0.454</td>
</tr>
<tr>
<td>$T = 250$</td>
<td>1.4</td>
<td>3.1</td>
<td>4.2</td>
<td>8.3</td>
<td>14.4</td>
</tr>
<tr>
<td>$T = 500$</td>
<td>4.3</td>
<td>5.3</td>
<td>8.8</td>
<td>10.6</td>
<td>16.3</td>
</tr>
<tr>
<td>$T = 750$</td>
<td>2.2</td>
<td>3.5</td>
<td>5.3</td>
<td>10.2</td>
<td>17.5</td>
</tr>
<tr>
<td>$T = 1000$</td>
<td>1.7</td>
<td>2.2</td>
<td>3.1</td>
<td>5.6</td>
<td>10.1</td>
</tr>
</tbody>
</table>

The $T$ estimate obtained by the IZB method $(\alpha > 0.5)$. A comparison of the computation times is also given in Table 1, which shows the averages of the ratio of EM to IZB computation time $T_{EM}/T_{IZB}$ and the ratio of the NM to IZB computation time $T_{NM}/T_{IZB}$. The computation times for the NM and EM schemes did not include the time required to perform the initial parameter values using the IZB scheme.

C. Discussion

For all experiments, we observed that the likelihood at each iteration of the EM was greater than that at the previous iteration. Thus, according to our experimental results, the approximations used in Section III-A did not negate the guarantee of the EM technique to produce a sequence of estimates with increasing likelihood.

The MSE of the $\alpha$ estimates over the 1000 trials of the EM and NM were identical within the convergence tolerances of the algorithms. These two techniques search for potentially different points. The NM method attempts to find a maximal point, whereas the EM algorithm will find a stationary point only. The fact that the MSEs for the EM and NM were identical demonstrates that the EM technique consistently located maxima rather than other types of stationary points.

The number of iterations required for convergence of the EM technique was related to the true parameter values. At low $\alpha$ values, the EM approach converged quickly, illustrated by its comparable computational time compared with the noniterative IZB approach. At higher values of $\alpha$, the EM approach still quicker than the NM approach but was much slower than the IZB method. For these experiments, the $\alpha$ estimates of the EM always had lower MSE than those of the IZB method. However, in experiments using smaller values of $T$ not reported here, the IZB method produced parameter estimates that were practically indistinguishable from those of the ML methods for significantly reduced computation. Thus, we may conclude that the EM approach is suitable for applications involving large amounts of data when the importance of highly accurate estimates is worth the extra computation required.

APPENDIX

From (6), we require

$$\hat{\lambda} = \arg \max_{\lambda} \int p(w_{1} | y_{1}, \lambda') \log p(y_{1}, w_{1} | \lambda) dw $$

$$= \arg \max_{\lambda} \int p(w_{1} | y_{1}, \lambda') \log [p(w_{1} | \lambda)p(y_{1} | w_{1})] dw $$

$$= \arg \max_{\lambda} \sum_{t=1}^{T} \int p(w_{t} | y_{t}, \lambda') \log p(w_{t} | \lambda) dw $$

Substituting (4) in (14), differentiating with respect to $\sigma$ and $\alpha$, and setting the result to zero yields

$$\frac{1}{\hat{\sigma}} = \frac{\sigma}{T} \sum_{t=1}^{T} \int_{0}^{\infty} p(w_{t} | y_{t}, \lambda') w_{t} dw_{t} \quad (15)$$

$$\Psi(\hat{\alpha}) = \log \hat{\sigma} + \frac{1}{T} \sum_{t=1}^{T} \int_{0}^{\infty} p(w_{t} | y_{t}, \lambda') \log w_{t} dw_{t} \quad (16)$$

where $\Psi(\cdot)$ is the digamma function [13, p. 943]. Using [13, p. 340, eq. 3.47(9)], we have

$$\int_{0}^{\infty} p(w_{t} | y_{t}, \lambda') w_{t} dw_{t} = \int_{0}^{\infty} \frac{y_{t} K_{N/2-\alpha -1}(2 \sigma' y_{t})}{\sqrt{2 \sigma'} K_{N/2-\alpha}(2 \sqrt{\sigma' y_{t}})}$$

$$= \log \frac{y_{t}}{\sqrt{2 \sigma'}} - \frac{\partial}{\partial \alpha} \left[K_{N/2-\alpha -1}(2 \sqrt{\sigma' y_{t}})\right]_{\alpha = N/2-\alpha}.$$

Using the definitions for the weights given in (10) and (11) and substituting (17) and (18) into (15) and (16) yields (7) and (8).
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