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Topic Extraction Based on Continuous Speech Recognition in Broadcast News Speech
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SUMMARY In this paper, we propose topic extraction models based on statistical relevance scores between topic words and words in articles, and report results obtained in topic extraction experiments using continuous speech recognition for Japanese broadcast news utterances. We attempt to represent a topic of news speech using a combination of multiple topic words, which are important words in the news article or words relevant to the news. We assume a topic of news is represented by a combination of words. We statistically model mapping from words in an article to topic words. Using the mapping, the topic extraction model can extract topic words even if they do not appear in the article. We then use a topic extraction model capable of computing the degree of relevance between a topic word and a word in an article by using newspaper text covering a five-year period. The degree of relevance between those words is calculated based on measures such as mutual information or the $\chi^2$-method. In experiments extracting five topic words using a $\chi^2$-based model, we achieve 72% precision and 12% recall for speech recognition results. Speech recognition results generally include a number of recognition errors, which degrades topic extraction performance. To avoid this, we employ N-best candidates and likelihood given by acoustic and language models. In experiments, we find that extracting five topic words using N-best candidate and likelihood values achieves significantly improved precision.
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1. Introduction

Recent advances in digital technology have made it possible to store and access large amounts of digital text, image, movie, speech, and music data. However, to use such data effectively, it is necessary that the data be well pigeonholed as a database. That is to say, classifying or indexing for data is essential if the data are to serve as useful "information." For example, without a database, a user who wants to know the contents of a movie, speech or music data files, has to play the files one by one and this takes considerable time. If instead information about the contents is available, the user can classify and retrieve the data without having to play the files beforehand.

Keyword spotting methods for topic identification (TID) of conversational speech or news speech often use selected discriminating keywords [1]–[4]. However, too many key-
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\textsuperscript{5} In previous researches, text or news speech has been classified into several topics based on relevance of a keyword to each category or topic [1]–[7]. Each keyword has a relevance score with respect to each category. To classify articles, relevance scores of all keywords in an article are summed for each category. The article is then classified into the category having the highest relevance score. In our study, we replace these categories with topic words and extract several topic words of high relevance to an article [9], [10]. The topic extraction model has two lists of words, topic words and words in articles, and each mapping from words in articles to topic words is estimated statistically from training data. As the two lists are different, the topic extraction model can extract topic words even if they do not appear in the article.

The topic mixture model [8] extracts multiple topics similarly. The model is an HMM in which each state of a topic emits words with probabilities. In our approach, the topic extraction model has relevance scores between each topic word and each word in an article, which are calculated on the basis of mutual information or $\chi^2$-value. This model is
much simpler than the HMM-based method, since it can be trained by simply counting word frequency in the training data and the extraction is conducted by accumulating relevance scores to each topic word through an article and picking up topic words with high relevance score. The topic extraction is carried out for results of speech recognition. However speech recognition results generally include a number of recognition errors, which degrades topic extraction performance. To avoid this, we employed N-best candidates and likelihood given by acoustic and language models into the topic extraction process.

The remainder of this paper is organized as follows. Section 2 describes the topic extraction model and the relevance scores used in the model. Section 3 describes the topic extraction methods used for the speech recognition results. Section 4 describes training data for topic extraction models and the evaluation data. Section 5 describes our large-vocabulary continuous-speech recognition (LVCSR) system and experimental results, and Sect. 6 is a conclusion.

2. Topic Extraction

2.1 Topic Extraction Model

Topic words are extracted on the basis of relevance scores between a topic word and an article. The relevance score \( R(a, t_j) \) between topic word \( t_j \) and article \( a \) is calculated as

\[
R(a, t_j) = \sum_{k=1}^{N_{a}} s(w_k) r(w_k, t_j),
\]

(1)

where \( N_a \) is the number of words in the article \( a \), and \( r(w_k, t_j) \) is the relevance score between the topic word \( t_j \) and \( w_k \) is the \( k \)-th word in the article \( a \). \( s(w_k) \) is a weighting factor for \( w_k \) and it is either constant or variable depending on each word. By varying \( s(w_k) \) on the basis of \( w_k \)’s recognition score, the relevance score can become more robust against recognition errors. The topic extraction model contains all relevance scores for every word in the article and every topic word. For each article, only the topic words having high relevance scores are extracted.

2.2 Relevance Scores

The relevance score is statistically calculated using the frequencies of words and topic words in the training data. We calculated the relevance score with mutual information defined as the degree of dependence between random variables and the \( \chi^2 \)-value in the \( \chi^2 \)-test.

2.2.1 The Mutual-Information-Based Method

The mutual-information-based relevance score between word \( w_i \) and topic word \( t_j \) is expressed as

\[
l(w_i, t_j) = \log \frac{P(w_i, t_j)}{P(w_i)P(t_j)}.
\]

(2)

If there is no co-occurrence of \( w_i \) and \( t_j \) in the training data, the numerator in Eq. (2), i.e., \( P(w_i, t_j) \) becomes zero, and this causes a problem when adding up the scores. In this case, we consider that no information is obtained and calculate the relevance score based on the mutual information as

\[
l'(w_i, t_j) = \begin{cases} l(w_i, t_j), & \text{if } P(w_i, t_j) \neq 0 \\ 0, & \text{if } P(w_i, t_j) = 0. \end{cases}
\]

(3)

The mutual information is based on conditional probability, and the frequencies of \( w_i \) and \( t_j \) are not considered. We also consider the relevance score based on the mutual information weighted with a joint probability, which is expressed as

\[
l''(w_i, t_j) = P(w_i, t_j) \cdot l'(w_i, t_j).
\]

(4)

2.2.2 The \( \chi^2 \)-Value-Based Method

The \( \chi^2 \)-value-based relevance score between word \( w_i \) and topic word \( t_j \) is expressed as

\[
Z'_{ij} = \frac{(f_{ij} - F_j)^2}{F_j},
\]

(5)

where \( f_{ij} \) is the frequency of \( w_i \) for \( t_j \), and \( F_j \) is the theoretical frequency of \( w_i \) when it appears with equal probability for all topic words. It is given by

\[
F_j = \frac{\sum_{i=1}^{M} f_{ij}}{\sum_{j=1}^{N} \sum_{i=1}^{M} f_{ij}},
\]

(6)

where \( N \) is a distinct number of words and \( M \) is a distinct number of topic words. If the actual frequency is much larger than the theoretical frequency, the word should appear as a topic word. However Eq. (5) has the same value regardless of whether \( f_{ij} - F_j \) is positive or negative. Thus, we calculate the \( \chi^2 \)-value based relevance score as

\[
Z''_{ij} = \frac{(f_{ij} - F_j)^2}{F_j}.
\]

(7)

3. Topic Extraction from Speech Recognition Results

Topic extraction from speech recognition results is different from topic extraction from texts. This is mainly because speech recognition results often contain recognition errors. However, speech recognition results have useful information related to recognition processes such as N-best candidates and likelihood values. We employed this information into the topic extraction process in order to make the process robust against recognition errors.

3.1 N-Best Candidates

In N-best candidates, correctly recognized words frequently
appear in the candidates with high likelihood values. On the other hand, incorrectly recognized words have low likelihood values and are often replaced by other words in the candidates. Correct words are more frequent than incorrect words in N-best candidates. Therefore, topic extraction from N-best candidates should be more robust against speech recognition errors than that from a single best candidate.

3.2 Weighting with Likelihood

Continuous speech recognition is based on the acoustic likelihood and language likelihood of each word. Given a word sequence of speech recognition results, words with high values for both acoustic and language likelihood are likely correct, but those with either a low acoustic likelihood or language likelihood are possibly recognized incorrectly. Therefore, by employing these likelihood values obtained in recognition processes, topic extraction becomes robust against recognition errors. For example, the weighting factor $s(w_i)$ for $w_i$ with likelihood $l(w_i)$ can be calculated as

$$s(w_i) = \frac{l(w_i) - L_{\text{min}}}{L_{\text{max}} - L_{\text{min}}} (S_{\text{max}} - S_{\text{min}}) + S_{\text{min}},$$

(8)

where $L_{\text{min}}$ and $L_{\text{max}}$ are maximum and minimum likelihood values, and $S_{\text{max}}$ and $S_{\text{min}}$ are maximum and minimum values of weighting factors.

4. Data

4.1 Training Data

The topic extraction model contained all relevance scores between each word of a sentence and each topic word. We trained the topic extraction model with newspaper articles and headlines covering about five years from January 1990 to September 1994. The data contained about 900k articles (6.8M sentences). Since Japanese sentences have no spaces between words, we segmented the articles and the headlines into words with a morphological analyzer. The training data consisted of 623k unique words and the total number of words was 180M. Words in headlines were treated as topic words. To reduce the enormous number of word and topic word combinations, low-frequency words and function words, such as postpositional particles, were omitted. The number of distinct topic words was then about 70k words.

4.2 Evaluation Data

4.2.1 Speech Data

The evaluation data was broadcast news speech segmented into sentences. The evaluation data sets consisted of 29 articles totalling 142 utterances. Each article had from two to 14 utterances (average of five utterances). Fifteen male speakers (eight anchor speakers and seven other speakers) read the text. Their speech contained errors such as 'uh' at the begin-

ning of a sentence or the correction of slips, and the recordings also included background noise or music.

4.2.2 Topic Data

We transcribed the evaluation speech data manually and assigned topic words to each transcribed article to use as correct topic words in the evaluation. We asked three subjects to select topic words as keys for retrieving the article and evaluated the extracted topics with them. Each of the subjects provided at least four topic words (average of 10 topic words) for each article. The set of topic words selected by one subject does not agree exactly with the set selected by another subject. Considering the variation of topic words, we made two topic evaluation sets, an AND set containing topic words for all the subjects selected, and an OR set containing all topic words selected by at least one subject. The topic words selected by the subjects were generally longer than the topic words in the training data, which were segmented by the morphological analyzer, and were not consistent with them. We segmented selected topic words with a morphological analyzer to enable evaluation. The average number of segmented topic words per article was 10.4 for the AND set and 35.7 for the OR set.

5. Experiments

5.1 Large Vocabulary CSR

Our LVCSR system comprises context-dependent phoneme HMMs and statistical n-gram language models [11]–[13]. The state-tied phoneme HMMs are triphone models designed using tree-based clustering [14] and were trained using phonetically-balanced sentences and dialogues read by 53 male speakers. The total number of utterances was 13,270 and the total volume of training data was approximately 20 hours. The total number of states was 2106 and each state has four diagonal Gaussian mixtures. The bigram and trigram language models were trained using broadcast news manuscripts covering a five-year period and containing about 500k sentences. We estimated unseen n-gram probabilities using Katz's back-off smoothing method [15]. The vocabulary size of the system was 20k.

We used a multi-pass decoding strategy to apply trigram language models at less computational cost. In the first pass, the N-best hypotheses for an utterance were computed with the Viterbi algorithm using bigram language models on a simple word-loop network. Then, in the second pass, the hypotheses were rescored using trigram language models and the most likely hypotheses were chosen as the recognition results. In the experiments described below, the 300-best hypotheses were generated in the first pass and the same acoustic models were used in both passes.

Table 1 shows the test-set perplexity and LVCSR results for the evaluation speech data. The improvement in recognition performance with the trigram language model was rather small due to insufficient training data.
Table 1  LVCSR results for broadcast news speech data.

<table>
<thead>
<tr>
<th>Language model</th>
<th>Test-set perplexity</th>
<th>Word error rate [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>bigram</td>
<td>98</td>
<td>28.2</td>
</tr>
<tr>
<td>trigram</td>
<td>56</td>
<td>24.6</td>
</tr>
</tbody>
</table>

5.2 Topic Extraction Experiments

Figure 1 shows the results obtained for 50 topic words that were extracted from transcribed news speech and evaluated using the OR set. The experiments were conducted for each article (the boundaries between articles were given). For each article, 50 topic words were extracted in descending order of the relevance score to the article. The uppermost left point in the figure means the 1-topic-word extraction and the fifth point from the upper left means the 5-topic-word extraction result. The relevance score was calculated with a constant weighting factor $s(w_k) = 1$. Recall and precision are defined as

$$\text{recall} = \frac{C}{T} \times 100,$$

$$\text{precision} = \frac{C}{H} \times 100,$$

where $C$ is the number of correct topic words retrieved, $T$ is the total number of topic words in the evaluation topic sets, and $H$ is the total number of topic words retrieved. Recall and precision tend to have a trade-off relationship; however, achieving both high recall and high precision (i.e., plotted points are directed toward the upper right corner of the charts) is required for an information retrieval system. Figure 1 shows that the $\chi^2$-value based method (CHI: Eq. (7)) achieved better performance than the mutual information method (MI: Eq. (3)). It also shows that although the mutual information method weighted with joint probability (wMI: Eq. (4)) achieved better results than the MI method, the results were not as good as those obtained using CHI. This is because the MI and the wMI methods are based on the conditional probabilities of topic words and are too sensitive to infrequent topic words, where the CHI method relatively depends on the frequency of the topic words.

Next, we applied the $\chi^2$-value-based topic extraction models to speech recognition results. Figure 2 shows the results obtained for recognized broadcast news speech (reg) evaluated with both the AND and OR evaluation sets. Results for manual transcription (txt) are also shown for comparison. It is clear that the results for the recognition results are inferior to the results for the transcription; recognition errors are the reason for the difference.

We consider that five or so is a reasonable number of keywords for classifying or browsing news articles using keywords. We therefore extracted five topic words (the first five symbols plotted on a line graph in the charts, beginning from the upper left corner) and evaluated them with the OR set, which contains all topic words selected by the subjects. When extracted topic words are used for classifying or browsing news articles, the precision rate for the OR set is more important than the recall rate for the AND set. The results obtained were 83% precision (14% recall) for the manual transcription (txt) and 72% precision (12% recall) for the recognition results. The given topic words varied according to
Table 2 Topic extraction results from N-best candidates of speech recognition (precision[%]).

<table>
<thead>
<tr>
<th>Number of topic words</th>
<th>1</th>
<th>5</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transcribed speech</td>
<td>86.2</td>
<td>83.8</td>
<td>76.6</td>
</tr>
<tr>
<td>1</td>
<td>82.8</td>
<td>71.7</td>
<td>62.4</td>
</tr>
<tr>
<td>5</td>
<td>86.2</td>
<td>73.1</td>
<td>64.1</td>
</tr>
<tr>
<td>N</td>
<td>86.2</td>
<td>73.1</td>
<td>63.8</td>
</tr>
<tr>
<td>15</td>
<td>86.2</td>
<td>73.1</td>
<td>64.5</td>
</tr>
<tr>
<td>20</td>
<td>86.2</td>
<td>72.4</td>
<td>64.1</td>
</tr>
</tbody>
</table>

Table 3 Topic extraction results with likelihood weighting (precision[%]).

<table>
<thead>
<tr>
<th>Number of topic words</th>
<th>1</th>
<th>5</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>87.8</td>
<td>71.7</td>
<td>62.4</td>
</tr>
<tr>
<td>acoustic likelihood</td>
<td>82.8</td>
<td>71.0</td>
<td>63.1</td>
</tr>
<tr>
<td>language likelihood</td>
<td>87.8</td>
<td>75.2</td>
<td>66.9</td>
</tr>
<tr>
<td>word likelihood</td>
<td>86.2</td>
<td>75.9</td>
<td>68.3</td>
</tr>
</tbody>
</table>

Table 4 Topic extraction results with N-best candidates and likelihood weighting (precision[%]).

<table>
<thead>
<tr>
<th>Number of topic words</th>
<th>1</th>
<th>5</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>transcription</td>
<td>86.2</td>
<td>82.8</td>
<td>76.6</td>
</tr>
<tr>
<td>1-best</td>
<td>82.8</td>
<td>71.7</td>
<td>67.4</td>
</tr>
<tr>
<td>10-best</td>
<td>86.2</td>
<td>73.1</td>
<td>63.8</td>
</tr>
<tr>
<td>1-best+weight</td>
<td>86.2</td>
<td>75.9</td>
<td>68.3</td>
</tr>
<tr>
<td>10-best+weight</td>
<td>86.2</td>
<td>76.6</td>
<td>68.3</td>
</tr>
</tbody>
</table>

the subjects; the overlapping rate of the topic words selected by the subjects was 74% on average. This means that if five topic words are chosen by a subject, in general three or more of them are the same as those selected by another subject. We therefore consider that precision of around 70% is sufficient for practical-use purposes.

5.3 Employing N-Best Candidates and Likelihood

Table 2 shows topic extraction results obtained using N-best candidates with the CHI method. The N-best candidates are the results obtained through second-pass decoding with the trigram language model. The figures in the table are the precision obtained in extracting one, five, or ten topic words and evaluating them with the OR set. We found that improved precision was obtained when topic words were extracted from N-best speech recognition candidates. In our experiments, the best performance for 5-topic-word extraction was achieved with N-values of 5 through 15.

We carried out experiments with relevance scores weighted with a factor calculated from acoustic and language likelihood. Table 3 shows the results of the topic extraction experiments from the 1-best candidates of speech recognition results. The range of the weighting factor is between one ($S_{\text{max}}$) and zero ($S_{\text{min}}$), and the acoustic likelihood values of words are normalized by the duration of each word because the likelihood values are accumulated within each word. Here, "word likelihood" refers to the product of the acoustic and language weighting factors. The maximum ($P_{\text{max}}$) and minimum ($P_{\text{min}}$) likelihood values for calculating the weighting factor were obtained from the evaluation set.

From Table 3, it can be seen that the use of language likelihood improved precision for 5- and 10-topic-word extraction, while the use of acoustic likelihood achieved very little improvement. With word likelihood, which as mentioned is the product of acoustic and language likelihood, even more improvement in precision was obtained than with language likelihood.

Higher precision was obtained with a combination of the N-best candidates and the weighting with likelihood than with either one of them separately. Table 4 shows the results obtained for topic extraction from N-best candidates with relevance score weighted with word likelihood in comparison with the results using transcribed speech and other methods. In Table 4, although the 10-best+weight achieved the best performance, it was only slightly better than the 10-best or the 1-best+weight. This suggests that employing the N-best candidates and employing the score weighting depend on similar information of speech recognition results.

Figure 3 shows the results of topic extraction from transcribed speech, 1-best candidate, and 10-best candidates, which achieved one of the best performances for 5-topic-word extraction (Table 2), with likelihood weighting. From the table and the figure it is clear that employing N-best candidates and their likelihood for topic extraction compensates for the degradation of topic extraction performance caused by speech recognition errors. As shown in the figure, the method improved the recall as well as the precision. For 1- to 10-topic-word extraction, the combination of 10-best candidates and word likelihood weighting eliminated more than 50% of the precision degradation caused by speech recognition errors.

6. Conclusion

In this paper we reported results obtained in topic extraction
from broadcast news speech based on continuous speech recognition. A topic represented by multiple topic words was extracted from a news article on the basis of statistical information about topic words. The topic can be used for retrieving or indexing news speech without playing them back.

We proposed topic extraction models that employ mutual information or $\chi^2$-values as the degree of relevance between topic words and words in news articles. In extracting five topic words using a $\chi^2$-value-based topic extraction model, 72% precision and 12% recall were obtained for speech-recognized news speech that had a word error rate of about 25%. To compensate for the performance degradation caused by speech recognition errors, we incorporated N-best candidates and likelihood weighting into the topic extraction and achieved 77% precision and 13% recall (with the OR set) for 5-topic-word extraction by improving both precision and recall. This is a practical precision level, since it exceeds the 74% overlap rate of topic words chosen by different subjects. The use of topic extraction technology combined with automatic transcription of broadcast news should prove to be a valuable tool for indexing digital news speech archives and retrieving news articles from the archives.

Broadcast news sometimes include new words that have not been seen in the past and those words are possibly important in the news. The topic extraction model represents such news articles by combining words in the article and words that do not appear in the article but have relevance to it. However, a method of dealing with such new unknown words has to be studied in future work, and it will make topic extraction a more powerful tool for the daily updated news.

The topic extraction model proposed in this paper can be estimated from data consisting of text and corresponding topic words. Although we evaluated this method only for the broadcast news task, it can be applied to any other task, such as telephone conversation with an operator, as long as an appropriate data is available.
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