
論文 / 著書情報
Article / Book Information

Title Unsupervised class-based language model adaptation for spontaneous
speech recognition

Author Tadasuke Yokoyama, Takahiro Shinozaki, Koji Iwano, Sadaoki Furui

Journal/Book name IEEE ICASSP 2003, Vol. 1, No. ,  pp. 236-239

発行日 / Issue date 2003,  4

権利情報 / Copyright  (c)2003 IEEE. Personal use of this material is permitted. However,
permission to reprint/republish this material for advertising or
promotional purposes or for creating new collective works for resale or
redistribution to servers or lists, or to reuse any copyrighted component
of this work in other works must be obtained from the IEEE.

Powered by T2R2 (Science Tokyo Research Repository)

http://t2r2.star.titech.ac.jp/


UNSUPERVISED CLASS-BASED LANGUAGE MODEL ADAPTATION
FOR SPONTANEOUS SPEECH RECOGNITION

T. Yokoyama, T. Shinozaki, K. Iwano and S. Furui

Tokyo Institute of Technology
Department of Computer Science

2-12-1 Ookayama, Meguroku, Tokyo, 152-8552 Japan
{tadasuke, staka, iwano, furui}@furui.cs.titech.ac.jp

ABSTRACT

This paper proposes an unsupervised, batch-type, class-based
language model adaptation method for spontaneous speech
recognition. The word classes are automatically determined
by maximizing the average mutual information between the
classes using a training set. A class-based language model is
built based on recognition hypotheses obtained using a gen-
eral word-based language model, and linearly interpolated
with the general language model. All the input utterances
are re-recognized using the adapted language model. The
proposed method was applied to the recognition of spon-
taneous presentations and was found to be effective in im-
proving the recognition accuracy for all the presentations.
The best condition was found to be using 100 word classes,
and in this condition 2.3% of the absolute value improve-
ment in the word accuracy averaged over all the speakers
was achieved.

1. INTRODUCTION

Although speech of reading written texts can be recognized
with a high recognition accuracy using state-of-the art speech
recognition technology, the recognition accuracy of freely
spoken spontaneous speech is still low. For example, cur-
rently, mean recognition accuracy of spontaneous presen-
tation recognition using “Corpus of Spontaneous Japanese
(CSJ)[1]” can only reach roughly 70%[2]. The principal
cause of the problem is a mismatch between trained acous-
tic/language models and input speech due to the limited
amount of training data in comparison with the vast vari-
ation of spontaneous speech. Spontaneous presentation ut-
terances are both acoustically and linguistically variable ac-
cording to speakers and topics. To cope with this problem,
automatic adaptation is essential for both acoustic and lan-
guage models.

Adaptation techniques can be classified into supervised
and unsupervised methods. Since unsupervised methods
can use recognition data itself for adaptation, they are more
flexible than supervised methods. However, unsupervised

methods are usually more difficult to develop than super-
vised methods, especially for spontaneous speech having a
relatively high recognition error rate. Supposing that the
presentation recognition is performed off-line, we have re-
cently investigated a batch-type unsupervised acoustic model
adaptation for this task, in which first all the presentation ut-
terances are recognized using a speaker-independent model,
and then a model adapted using the recognition results is
used to re-recognize the utterances. This process is repeated
until recognition results converge. We have achieved roughly
5% improvement of word accuracy by this method[2]. Al-
though various useful unsupervised acoustic model adapta-
tion methods have been proposed, unsupervised language
model adaptation has not proved to be highly successful in
improving recognition accuracy[3]. This is because the lan-
guage model space is usually very sparse and therefore it is
very difficult to obtain reliable information from recognition
results with a relatively high recognition error rate.

In order to cope with the sparseness of the language
model space, class-based language model adaptation meth-
ods have been proposed[4, 5]. However, they have never
been used for unsupervised adaptation in spontaneous speech
recognition.

This paper proposes a class-based batch-style unsuper-
vised language model adaptation for spontaneous speech
recognition and presents its effectiveness in spontaneous pre-
sentation recognition using the CSJ.

This paper is organized as follows. Section 2 describes
the unsupervised language model adaptation method. In
Section 3 experimental conditions are described. In Sec-
tion 4 we describe and discuss recognition experiments per-
formed using our adaptation method. Finally, in Section 5
the main conclusions are presented.

2. UNSUPERVISED LANGUAGE MODEL
ADAPTATION

Figure 1 shows the overview of the proposed class-based
unsupervised language model adaptation method.
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Fig. 1. An overview of the unsupervised class-based lan-
guage model adaptation method.

Using many transcriptions in the training data set, a gen-
eral language model (G-LM) consisting of word-basedn-
grams is built. Word classes approximately maximizing
the average mutual information between classes are also
made by applying a clustering algorithm, the “incremental
greedy merging algorithm[6]”, to the training data set. Our
proposed adaptation method consists of the following three
steps.

1. Whole utterances of a presentation are recognized us-
ing the G-LM.

2. A class-based language model (C-LM) is trained us-
ing the recognition results and the word-class infor-
mation.

3. An adapted language model (A-LM) is obtained by
linearly interpolating the G-LM and the C-LM. An
adapted language model for a wordw with word his-
tory h, Pa(w|h), is calculated as follows:

Pa(w|h) = (1 − λ)Pg(w|h) + λPc(w|h) (1)

wherePg(w|h) andPc(w|h) represent language mod-
els, G-LM and C-LM, respectively, andλ indicates a
linear interpolation coefficient.

3. EXPERIMENTAL CONDITIONS

3.1. Training and test sets

The training data set consists of 1,289 presentations in the
CSJ with approximately 3M words. The test set consists
of 10 presentations in the CSJ, having no overlap with the
training set. All the 10 presentations are given by male
speakers. Each presentation’s ID in the CSJ, conference
name, number of words, and baseline word accuracy when
using G-LM are shown in Table 1. The total number of
words in the test set is approximately 48k and the average
word accuracy is 66%.

3.2. Language model

The general language model (G-LM) consists of word-based
bi-grams and reverse tri-grams. Bi-grams and reverse tri-
grams are used for the first path and the second path of de-
coding, respectively. Unseenn-grams are estimated using
the Katz’s back-off smoothing technique[7]. The approxi-
mately 35k words that appear twice or more in the training
data set are selected as vocabulary words.

The class-based language model (C-LM) consists of class-
based bi-grams and reverse bi-grams. Probabilities of class
transition and word occurrence in each class are estimated
using the recognition results. Therefore, the vocabulary cov-
ers only the words appearing in the recognition hypotheses.

The adapted language model (A-LM) consists of word-
based bi-grams and reverse tri-grams. The reverse tri-gram
is obtained by interpolating between the reverse tri-gram of
G-LM and the reverse bi-gram of C-LM.

All language models are made using the SRI Language
Modeling Toolkit[8].

3.3. Acoustic model

The acoustic features are 25 dimensional vectors consist-
ing of 12MFCC, their delta and delta log energy. The CMS
(cepstral mean subtraction) is applied to each utterance. A
speaker independent acoustic model is made using 455 pre-
sentations, having a length of approximately 94 hours, taken
from the training data set. The model is a tied-state tri-
phone HMM having 3k states and 16 Gaussian mixtures in
each state. HTK v2.2 is used for the acoustic modeling.

4. EXPERIMENTAL RESULTS

The Julius v3.2 decoder[9] was used for speech recogni-
tion. Insertion penalty and language model weight were op-
timized for the recognition condition using the G-LM.

Figure 2 shows the test-set word perplexity as a function
of the interpolation coefficientλ at various conditions of the
number of word classes; 50, 100, 500, and 1000. In the
“w2gram” condition, the C-LM is equivalent to the word-
based bi-gram and reverse bi-gram modeling with no word
classes. The perplexity decreases with adaptation in all the
word-class conditions. When a C-LM with 500 classes or
more is used, the perplexity becomes almost a half of that
before adaptation at the best condition of the interpolation
coefficientλ.

Figure 3 shows the word accuracy averaged over all pre-
sentations as a function of the interpolation coefficientλ, in
various class conditions. Results without adaptation are ob-
tained under the condition that the interpolation coefficient
λ is set at 0. In all the conditions, the recognition accuracy
is improved by the adaptation. The best improvement of
the mean accuracy, 2.3% in the absolute value, is achieved
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Table 1. List of the test set data.
ID Conference name Number of words Word accuracy (%)

A01M0007 Acoust. Soc. Jap. 4,610 73.19
A01M0035 Acoust. Soc. Jap. 6,151 59.03
A01M0074 Acoust. Soc. Jap. 2,479 75.67
A02M0076 Soc. Jap. Linguistic 5,045 70.11
A02M0098 Soc. Jap. Linguistic 3,817 64.46
A02M0117 Soc. Jap. Linguistic 9,887 67.03
A03M0100 Assoc. Natural Lang. Proc. 2,735 66.27
A03M0111 Assoc. Natural Lang. Proc. 3,376 57.20
A05M0031 Phonetics Soc. Jap. 5,288 66.40
A06M0134 Assoc. Socioling. Science 4,585 58.18

Fig. 2. Test-set word perplexity as a function of the interpo-
lation coefficientλ.

whenλ is 0.3 and the number of classes is 100. Although
the word-based adaptation method “w2gram” yields better
test-set perplexity than the class-based adaptation methods,
its recognition performance is the worst.

Figure 4 shows absolute percentage improvement of the
word accuracy for each presentation when the C-LM with
100 classes is used. Under the condition that the interpo-
lation coefficientλ is less than 0.5, accuracy is improved
by the class-based adaptation for all the presentations. The
best improvement, approximately 6% in the absolute value,
is achieved for the presentation A05M0031 whenλ is 0.3.

4.1. Discussion

Figures 2 and 3 show that there is a discrepancy between the
improvement of the test-set perplexity and that of the word
accuracy. That is, the adaptation conditions with a large
number of classes which yield smaller test-set perplexity
do not necessarily achieve better recognition performance.

Fig. 3. Word accuracy as a function of the interpolation
coefficientλ.

This is probably because the adaptation methods having a
large number of classes are over-tuned to the recognition
results including errors, and therefore, the contribution to
reduce the perplexity of correct hypotheses becomes less
significant.

Figure 4 shows the wide variety of improvement of recog-
nition accuracy among presentations. Figure 5 shows the
relationship between the improvement of recognition accu-
racy by the adaptation and the difference of perplexities be-
tween recognition hypotheses and correct transcriptions us-
ing the general language model, G-LM. Twenty presenta-
tions including the test set were used, and the number of
classes and the interpolation coefficientλ were set at 100
and 0.3, respectively. There exists a clear correlation be-
tween the difference of the perplexities and the improve-
ment of word accuracy; its correlation coefficient is 0.76,
which is significant at a 0.1% significance level. The strong
correlation means that the proposed adaptation method is
more effective for presentations having a larger mismatch
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Fig. 4. Improvement of the word accuracy as a function of
the interpolation coefficientλ for each presentation.

with the G-LM.

5. CONCLUSION

This paper has proposed a batch-type unsupervised language
model adaptation method using a class-based language model
built based on recognition hypotheses obtained using a gen-
eral word-based language model. The word classes are au-
tomatically determined by maximizing the average mutual
information between the classes using a training set. The
class-based model is linearly interpolated with the general
language model and used for re-recognizing the speech. This
method is effective in improving the word accuracy of spon-
taneous presentation speech recognition. Using a class-based
language model having 100 classes, 2.3% improvement of
word accuracy averaged over speakers in the absolute value
has been achieved.

Future research includes automatic optimization of the
number of word classes and the interpolation coefficientλ,
and combination with acoustic model adaptation.
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