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A New Approach to Automatic
Speech Summarization

Chiori Hon. Member. IEEE, and Sadaoki Furui, Fellow, [EEE

Abstract—This paper proposes a new automatic specch sum-
marization method. In this method, a set of words maximizing a
summarization score is exiracted from automatically transcribed
speech. This extraction is performed according to a target com-
pression ratio using a dynamic programming (DP) technique. The
extracted set of words is then connected to build a summarization
sentence. The summarization score consists of a word significance
measure, a confidence measure, linguistic likelihood, and a word
concatenation probability. The word concatenation score is deter-
mined by a dependency structure in the original speech given by
stochastic dependency context free grammar (SDCFG). Japanese
breadcast news speech transcribed using a large-vocabulary con-
tinuous-speech recognition (LVCSR) system is summarized using
our proposed method and compared with manual summarization
by human subjects. The manual summarization results are com-
bined to build a word network. This word network is used to cal-
culate the word accuracy of each aulomatic summarization result
using the most similar word string in the network. Experimental
results show that the propesed method effectively extracts rela-
tively important information by removing redundant and irrele-
vant information.

Index Jlerms—Dynamic programming, objective evaluation,
speech summarization, summarization scores.

I. INTRODUCTION

ECENTLY, large-vocabulary continuous-speech recog-

nition (LVCSR) technology has made significant
advancement. Real time systems can now achieve word accu-
racy of 90% and above for speech dictated from newspapers.
Currently various applications of LVCSR systems, such as
automatic closed captioning [l], meeting/conference sum-
marization [2] and indexing for information retrieval [3], are
actively investigated. Transcribed speech usually includes not
only redundant information such as disfluencies, filled pauses,
repetitions, repairs, and word fragments, but also irrelevant
information caused by recognition errors. Therefore, practical
applications using LVCSR systems require a process of speech
summarization which removes redundant and irrelevant infor-
mation and extracts relatively important information depending
on users’ requirements, especially for spontaneous speech.
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Fig. . Automatic speech summarization system.

Techniques of automatically summarizing written text have
been actively investigated in the field of natural language
processing [4]. One of the major techniques for summarizing
written text is the process of extracting important sentences.
A major difference between text summarization and speech
summarization e¢xists in the fact that transcribed speech is
sometimes linguistically incorrect due to the spontaneity of
speech and recognition errors. A new approach is needed to
automatically summarizing speech to cope with such problems.

Our goal is to build a system that extracts and presents in-
formation from spoken utterances according to users’ desired
amount of information. Fig. 1 shows our proposed system. The
output of the system can be either a simple set of keywords.
a summarized scntence for each ulterance, or summarization
of an article consisting of multiple utterances. These outputs
can be used for indexing, making closed captions and abstracts,
ete. In the closed captioning of broadcast news, the number of
words spoken by professional announcers sometimes exceeds
the number of words that people can read and understand if all of
them are presented on the 1'V screen. Therefore, reduction of the
number of words in speech is indispensable. Meeting/confer-
ence summarization should be useful if it can extract relatively
important information scattering about in the original speech.

In this paper, we first propose a new method of automat-
ically summarizing each utterance. In this method, relatively
important words are extracted removing redundant and irrele-
vant words according to a target compression ratio. The sum-
marization method focuses on topic word extraction, weighting
linguistically and semantically correct word concatenation [5],
[6], and acoustically as well as linguistically reliable parts of
speech recognition results |7]. All of these features are repre-
sented as probabilistic scores. Summarization results obtained
by this method simultaneously maintain topic words and keep a
syntactic structure by properly weighting the scorcs.

We then extend this method to summarization of a set of mul-
tiple utterances (sentences) having consistent meanings. This is
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done by adding a rule which restricts application of the score
beyond the sentence boundaries. As a result, original sentences
including many informative words are prescrved and those in-
cluding less informative words are deleted or shortened. This
summarization technique can be considered as a combination
of the summarization method extracting important sentences in-
vestigated in the field of natural language processing and the
sentence-by-sentence summarization method. The multiple ut-
lerance summarization method should be especially useful for
making lecturc abstracts, meeting minutes, etc.

II. SUMMARIZATION OF FEACH SENTENCE UTTERANCE

Our proposed method to summarize specch, sentence by sen-
tence, extracts a set ol words maximizing a summarization score
from an automatically transcribed sentence according to a target
compression ratio. The summarization score indicaics goodness
of a summarized sentence, and it consists of a word significance
score I as well as a confidence score C' of each word in the
original sentence, a linguistic score L of the word string in the
summarized sentence [3], [7], and a word concatenation scote
T. The word concatenation score indicates a word concatena-
tion probability determined by a dependency structure in the
original sentence given by SDCFG [6]. The total score is max-
imized using a dynamic programming (DP) technique [5], [7].
This method is effective in reducing the number of words by
removing redundant and irrelevant information without losing
relatively important information.

Given a transcription result consisting of N words, W =
W, Wy, ... wp, the summarization is performed by extracting

asctol M (M < N)words, V = vy, va, ..., var, which max-
imizes the summarization score given by

M
S’(V) = Z {L('(;"L | e ‘U'mv—l) + AII('U,m)
m=1
+ )\(_:C('U,,,) + )‘TT('Um—l-, v:n)} (1)
where ;. Ac, and Ar are weighting lactors for balancing
among /. L. C,and 7.

A. Word Significance Score
The word significance score I indicates relative significance
of each word in a original sentence [5]. The amount of informa-
tion based on the frequency of each word given by (2) is used
as the word significance score for each noun:
F v
I{w;) = filog == (2)
F
wherc

w; 4 noun in the transcribed speech;
fi  number of occurrences of w; in the transcribed article;

F,  number of occurrences of w; in all the training news
articles;

F'y summation of all F; in all the training news articles
(=22 F)

w; which occurs homogeneously among documents in the col-
lection data is dewcighted by the tf-idf. On the other hand, w;
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Fig. 2. Example of word graph.

which occurs frequently over all documents is deweighted by
our measure given by (2).

A flat score is given to words other than nouns. To reduce the
repetition of words in the summarized sentence, a flat score is
also given to each reappearing noun.

B. Linguistic Score

The linguistic score L{vy, | - - - vym—1) indicates goodness of
word strings in a summarized sentence, and is measured by a
trigram probability P(v, | tm—2vm—1) [5).

C. Confidence Score

The confidence score C(v,, ) is incorporated to weight acous-
tically as well as linguistically reliable hypotheses |7]. Specif-
ically, a posterior probability of each transcribed word, that is
the ratio of a word hypothesis probability to that of all other
hypotheses, is calculated using a word graph obtained by a de-
coder and used as a confidence measure [8], [9]. A word graph
consisting of nodes and links from a beginning node .S to an end
node T in time course is shown in Fig. 2.

Nodes represent time boundaries between possible word hy-
potheses and links connecting these nodes represent word hy-
potheses. Each link is given acoustic log likelihood and lin-
guistic log likelihood of a word hypothesis.

The posterior probability of a word hypothesis wy; is given
by

A Pac(wi1) Pig(wi 1) B

Clwy) = log G 3)
where

ko node number in a word graph (£ < {);

W 1 word hypothesis occurred between node £ and
node {;

Clwy)  log of the posterior probability of wy i

178 forward probability from the beginning node S
to node £;

I] backward probability from node [/ to the end
node T

P.o(wy ) acoustic likelihood of wy. ;

Py (wg;)  linguistic likelihood of w i,

g forward probability from the beginning node S
to the end node T (=aT).
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The beautiful cherry blossoms bloom in

spring

Fig. 3. Example of dependency structure.

S

Fig. 4. Phrase structure tree based on a word-based dependency structure.

D. Word Concatenation Score

Suppose “the beautiful cherry blossoms in Japan™ is summa-
rized as “‘the beautiful Japan.” The latter phrase is grammatically
correct but a semantically incorrect summarization. Since the
above linguistic score is not powerful enough to alleviate such a
problem, a word concatenation score T(vp, —1, ¥y, ) 18 iINCOIPoO-
rated to give a penalty for a concatenation between words with
no dependency in the original senlence. Every language has its
own dependency structure, and in Scction 11-D1, a basic compu-
tation of the word concatenation score independent of the type
of language is described. In the following section, this compu-
tation is adjusted to process the dependency structure specific
to the Japanese language.

1) Word Concatenation Score: Dependency structure—An
example of the dependency structure represented by a depen-
dency grammar is shown as the curved arrows in Fig. 3. In a
dependency grammar, one word is designated as the head of
a sentence, and all other words are either a dependent of that
word, or dependent on some other word which connects to the
head word through a sequence of dependencics [ 10]. The word
at the beginning of an arrow is named the “modifier” and the
word at the end of the arrow is named the “head™ respectively.
For instance, the dependency grammar of English consists of
both “right-headed™ dependency indicated by right arrows and
“left-headed” dependency indicated by left arrows as shown in
Fig. 3. These dependencies can be represented by a phrase struc-
ture grammatr, dependency context free grammar {DCFG), using
the following rewrite rules based on Chomsky normal form:

a — Pa  (right-headed)
¢« — @3 (left-headed)

& —

where « and /7 are nonterminal symbols and w is a terminal
symbol (word). Fig. 4 illustrates an example of a phrase struc-
ture tree based on a word-based dependency structure for a sen-
tence which consists of L words, wy., ..., wy. The w, modifies
w,., when a sentence is derived from the initial symbol S and the
following requirements are futfilled: 1) the rule of & — Pa is
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applied: 2) w; . . . wy, is derived from f3; 3) w,, is derived from (3,
4) Wryy .. . wj 1s derived from «; and 5) w, is derived from a.

Dependency probability: Since dependencies between words
are usually ambiguous, whether dependencies exist or not be-
tween words must be estimated by a dependency probability
that one word is modified by others. In this study, the depen-
dency probability is calculated as a posterior probability esti-
mated by the inside-outside probabilities [ 11] based on SDCFG.
The probability that the w, and w. relationship has a “right-
headed™ dependency structure is calculated as a product of the
probabilities of the above-mentioned steps (rom 1) to 5). On the
other hand. the “left-headed™ dependency probability is calcu-
lated as the product of the probabilitics when the rule of &« — a3
is applied. Since English has both right and left dependencies,
the dependency probability is defined as the sum of the “right-
headed” and “left-headed™ dependency probabilitics. If a lan-
guage has only “right-headed” dependency, the “right-hcaded”
dependency probability is used for the dependency probability.
For simplicity, the dependency probabilities between w, and w.
is denoted by d(w,,w.,4, k. j), where i, k are the indices of the
initial and final words derived from /3, and 7 is the index of the
final word derived from «.

Word concatenation probability: In a summarized sentence
generated from the example in Fig. 3, “beautiful” can be di-
rectly connected with “*blossoms™ and also with ““cherry” which
modifies “blossoms.” In general, as shown in Fig. 4, a modi-
fier derived from £ can be directly connected with a head de-
rived from « in 2 summarized sentence. In addition, the modi-
tier can be also connected with each word which modifies the
head. The word concatenation probability between w,. and w,
is defined as a sum of the dependency probabilities between w,,
and w,, and between w, and each of the wy.; ... w.. Using
the dependency probabilities d(w,,w,.%, k. 7), the word con-
catenation score is calculated as a logarithmic value of the word
concatenation probability given by

r y—-1 L

T(we,wy) =logy > DY d{we. w.. ik, j).

i=1 k=x j=y z=y

(4)

2) Word Concatenation Score for Japanese: Japanese has
a different dependency structure from English. In order to
efficiently summarize Japanese speech, the word concatenation
score must be converted for the dependency structure of
Japanese. Japanese sentences arc divided into phrase-like units
{bunsetsu), as exemplified in I'ig. 5. We denote the phrase-like
unit bunsetsy by “phrase.” Since each content word always
starts a new phrase, it is easy to convert a sentence into a phrase
sequence. According to the modification rules for Japanesc, a
content word modifies function words following it, and forms
one phrase. Each phrase 1s made up of a content word followed
by zero or morc function words, and each word modifies
succeeding words within the phrase.

Japanese sentences have only “right-headed™ dependency
indicated by right arrows in Fig. 5, In addition, word depen-
dency structures in each phrase are deterministic and can be
represented by the regular grammar. The dependency structures
of Japanese sentences can be represented by interphrase
and intraphrase dependencies. The dependency structures
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[Z] Final content words
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Fig. 5. Japanese phrasc-based dependency structure.

Final content words
Final function words

C : Content words
F : Function words

Fig. 6. Intraphrase rule.
between phrascs (interphrase dependency) can be represented
as follows:

a— fBa

a— P

where P is a phrase. On the other hand, the dependency struc-

tures between words in each phrase (intraphrase dependency)
can be represented as follows:

a — B

0 —

where w is a word. A word concatenation probability between
words within a phrase of the original sentence is calculated
using intraphrase word concatenation probability based on a
rule described below. Word concatenation probability between
words in different phrases is calculated using interphrase word
concatenation probability based on a phrase-based SDCFG.
Intraphrase word concatenation probabilitv:Since a depen-
dency structure between words within a phrase is deterministic
in Japanese, intraphrase word concatenation probability is set
to 0 or 1 by the intraphrase word concatenation rule consisting
of the following four rules.
1) A phrase boundary can be connected to any content words
in the succeeding phrasc.
2) The final content word or the final function word in
a phrase can be connected to the succeeding phrase
boundary.
3) Each word in a phrase can be connected to the next word
in the same phrase.
4) A phrasc boundary can be connected to any following
phrase boundaries.
Fig. 6 illustrates word concatenations allowed in a summarized
sentence based on the intraphrase word concatenation rule for

Fig. 7. Phrase structure tree based on a phrased-based dependency structure.

a sentence consisting of two phrases in Fig. 5. The arrows to-
ward the right direction indicate possible concatenations be-
tween words within a phrase in a summarized sentence. Word
concatenation probabilities between words within a phrase in
the original sentence satisfying the intraphrase word concate-
nation rule in Fig. 6 are set to 1, and probabilities between words
without satislying the rule are set to ). Summarizing a sentence
based on the intraphrase word concatenation rule 1s exempli-
ficd using “phrase 1™ in Fig. 6. The summarization process is
one of the following types of word extractions.

1) No word is extracted from a phrasc.
2) Only the final content word is extracted.
{Cis}
3) Content word sequences including the final content words
are extracted.
{C12C13}, {C11C12C13}
4) The final content word or content word sequence are at-
tached to all function words.
{Crst11 Fi2}, {Cr12C13F11 Fra} {C11 Cr2CrsFi Fla )}

Interphrase word concatenation probability. A word con-
catenation probability between words in different phrases is
determined by a dependency structure between phrases. Since
dependency between phrases is ambiguous, an interphrase
word concatenation probability is calculated as a probability
(phrase dependency probability) that one phrase is modified by
others based on a phrase-based SDCFG 6]

The dependency probability between phrases is represented
using the dependency probability between words described
in Section 1I-D1. Suppose a sentence consists of M phrases,
Py, ..., P, the phrase dependency probabilities between P,
and P.(1 < ¢ < 2 < M) is defined as d,,(Pr, P:,m.l,n) by
converting a word dependency probability as shown in Fig. 4
in Sectioin II-D1, where M., [, and o in d, (P, P.,m, [, n)
correspond to L, i. &, and j in d(w,, w-. 4, &, §) respectively.

Using the phrase dependency probabilities
dp(Py. P, m, 1, n), the word concatenation score T,(Fy. P,)
between words in different phrases is calculated by

x y=1 M n

TP, Py =log Y Y 3> dp(Pe. Poomn.lin). (5)

m=1l=r n=y z=y

Since Japanese sentences can be represented only by the rule

of @ — fa, the final phrase £, in a phrase string P, .... P,
derived from /3, is always derived from the same nonterminal
symbol /3. The final phrase P,, ina phrase strings Py, ..., Py

derived from x, is also derived from the same nonterminal
symbol . As shown in Fig. 7, the phrase dependency structure
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is simpler than the general word dependency structure illus-
trated in Fig. 4. Therefore, applying only o — o results in
[ = x and z = n. The word concatenation scorc Ty(P,. P,)
given by (5) is simplified as follows:
r M
];’(PI7R‘I) :logz Zd']'(PJ'!RUEm:xzn)' (6)
m=1n=y
Here, d,( Py, P, m, x.n) is calculated as a posterior probability
estimated using the Inside-Outside probability [11] based on a
phrase-based SDCFG described in the Appendix:

d(Py. Py.m,x,n) = ZQ(U/ — Bazm, . n). (N
.

SDCFG is constructed using a manually parsed corpus.
Parameters of SDCFG are estimated using the Inside-Outside
algorithm as described in the Appendix. In our SDCFG [6],
only the number of nonterminal symbols is determined and
all possible phrase trees arc considered. The rules consisting
of all combinations of nonterminal symbols are applied to
each rewriting symbol in a phrase tree. In this method, the
nonterminal symbol is not given a specific function such
as a noun phrase function. and the function of nonterminal
symbols are automatically learned from data. Probabilities for
frequently used rules become bigger, and those for rarely used
rules become smaller. Since words in the learning data for
SDCI'G are tagged with POS (part-of-speech), the dependency
probability of words excluded in the learning data can be
calculated based on their POS. Even if the transcription results
obtained by a speech recognizer are ill-formed, the dependency
structure can be robustly estimated by the SDCFG.

Computation of word concalenation score for Japanese:
Suppose w, and w, belong to P,y and Py, ) respec-
tively, where ph(w) denoles an index of a phrase including a
word w. A word concatenation score of w, and w, within a
phrase (ph(w,) = ph(w,)) is calculated using the intraphrase
word concatenation rule (R(w,..w,) = 0,1). On the other
hand, the word concatenation score when w,. and w,, occur in
different phrases (ph(w.) < ph(uy)) is calculated using a
dependency probability between Py, ) and Ppp.,,) bascd
on phrase-based SDCFG. The word concatenation score
T(w,.w,) is calculated as a logarithmic value of the word
concatenation probability as follows:

T(wy,, w,)= TP(PPh("":::)"Pph{"’y))" if ph(ws) < ph(w)
2 Wy lOg R(‘LUk, w{)? lfph(LUk) = ph(“7l)'

(8)

E. Dynamic Programming for Automaiic Summarization

Given a transcription result consisting of N words, W =
wy, we. . .., wy, the summarization is performed by extracting
aset of M(M < N) words, V = vy, v9,...,var, which max-
imizes the summarization score given by (1). The algorithm is
as follows:

IEEE TRANSACTIONS ON MULTIMEDIA. VOL. 5, NO. 3, SEPTEMBER 2003

1. Definition of symbols and variables
(s) : beginning symbol of a sentence

{/s) : ending symbol of a sentence
P(w, | wrw) : linguistic score
1(w,) : word signilicance score
C(w,) : confidence score
T'(wy, wy,) : word concatenation score
s(k.l.n) : summarization score of each word
s(k,l.n) = log P{wy, | wpw) + Apf{wn)
+ A Ot ) + ApT (. wy)
g(m.l.n) : summarization score of a subsentence

(s). ..., w, wy, consisting of

rn. words, beginning from (s), and ending
wy, wp{0 <L < n < N)

B(wm.l.n) . back pointer

2. Initialization
Summarization score is calculated for each subsentence hy-
pothesis consisting of one word. —oo 1s given for each word
which is never selected as the first word in the summarization
sentence consisting of M words (see the equation at the botlom
of the page).
3. The DP process
A dynamic¢ programming recursion is applicd for cach pair
of the last two words (w, w,,) of each subsentence hypothesis
consisting of m words.
form =2toM
forn =mtoN —m+1
forl=m—-1ton—1

g(mﬁlvn’) = Tg’?{{q("? - 1~/" l) + ';U" Ln)}
B(m.l.n) = argmax{g(m — 1,k.1) + s(k.l,n)}
k<!

4. Select the optimal path
The best complete hypothesis consisting of M words is de-
cided by selecting the last two words (w;, w4).

S(v) = N—;/I}gigm‘ g(M. 1 n) + log P({/s) | wiwy)
N—M—1<ISN—1
(I,n) = argmax  g(M, 1L n) + log P({/s) | wiws)

N-M<n<N
N=M-1<I<N-1
5. Backtracking
We can get the word sequence V' = v ...uar of the best
summarization result by backtracking the back pointers retained
in 3.
form=M 01

Uy = Wy
I = B(m,l,n)
a=1
[=!

g(1,0,n) = { l-(—)i;op(wn [ {(s)) + Arl{wn) + AcClwn),

»

ifl<n<(N-M+1)
otherwise
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Fig. 8. Example of DP alignment for speech summarization.

The two-dimensional space for performing the dynamic pro-
gramming process is shown in Fig. 8. The vertical axis indi-
cates the transcription result consisting of ten words, and the
horizontal axis indicates the summarized sentence having five
words. All possible sets of five words extracted Irom the ten
words are indicated by the paths from the bottom-left corner to
the top-right corner.

II1. SUMMARIZATION OF MULTIPLE UTTERANCES
WITH CONSISTENT MEANINGS

Our proposed automalic speech summarization technique for
each sentence can be extended to summarize a set of multiple ut-
terances (sentences) having consistent meanings by combining
a rule which gives restrictions at sentence boundaries. As a re-
sult, original scntences including many informative words are
preserved, and sentences including few informative words are
deleted or shortened.

Given a transcription resull consisting of .J utterances.
Sy.....85(8; = wji,wye, ... wyy,) the summarization is
performed by extracting a set of M (M < 32, N;) words,
V = vy, v9....,v3 which maximizes the summarization score
given hy (1). The algorithm is as follows:

1. Definition of symbols and variablcs
s,(k.{,n) : summarization score of each word

si(k.l,n) = log Plwjn | wjpwjr) + AL (wjn)
+ AcC(wjn) + ArT(wji. win)

g;{(m.1.n) : local optimal score of (s), w11, . ... Wji, Win
consisting of m words beginning with (s)
of the sentence .S; and ending with
wj1, win inthe sentenceS; (0 <7 < n < Nj)

G ;(m) : local optimal score at the end of the sentence,
consisting of m words beginning with {s)
of the sentence 1 and ending with {/s)
in the sentence j
b;(m,{, n) : back pointer
B;(m) : back pointer of the end ol a sentence

2. Initialization

Go(m) = {
Bo(?’n) = (]3

3. The DP process

Dynamic programming recursion is applied and the summa-
rization score is summed up through senicnces Sy ... Sy,

forj=1t0J

Calculation for the beginning of a sentence: the summariza-

tion score is calculated as the score up to the preceding sentence,
G;—1(m—1), plus the score for the first one word selected from
the current sentence (see the equation at the bottom of the page).

0, m=20
—00, othcrwise

Calculation for the inside of a sentence: DP recursion is
applied for each sentence in the same manner as that of sen-
tence-by-sentence summarization described in Section I1-E:

form = jx2t0N;
forn = 2to N;
forl=1ton -1

gi(m,l,n) = nlgil?[{q'(m — 1 kD) + s;(k 1 n)}

bi(rn,l,n) = argmax{g;(m — 1.k, ) + s;(k.l.n)}.
0<k<!

Calculation for the end of a sentence: the score of the local
best hypothesis up to the end of S is

calculated:
G;(m) = O<r£r5a)‘§¢j gi(m. 1 n) +log P({/s) | wjimw;,)
0<UIKN, —1
(I.n) = argmax g;(m,l,n) + log P({/s) | wjiw;n)
0<n< N,
0<I<N, 1

Bi(m) = (I, 7)

4. Backtracking
We can get the word sequence V' = v; . .. vy of the best sum-
marization result lor the multiple utterances by backtracking the
back pointers retained within each sentence and at the end of
cach sentence, where
3=
m =M

9i(m.0.n) = {

bi(m.,0,n) = .

Gyo1(m = 1)+ log Plwju | {8)) + M (win) + AcCluyn), i1 <n <N

otherwise
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Fig. 9. Example of DP process for summarization of multiple utterances.

while in > 0

Vm = Wi
' = b;(m,1,4)
A=l
if I # ¢ then
i=v
m=m—1
else
Ve = {/5)
-2 = (3)
(l.,'fl) = Bv)‘_l(ﬂl - 2)
m=m—3
J=u-1

Fig. 9 illustrates the DP process for summarizing multiple
utterances. This summarization technique can be considered
as a combination of the summarization method developed in
the field of natural language processing which extracts impor-
tant sentences, and our sentence-by-sentence summarization
method.

IV. EVALUATION

A. Word Network of Manual Summarization Results for
Evaluation

To automatically cvaluate summarized sentences, correctly
transcribed speech is manually summarized by human subjects
and used as correct targets. The manual summarization results
are merged into a word network, and the word accuracy of auto-
matic summarization given by (9) is calculated using the word
network as the summarization accuracy. The network approxi-
mately cxpresses all possible correct summarization including
subjective variations:

Len — Sub — Ins — Del
Len

Accuracy = x 100 [%] (9)
where

Sub number of substitution crrors;

Ins  number of insertion errors;

Del number of deletion errors;

Len number of words in the most similar word string in the

network.

The summarization accuracy is defined by the word accuracy

based on the word string extracted from the word network that
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is most similar to the automatic summarization result. This ac-
curacy is expected to indicate linguistic correctness and main-
tenance of original meanings of the utterance.

B. Evaluation Data

Japanese news speech data broadcast on TV in 1996 was used
as a test set to evaluate our proposed method. The set consisted
of 419 utterances by a female anchor speaker, and was manually
segmented into sentences. The out-of-vocabulary (QOV) rate
forthe 20 k word vocabulary was 2.5% and the perplexity for the
test set was 54.5. 50 utterances with word recognition accuracy
above 90%, which was the average rate over the 50 utterances,
were selected and used for the evaluation. The summarization
ratio, the ratio of the number of characters in the summarized
sentences to that in the original sentences, was set to 40, 60, 70,
and 80%.

In addition. five news articles consisting of approximately
five sentences each were summarized using the summarization
technique for multiple utterances at 30% summarization ratio.

C. Structure of the Broadcast News Transcription System

1) Acoustic Models: The feature vector extracted from
speech consists of 16 cepstral coefficients, normalized loga-
rithmic power, and their delta features (derivatives). The total
number of parameters in each vector is 34. Cepstral coefficients
were normalized using the CMS (cepstral mcan subtraction)
mcthod. The acoustic models used were shared-state triphone
HMMs designed using tree-based clustering. The total number
of states was 2106, and the number of Gaussian mixture
components per state was four. They were trained using pho-
netically-balanced sentences and dialogues read by 53 speakers
(approximately 20 h in total). They were completely different
from the broadcast news task. All of the speakers were male,
and so the HMMs were gender-dependent models. The total
number of training utterances was 13270 and the total length
of the training data was approximately 2() hours.

2) Language  Models: Broadcast-news Manuscripts
recorded from August 1992 to May 1996, comprising of
approximately 500 k sentences consisting of 22 M words, were
used for constructing language models. The vocabulary size
was 20 k words. To calculate word n-gram language models,
we segmented the broadcast-news manuscripts into words by
using a morphological analyzer since Japanese sentences are
written without spaces between words. In addition words are
tagged with POS by the morphological analyzer at the same
time.

3) Decoder: We used a word-graph-based 2-pass decoder
for transcription. In the first pass, frame-synchronous beam
search was performed using the above-mentioned HMMs and
a bigram language model. A word graph was generated as a
result of the first pass. In the second pass, the word graph was
rescored using a trigram language model. Since each word
entry is tagged with POS, ¢.g., cherry/noun, the/preposition,
etc,, in our Japanese LVCSR (Large Vocabulary Continuous
Speech Recognition) system, recognition results obtained by
our systcm are words appended POS.
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TABLE |
SUMMARIZATION TYPES OF MANUAL TRANSCRIPTION
Target Manual Transcription(TRS)
Symbol RDM | I.L ' I_LT | SUB_TRS
Manual summarization i O
Significance score (f) O O
Linguistic score (L) O O
Word concatenation score (1) O
Random word selection O
TABLE 1l
SUMMARIZATION TYPES OF AUTOMATIC TRANSCRIPTION
Target Automatic Transcription(REC)
Symbol RDM [ITLC|ILCT | 14T |SUBREC
Manual summarization (@)
Significance score (1) O [@) O L
Linguistic score (L) [N Ke) (@)
Confidence score (C) O [@)
Wora concatenation score (T) O O
Random word selection C

D. Training Data for Summarization Models

1) Word Significance Model: The same broadcast-news
manuscripts used for building a language model in speech
recognition was uscd for calculating the word significance
measure for summarization.

2) Language Model: A trigram language model for summa-
rization was built using text {from Mainichi newspaper published
from 1996 to 1998, comprising of 5.1 M sentences with 87 M
words. We consider that the newspaper text is usually more com-
pact and simpler than broadcast news text and therefore more
appropriate for building language models for summarization
than the latter. Our previous experiments confirmed that the au-
tomatically summarized sentences using word trigram based on
newspaper text were much better than those by broadcast-news
manuscripts [5].

3) SDCFG: SDCFG for word concatenation score was built
using text from the manually parsed corpus of Mainichi news-
paper published from 1996 to 1998, comprising of approxi-
malcly 4 M sentences with 68 M words. The number of non-
terminal symbols was 100.

E. Evaluation Results

Tables [ and II respectively show the types of summariza-
tion of manual transcription (TRS) and automalic transcription
(REC) investigated in this paper. In these tables the symbols
of I.L.C. and T indicate the utilization of word significance
score, linguistic score, confidence score and word concatena-
tion score for summarization respectively.

In the summarization of REC, conditions with (I_L_C_T)
and without {J_L_T') the word confidence score were compared.
Conditions with (I_L_7", I_L_C_T) and without (I_L, I_.L_C)
the word concatenation score were compared in summarization
for both TRS and REC.

To set the upper limit of the automatic summarization, manual
summarization by human subjects for manual transcription
(SUB_TRS) was performed. The results were evaluated using all
other manual sumrnarization results as correct summarization. In
addition, as the upper bound of automatic speech summarization
for transcription including speech recognition errors, manual
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Fig. 12.  Each utterance summarization results at 70% summarization ratio.

summarization of automatically transcribed utterances at 70%
summarization ratio was also evaluated (SUB_REC). To insure
that our method is sound, we made randomly generated sum-
marization sentences (RDM) according to the summarization
ratio and compared them with those obtained by our proposed
methods.

1) Summarization of Each Utterance: Figs. 10-13 show
summarization accuracy of both manual transcription (TRS)
and automatic transcription (REC) at 40%, 60%, 70%, and 80%
summraization ratios. These results show that our proposed
automatic speech summarization technique is significantly more
effective than RDM. The method using the word concatenation
score (I_.L_T,1_L_C_T) can reduce meaning alteration com-
pared with the method without using the word concatenation
score (I_L. I_L_C). The better result using the word concate-
nation score (I_L_C_T) compared with that without using the
word concatenation score (f_L_T') shows that the summariza-
tion accuracy is significantly improved by the confidence score.
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Fig. 14. Article summarization results at 30% summarization ratio.

The performance of automatic summarization of automatic
transcription (REC) is comparable with that of manual tran-
scription (TRS) under all the conditions of summarization ratio.
Although automatic summarization cannot achieve the perfor-
mance of the manual summarization of manual transcription
(SUB_TRS), it can achieve the performance comparable to the
manual summarization of the recognition result (SUB_REC).

2) Summarization of Multiple Utterances: Fig. 14 shows the
summarization accuracy of summarizing articles having mul-
tiple sentences at 30% summarization ratio. These results show
that our proposed automatic speech summarization technique is
effective for the summarization of multiple utterances.

V. CONCLUSION

An automatic speech summarization method based on a word
significance score, linguistic likelihood, a word confidence
measure and a word concatenation probability has been pro-
posed. A dependency structure in the original sentence given by
SDCFG was used to determine the word concatenation prob-
ability. A word set maximizing the total score was extracted
using dynamic programming techniques and connected to build
a summarized sentence. The summarization was performed
according to the users’ required amount of information.

Each utterance and multiple utterances with consistent mean-
ings of Japanese broadcast news speech was summarized by our
proposed method. Experimental results show that the proposed
method can effectively extract relatively important information
and remove redundant and irrelevant information. A confidence
score giving a penalty for acoustically as well as linguistically
unreliable words could reduce the meaning alteration of sum-
marization caused by recognition errors. A word concatenation
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score giving a penalty for a concatenation between words with
no dependency in the original sentence could also reduce the
meaning alteration of summarization.

In this study, newspaper text was used for training linguistic
models for summarization. If we could use a summarization
model constructed using a manual summarization corpus, the
automatic summarization performance should be improved.

We proposcd a new method for measuring the summarization
accuracy based on a word network constructed using manual
summarization results. OQur future research will include task-de-
pendent evaluation methods such as those for information re-
trieval. This is because summarization obtained from ill-formed
speech arc sometimes linguistically incorrect but semantically
correct and understandable. They need to be evaluated from the
viewpoint of how much the original meaning is maintained in
the summarization results.

Our future work also includes the application of summa-
rization scores to the word graph instead of transcription. This
method is expected to contribute to increase the performance
of speech recognition. We arc also planning to apply our sum-
marization method to making abstracts of various monologues
such as lectures and presentations.

APPENDIX
PARAMETER RE-ESTIMATION IN PHRASE-BASED SDCI'G

Parameters of a phrase-based SDCFG are estimated from a
manual parsed corpus using the Inside-Outside algorithm. Since
words in the corpus are tagged with POS, phrase boundaries arc
automatically detected based on the POS. Each phrase is made
up of a content word followed by zero or more function words.
In this study, content words include nouns, adjectives, verbs
and adverbs, and the remaining words are included as function
words. Suppose a sentence consists of A phrases:

S—>P1...P,,,,...P_,1[
Py, is defined as follows:

Pm, = WmellmfiWmf2 - - Wmf Km

where
M number of phrases in a sentence;
Wy, content word of the m-the plrase;
Wmyi ¢lh [unction word on mth phrase;
K, number of functions words in rrth phrase.

Rewrite probabilities of « — fe, ¢ — w., ¢ — Pwy are
denotedby a(c — fex), b{ex — w,), c{x — Pwy) respectively.
The algorithm lor estimating parameters of the phrase-based
SDCFGis described below. Fig. 15 indicates the estimation steps.
1) Initialization
a(ae — Pa) is given a {lat probability and b{a —
we), e(ee — Pwy) are given random values.
2) Calculation for intra phrase forward probability
The probability of deriving wy,c®Wsf,1 - - - Wm s, from
« in the nth phrase is calculated by the forward proba-
bility illustrated in Fig. 15(a):
h(m, i, @) = P(a = wypelthnf 1 - W)
blev — W), ifi=0
=9 Y h(myi— 1, B)c(e — Bmys), ifi>0.
3

(10)
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Fig. 15. Estimation algorithm of phrase-based SDCFG.

3) Calculation of the interphrase inside probability ml
The intcrphrase inside probability illustrated in = Z Z“ a — Baje(l.m — 1| 3)f(l,n]a)
Fig. 15(b) is calculated using the intraphrase forward =1 a
probability: M , .
+ Z Za (8 = ap)e(n+ L, 3)f(m. L] 5).
l=n+1 3
e(m,n|a) (12)
=Pla— P, ... P,)
h{m, K. o), ifm=mn : . . -
,:('1" ), men 5) Calculation of the intraphrase backward probability
= Z Z o — Be)e(m, | Be(l + 1.n|a), ifm<n. The intraphrase backward probability illustrated in
=3 Fig. 15(d) is calculated as follows using the interphrase
(11 outside probability:
4) Calculation of the interphrase outside probability r(m. i, o)
The interphrase outside probability illustrated in =P(S—= P ... Py 1qWnfiti - Wof K, Pns1 - Pa)
Fig. l§(ic) is calculated using the interphrase inside f(m,m. q), ifi = K,
probability: = Z (B — qwpgiv)r(m.i +1,0), ifi < K.

3
fmo|la)=P(S—= P...Py_1aPsy1...Py) (13)
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(e — Ba) =

blae — w.) =

(14)
o(L, M| 5)
. Z;‘,{zl:w‘mc:w!_ ba — we)r(m.0,a) (15)
. t‘:(]. M| 5) ’
M Zf\;{:_wm pp— h(m.i— 1, 8)c(a — Buwg)r(m. i, a) (16)

é(a — puy) =

e(1,M|S).

6) Lstimation of parameters
The parameters are re-estimated using the probabilities
obtained by the steps 2) to 5); sce (14)~(16), shown at the
top of the page, where

glm. Lm0 — SBa)
= c(m. | Pe(l + 1,n|a)a(e — Ba)f(in.n]a). (17)

7) The steps from 2 to 6 arc iterated until the parameters are
saturated.
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