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Abstract

In this paper we examine the performance of three differ-
ent unsupervised language model adaptation schemes applied
to speech recognition of spontaneous speech lecture presenta-
tions. Two of the schemes have been described previously in
the literature while the third is a variation of one of the other
two schemes. All three schemes are based on a combination
of word m-gram and class n-gram models and use an initial
transcription hypothesis to adapt the parameters of the class
model. In each case the adapted class model is linearly inter-
polated with the baseline word n-gram model and the combi-
nation is then applied in a subsequent recognition step. One
of the schemes described also contains an element of domain
adaptation in which the transcription hypothesis is also used
to determine the interpolation weights of several class models
each of which is built on automatically derived clusters of pre-
sentations. We also investigate multi-pass adaptation for each
scheme and show this gives additional improvements in per-
formance. Relative improvements in word error rate of up to
12.5% (3.4% absolute) are obtained on a held-out test set with
the best adaptation scheme.

1. Introduction

The performance of state-of-the art automatic speech recogni-
tion systems has steadily improved as both new research and
a larger amount of data are applied to this challenging task.
This is especially true regarding the difficult task of sponta-
neous speech recognition where the availability of the “Corpus
of Spontaneous Japanese” (CSJ)[11] has provided a consider-
able amount of relevant training data. Using a state-of-the-art
word-based language model our current baseline word error rate
for the CSJ corpus averaged over the three test sets described by
Kawahara et al. [5] is 26.8%. In this paper, we investigate three
different unsupervised language model adaptation schemes ap-
plied to speech recognition of test data in the CSJ corpus.

There has been continual and extensive interest in devel-
oping unsupervised language model adaptation schemes for a
variety of tasks and domains. Two recent approaches that im-
prove performance with varying degrees of success are de-
scribed in [1, 12]. In [13] two different methods for unsuper-
vised language model adaptation are examined for the same task
we consider in this paper, although the test sets and baselines do
not permit a quantitative comparison.

Two of the schemes we examine in this paper have been
reported recently in [17, 18] and [8]. The third scheme is a
simple, more constrained, variation on the scheme described
in [17, 18]. All three adaptation schemes are based on a com-

bination of word n-gram and class n-gram models and use an
initial transcription hypothesis to adapt the parameters of the
class model. In each adaptation scheme the adapted class model
is linearly interpolated with the baseline word n-gram model
and the combination employed in a subsequent recognition step.
One of the adaptation schemes described also contains an ele-
ment of domain adaptation in which the transcription hypothe-
sis is also used to determine the interpolation weights of several
class models each of which is built on automatically derived
clusters of presentations.

In Section 2 we describe in detail the adaptation schemes
examined in the paper. In Section 3 we describe the data used
for training and testing and the experimental setup. Results for
the different adaptation schemes are then presented in Section 4
and a discussion and conclusion given in Sections 5 and 6.

2. Language model adaptation

The language models used in our experiments are based on the
combination of a general, word-based language model and one
or more specialized, class-based language models using linear
interpolation as illustrated by the following:

M
p(wlh) = Xo-pg (wlh, To) + Y Am - ps (wlh, N, W), (1)

m=1

where w is the current word for which the probability is calcu-
lated, h is the history, A, is the weight assigned to each model
such that 3 Am = 1 (Am > 0), pg(-) is the general (word
n-gram) language model built using data from the whole train-
ing corpus To, and p,(-) corresponds to one of M specialized
language models. The specialised model is always a class n-
gram model, for which we use two parameters to describe the
data source (V) for training the class n-gram component, and
the data source (W) used to train the word-given-class unigram
component as follows:

ps (w| h, N,W) =p(w | C(w),W) - p(C(w) | C(h),N).

We use the notation (IN|W) to describe each type of adapta-
tion scheme in terms of the source of training data for each
component. In this paper we investigate three different adapta-
tion schemes with the following source combinations: (H|H),
(To|H) and (T;|H), where H is the transcription hypothesis
from the speech recognizer output, Ty is the whole training data
and Tj is a partition of the training data obtained by clustering
presentations in Ty into J presentation clusters i.e. M = J in



Equation (1). For the (H|H) and (To| H) schemes, no partition-
ing of the training corpus is used, thus M = 1. The adaptation
scheme in [17, 18] is described by (H|H).

For all adaptation schemes, the word-class definitions
C(w) are trained on the whole training set Tp. The word-
class definition is built using the word clustering algorithm de-
scribed by Kneser and Ney [6] to create |C| different word
classes where each word is a member of only one class such
that C;NC; =@ Vi, 5,1 #j.

2.1. Clustering presentations for the (T;|H) adaptation
scheme

For the (T;|H) adaptation scheme we require a partition of the
training data Tp into J clusters of similar presentations T;. Each
cluster T, where 1 < j < J, contains a certain number of pre-
sentations and each presentation is a member of a single cluster
such that T; NT; = @ Vi, 5,4 # j. The entire corpus of
training presentations is referred to as Tp.

The clustering method used is a bottom-up, agglomerative
type of clustering based on a word co-occurrence metric. It was
used in [4, 12] and is based on [14]. The clustering process
works according to the following algorithm:

o Place each presentation P in a single cluster.

o Iterate, until only one cluster is left:

— For each pair of presentation clusters P; and Pj,
compute the similarity metric S;;.

~ Merge the two clusters that have the highest simi-
larity.

To determine how similar two presentation clusters are, the
following similarity metric S;; is used:

N;; 1
Si= 3 1pel X IBTXIP] @
wcote, 1PP1 " TIPS

where P; and P; represent two presentation clusters, | P*|is the
number of presentation clusters that contain the word w, | P;| is
the number of unique words in the cluster P; and V;; is defined

as follows:
N; + N;
Nij = | —/——2 3
! V N; x Nj @

where IV;, which represents the number of presentations in the
cluster, is a normalization factor used to prevent the develop-
ment of a single large cluster.

The clustering is based on all the words from each presen-
tation and the sequence of merge operations is preserved so that
any desired number of clusters can be obtained.

2.2. Multi-pass adaptation

We also investigate multi-pass adaptation using each of the three
adaptation schemes described. The first pass in each case, cor-
responds to recognition using the baseline m-gram language
model with no adaptation. Each subsequent pass takes the tran-
scription hypothesis from the previous pass for building the
adapted model. It should be noted that, in our experiments, an
entirely new recognition pass is performed for each pass rather
than lattice rescoring being used. However, we believe it is un-
likely that this has a significantly positive or negative effect on
performance.

3. Experimental setup

We perform recognition experiments using the Julius speech
recognition engine version 3.3p3 developed by Lee et al. [7]. In
order to accommodate various combinations of word and word-
class models, Julius was slightly modified such that language
model probabilities could be obtained from an external library.

3.1. Acoustic model

The acoustic features used for the experiments are 25 dimen-
sional vectors consisting of 12 MFCCs, their delta as well as
the delta log energy. All the models used are gender depen-
dent triphone HMMs with 3000 shared states and 16 Gaussian
mixtures. Cepstral mean subtraction is also applied to each ut-
terance.

Table 1 shows the number of presentations and how many
hours are used to train the acoustic models. The academic only
models are used for test sets 1 and 2, and models containing
both academic and extemporaneous presentations are used for
test set 3.

# talks (# hours)
Model Female Male
Academic only 166 (42) 787 (186)
Academic and extemporaneous | 988 (176) | 1508 (310)

Table 1: Summary of the data used to create the acoustic mod-
els.

3.2. Baseline language model

The baseline language model is built from the transcribed con-
tent of about 2590 presentations providing almost 7.5 million
words of training data with a vocabulary size of 30678 words.
Because there are generally no spaces between characters in
written Japanese, the concept of a word boundary is not clearly
defined. Thus, as defined by Shinozaki and Furui [15], a word
refers to a Japanese morpheme, that is an arbitrary number of
characters, extracted by a morphological analyzer developed by
Uchimoto et al. [16] for the CSJ corpus.

All of the training data was used to build a baseline forward
word bigram and a baseline reverse word trigram as needed by
the Julius speech recognition engine. A variation of the smooth-
ing technique developed by Kneser and Ney introduced in [3] is
used with all language models.

All the language models used are built with an extended
set of tools originally based on the CMU-Cambridge language
modelling toolkit [2].

3.3. Development and evaluation sets

The first of the three test sets defined in the CSJ benchmark pa-
per by Kawahara et al. [5] is used as a development set and the
last two as evaluation sets. Each test set contains 10 presen-
tations. Test sets 1 and 2 contain only academic presentations
while test set 3 comprises only extemporaneous presentations.
In addition, test set 1 contains only presentations made by male
speakers whereas test sets 2 and 3 contain both female and male
speakers in equal proportion. The number of words in test sets
1 and 2 are similar but test set 3 is smaller, containing slightly
less than 66% of either test set 1 or 2. These statistics are sum-
marized in Table 2.



Test set | Number of words | Speech style
1 (dev) 26515 AM

2 26923 AMF

3 17213 EMF

Table 2: Total number of words per test set and style of data:
A=academic, E=extemporaneous, M=male, F=female.

4. Results

For the (H|H) adaptation scheme we found that, on the devel-
opment set (test set 1), the optimal interpolation coefficient was
A1 = 0.3 and the optimal number of word-classes | C' |= 130.
These values agree closely with the values reported previously
in [17, 18]. We use these values for both the (H|H) adapta-
tion scheme and also for the (To|H) scheme. For the adaptation
scheme using clustered presentations (7| H) it was found in [8]
that | T |= 8 and | C |= 514 gave optimal performance on
test set 1. For this adaptation scheme, the interpolation weights
Xo,...,m are computed using the EM algorithm so as to max-
imise the likelihood of the transcription hypothesis. However,
for this weight estimation procedure the word-given-class com-
ponent was trained using To rather than H (i.e. effectively a
(T|To) adaptation scheme is used) to prevent over-fitting to
the errorful transcription hypothesis and to avoid obtaining un-
reliable interpolation weights. For each adaptation scheme the
appropriate forward bigram and reverse trigram models are built
as required by the Julius recognizer.

The word error rate performance of all three adaptation
schemes for three adaptation passes on the development set (test
set 1) is given in Table 3. For comparison we also show the
performance of supervised adaptation of the model when the
correct transcription is used (supervised).

Pass (H|H) | (To|H) | (T;|H)
1 (baseline) 26.7 26.7 26.7
2 25.2 24.9 24.8
3 25.1 24.1 24.3
4 25.1 24.3 24.4
Supervised 16.9 24.4 23.6

Table 3: Word error rate results (%) for each adaptation scheme
and multiple passes on test set 1 together with results for super-
vised adaptation.

The results in Table 3 show that up to two adaptation passes
can be performed while still obtaining robust improvements in
performance. Additional passes produce results that are not sig-
nificantly different. For the evaluation experiments we therefore
only execute three passes in total for each adaptation scheme.
The word error rate results are presented in Tables 4 and 5 for
test sets 2 and 3 respectively.

Pass (H|H) | (To|H) | (T;]H)
I (baseline) | 271 27.1 2711
2 248 | 248 243
3 246 | 242 23.7

Table 4: Word error rate results (%) for each adaptation scheme
and multiple passes on test set 2.

Pass (H|H) | (To|H) | (T;]H)
T (baseline) | 258 | 258 253
2 245 | 248 245
3 244 | 244 | 245

Table 5: Word error rate results (%) for each adaptation scheme
and multiple passes on test set 3.

5. Discussion

One of the surprising things we note from the results in Ta-
ble 3 is that for the (To|H) and (Tj|H) adaptation schemes
we achieve unsupervised adaptation performance similar to that
from supervised adaptation', in which the correct transcription
is used for adaptation. This suggests that for these particu-
lar adaptation scheme configurations we have approached the
limit in performance for unsupervised adaptation. Clearly, how-
ever, we might expect to obtain further improvements if we
could robustly estimate other parameters such as the interpo-
lation weights in an unsupervised manner.

From the results, we also note that each additional pass
gives a reliable reduction in word error rate on test set 2 though
has little effect on test set 3. The inclusion of an element of
domain adaptation in the (T;j|H) scheme also gives substan-
tial improvements on test set 2, where it gives a word error rate
0.9% abs. lower than with the (H|H) scheme. However, sim-
ilar, large improvements are not obtained on test set 3. There
is no clear reason for these differences except that the baseline
language model for test set 3 is better trained since there is more
extemporaneous training data available than academic. Another
likely explanation is that each presentation in test set 3 is ap-
proximately two-thirds the length of the presentations in test
sets 1 and 2. This means there is substantially less data available
for adaptation; the results agree with observations made in [8]
when fractional parts of presentations were used for adaptation.

The most reliable information we can use for unsupervised
adaptation is the unigram statistics. Higher-order information
such as bigrams and trigrams is slightly less than twice and three
times more unreliable, respectively (the probability of there be-
ing an error in any given n-gram increases as 1 — (1 —z)™ where
z is the word error rate). In this respect the (H|H) scheme
can be seen as the most unconstrained of the three adaptation
schemes we investigated since it incorporates both unigram and
n-gram (n = 2, 3) statistics from the transcription hypothe-
sis. It appears however that using the class definitions trained
on Ty is sufficient to ensure that any unreliable higher-order
adaptation data does not significantly reduce performance. The
(To|H) adaptation scheme, on the other hand, does not permit
any higher-order adaptation statistics to be used in the adapted
model and its results are as good as or better than the (H|H)
scheme. This suggests that removing the influence of higher-
order adaptation information is indeed beneficial for this partic-
ular adaptation scheme and, moreover, that the (H|H) scheme
does not in fact reliably incorporate higher-order adaptation in-
formation as may have been previously assumed.

One related factor affecting adaptation performance that has
not yet been investigated is that of the baseline word error rate.

!'The reason why the supervised result for the (To|H) adaptation
scheme is worse (though not statistically signifi cantly) than the unsu-
pervised result is attributed to the use of smoothing and the fi xed in-
terpolation weight which was not optimised separately for supervised
adaptation.



It might be expected that at a certain (higher) word error rate,
adaptation actually worsens performance. Similarly, at lower
word error rates we might expect to obtain correspondingly
larger improvements from multiple passes or from the inclusion
of higher-order statistics. In these experiments we have chosen
a development set that is sufficiently similar to at least one of
the test sets which avoids such problems to some extent.

6. Conclusion

In this paper we have compared three different unsupervised
adaptation schemes. We showed that up to two adaptation
passes can improve performance significantly for the adapta-
tion schemes we examined. Performance was confirmed to be
dependent on how much data was available for adaptation and
also on how well trained the baseline model was. Although
there was no clear best adaptation scheme overall, the (T;|H)
scheme gave consistently good results on all test sets and the
best result (12.5% relative improvement in word error rate) on
test set 2, the characteristics of which are most similar to those
of the development set.

Primarily we have only used unigram information in the
three adaptation schemes since these comprise the most reliable
statistics in the hypothesised transcription. Indeed we showed
that, with these particular adaptation schemes, the incorporation
of higher-order information does not help and sometimes even
worsens performance. However, by using word lattices from
the recognizer, rather than the single best hypothesis, we might
expect to obtain both more reliable unigram and higher-order
statistics. This would allow us to reduce the constraints of our
current approaches and hopefully obtain even greater improve-
ments in performance. This is expected to be a focus of future
work.
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