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Dithered Subband Coding with Spectral Subtraction

Chatree BUDSABATHON\textsuperscript{(a)}, Student Member and Akinori NISHIHARA\textsuperscript{(b)}, Fellow

SUMMARY In this paper, we propose a combination-based novel technique of dithered subband coding with spectral subtraction for improving the perceptual quality of coded audio at low bit rates. It is well known that signal-correlated distortion is audible when the audio signal is quantized at bit rates lower than the lower bound of perceptual coding. We show that this problem can be overcome by applying the dithering quantization process in each subband. Consequently, the quantization noise is rendered into a signal-independent white noise; this noise is then estimated and removed by spectral subtraction at the decoder. Experimental results show an effective improvement by the proposed method over the conventional one in terms of better SNR and human listening test results. The proposed method can be combined with other existing or future coding methods such as perceptual coding to improve their performance at low bit rates.
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1. Introduction

Subband coding is a well-known technique for lossy compression of wideband speech, audio, image and video information [1]–[3]. In subband coding, the input signal is decomposed into a set of band limited components, called subbands, which can be reassembled to reconstruct the original signal without error (perfect reconstruction). The signal in each subband can be quantized by different quantization levels and different coding methods to achieve better coding performance than direct coding of the original signal. The quantizer in subband coding systems always introduces a quantization error, especially when the coding bit rate is low and the quantization error correlates with the input signal. So far, in the case of audio, most successful compression methods apply perceptual audio coding, where the masking properties of human auditory system are employed for bit rate reduction [3]. The quantization noise is masked if its power spectrum is below a masking threshold at frequencies determined by the input masking signal. Obviously, this limits the lower bound of the bit rates to be controlled for transparent quality [4]. Therefore, when the quantization bit is not enough or the bit rate is lower than this bound, the quantization error will correlate with the input signal and inevitably introduce a noticeable variety of undesirable artifacts, including harmonic distortion and sudden silences at the end of sounds with decaying envelopes, that are generally very annoying [5].

In this paper, we propose a method that combines a dithered subband coding with spectral subtraction at the decoder. There are two methods of dithered subband decoding based on subtractive dithering and non-subtractive dithering [6]. In subtractive dithering, the quantization distortion is eliminated by adding a dither to the signal before the quantization process and subtracting the same dither at the decoder [7]–[9]. In a non-subtractive subband system, there is no need to subtract the dither at the decoder. The resulting error in the dithered subband coding system becomes a signal-independent white noise which is less perceptible and easier to be removed by a noise reduction process.

Although dither can remove a distortion and change it to a signal-independent white noise, this independent noise in each subband is still high and decreases the performance in some applications. A spectral subtraction method is applied to remove this noise. The spectrum of the noise is estimated from the information of dither signal and then subtracted from the coded audio signal at the decoder. Moreover, the error after subtraction process is reduced by residual noise reduction technique. Therefore, the output noise level is minimized and the quality of the audio signal is better than the conventional undithered subband system.

This paper is organized as follows. In Sect. 2, dithered subband coding is introduced. System design and the effects of dithering are explained. In Sect. 3, spectral subtraction with residual noise reduction technique is presented. The experimental results are shown in Sect. 4. Finally, the conclusion is given in Sect. 5.

2. Dithered Subband Coding

Dithering was first introduced by Gray [7], which is widely used to avoid harmonic distortion from the quantization process. An encoder of dithered subband coding is implemented by adding dither signal before the quantization operation. The model of dithered subband encoder is shown in Fig. 1. The input signal $x(n)$ is divided into $N$ subbands by analysis filters $H_0, H_1, \ldots, H_{N-1}$, and downsampled by the number equal to the number of channels. The dither is added to the subband signal before being coded, by quantization functions $Q_0, Q_1, \ldots, Q_{N-1}$, respectively, according to criteria specifications of each band. In particular, the number of bits per sample in each band is different. Typically, the low frequency bands that contain more information will be

\[ x(n) \rightarrow H_0, H_1, \ldots, H_{N-1} \rightarrow D \rightarrow Q_0, Q_1, \ldots, Q_{N-1} \rightarrow \text{Decoder} \rightarrow y(n) \]
quantized with relatively more bits per sample than the high frequency bands.

The subtractive dithered subband decoder is shown in Fig. 2, where the dither signal is subtracted from the coded data before the de-quantization process, then upsampled and filtered by the synthesis filters $F_0, F_1, \ldots, F_{N-1}$. The subband signals are recombined to form an output signal $\hat{x}(n)$ that is an approximate of the original signal. Dithering effectively removes signal-dependent quantization noise in the case of coarse quantizer.

The other method is non-subtractive dithered encoder as shown in Fig. 3, where the dither signal is not subtracted at the decoder. This method will reduce signal dependent noise at the expense of random noise. The noise removal can be applied on the individual subband components. Since different amount of noise is introduced in the different subbands, the noise removal operation in the individual subbands can be adapted to match the amount of noise that was introduced in each subband. This would translate into computational saving and optimum noise removal.

The dither signal itself is a random noise sequence having uniform distribution in the interval $[-\frac{\Delta}{2}, \frac{\Delta}{2}]$ and the triangular pdf dither can be a white noise sequence having triangular distribution in the interval $[-\Delta, \Delta]$, where $\Delta$ is the step size of the quantizer. In practice, the dither signal can be a pseudo-random sequence so that it can be generated and synchronized at both the encoder and the decoder. The mean square error (MSE) depends on the type of dithering model and the probability density function (pdf) of the dither signal. The comparison of two types of dither is shown in Table 1 and the summary of MSE between original signal and reconstructed signal when applied both types of dither is shown in Table 2.

We can see that in subtractive dithered system, both uniform dither and triangular dither can render the total error statistically independent of the input signal and achieve the same MSE ($\frac{\Delta^2}{12}$), however, in non-subtractive dithered system, we need the triangular pdf dither to render MSE of quantization noise to be independent of the system input and have a constant MSE ($\frac{\Delta^2}{12} + \frac{\Delta^2}{6}$) that is larger than in subtractive dithered system. Even subtractive dither usually show better performance in making the reconstruction error independent of the input signal [5], [7] with lower MSE but non-subtractive dither is preferred in many applications since it does not need a storage of the dither signal and is easy to implement.

In our system, the uniform dithered subtraction subband coding is chosen. The dither is a pseudo-random sequence with uniform distribution in the interval $[-\frac{\Delta_i}{2}, \frac{\Delta_i}{2}]$, where $\Delta_i$ is the step-size of the uniform quantizer $Q_i$ be-
ing used at subband $i$. The pseudo-random sequence can be generated by linear congruential algorithm or more complex algorithms. In linear congruential algorithm, the next number $r_{n+1}$ is calculated from the current number $r_n$ by

$$r_{n+1} = (A r_n + B) \mod M,$$

(1)

where $A$ and $M$ are relatively prime numbers. In order to synchronize the dither at both the encoder and the decoder, the $r_0$, $A$, $B$ and $M$ are sent with the header of the first frame. The damaged or corrupted header may cause the error when synchronizing the dither signal at the decoder. To avoid this issue we can apply cyclic redundancy check (CRC) or use the same standard dither at both encoder and decoder.

The different amount of the dither are added to the different subbands so that an optimal tradeoff is achieved between bit rate and signal quality. When the subtractive unilateral quantization is applied at subband $i$, the resulting MSE of the reconstructed signal in each subband is signal-independent and exactly equal to $\frac{\Delta^2_i}{12}$ since $\frac{\Delta^2_i}{12}$ is signal-independent so the overall quantization noise ($\sigma_q^2$) in the coded signal is also signal-independent and given by

$$\sigma_q^2 = \frac{1}{N} \sum_{i=0}^{N-1} \frac{\Delta^2_i}{12} \int_0^{\pi} |F_i(e^{j\omega})|^2 d\omega$$

(2)

where $F_i(e^{j\omega})$ is the frequency response of the synthesis filter of $i$-th subband. Note that this is equal to the noise variance in the case of no dithering. The reconstructed signal will have none of the artifacts that occur due to correlations between the quantization noise and the input signal but the entire signal may appear the sound with the uniform noise. We noted that high-frequency bands generally have very small energy. Without dithering, these bands are usually quantized to zero, in which the quantization noise variance is equal to the signal variance itself. Dithering always introduces a noise of variance $\frac{\Delta^2_i}{12}$ so the dither should not be added in those bands.

3. Spectral Subtraction

The Spectral subtraction was first introduced by Boll [10] for a speech enhancement process. In our system, spectral subtraction is utilized to remove the signal-independent white noise after dithering process at the decoder. The block diagram of spectral subtraction is shown in Fig. 5. In the time domain, the noisy signal or reconstructed signal at the decoder $y(n)$ is composed of original signal $x(n)$ and the uncorrelated additive noise signal $n(n)$ as

$$y(n) = x(n) + n(n),$$

(3)

This noisy signal model can be expressed in the frequency domain as

$$Y(e^{j\omega}) = X(e^{j\omega}) + N(e^{j\omega}),$$

(4)

where $Y(e^{j\omega})$, $X(e^{j\omega})$, and $N(e^{j\omega})$ are the Fourier transforms of $y(n)$, $x(n)$, and $n(n)$, respectively. Spectrum density function of the signal mixed with uncorrelated white noise equals to the spectrum density of the signal plus the spectrum density of the noise, hence the noise can be subtracted from the mixed signal as

$$|\tilde{X}(e^{j\omega})|^b = |Y(e^{j\omega})|^b - |N(e^{j\omega})|^b,$$

(5)

where $|\tilde{X}(e^{j\omega})|^b$ is an estimate of the original signal spectrum $|X(e^{j\omega})|^b$, $|N(e^{j\omega})|^b$ is the time-averaged noise spectra. The exponent $b$ is set to 1 when magnitude spectral subtraction is performed and to 2 in the case of power spectral subtraction. Spectral subtraction may be implemented in the power or the magnitude spectral domains, however, in our experimental simulations, the power spectral subtraction gave a little better results. Therefore, short time power spectral subtraction is applied in our implementation. $Y(m, k)$ is the short-time spectrum of noisy input signal $y(n)$ for each frequency bin $k$ and each frame $m$, where it can be calculated by windowing the signal $y(n)$ by using a Hann or a Hamming window, and then transforming via discrete fourier transform (DFT). The $\overline{N^2}(k)$ is the time-average of estimated spectrum of noise signal at bin $k$. The power spectrum of estimated signal $|\tilde{X}(m, k)|$ is calculated as

$$|\tilde{X}(m, k)|^2 = \begin{cases} 0, & \text{if } |Y(m, k)|^2 - \overline{N^2}(k) < 0 \\ |Y(m, k)|^2 - \overline{N^2}(k), & \text{otherwise.} \end{cases}$$

(6)

Since human cannot detect the phase distortion of audio signal, the phase function of noisy signal $\theta_y(m, k)$ is combined with the estimated spectrum $|\tilde{X}(m, k)|$ and inversely transformed from the frequency domain into time domain by IDFT and overlap added method.

$$\tilde{x}(n) = \text{IDFT}\{ |\tilde{X}(m, k)| e^{j\theta_y(m, k)} \}.$$  

(7)

3.1 Noise Estimation

In general, it is difficult to estimate the noise spectrum due to the coarse quantization step-size in every frame because this quantization noise is neither white nor uncorrelated with the input signal [5]. However, in the dithered quantizer, the quantization noise is made white and input-independent. The quantization noise spectrum can be estimated frame by frame.
frame using information at the decoder such as the quantization step-size and the type of dither signal. We used pseudorandom sequence to generate dither, thus we can send only the initial state instead of the entire dither signal. The estimated quantization noise \( n(n) \) at the output is the summation of the dither signal \( d_i(n) \) convoluting with the synthesis filter bank \( f_i(n) \) as

\[
n(n) = \sum_{i=1}^{N} [f_i(n) * d_i(n)].
\]

The amplitude spectrum of this noise at bin \( k \) of each frame \( m \) can be calculated by windowing the output noise with Hann window then transforming it into frequency domain.

The time-average power spectrum of the estimated noise at each bin \( k \) is

\[
\overline{N^2}(k) = E[N(m,k)^2],
\]

where \( N(m,k) \) is the estimated amplitude noise spectrum at frame \( m \), bin \( k \) and the operation \( E[x] \) means the expectation of \( x \). The maximum residual noise is the maximum of the error between the noise power \( N^2(m,k) \) and the time-average of noise power \( \overline{N^2}(k) \) at frequency bin \( k \):

\[
\max |N^2_{\hat{k}}(k)| = \max |N^2(m,k) - \overline{N^2}(k)|.
\]

### 3.2 Residual Noise Reduction

It is obvious that the effectiveness of this method is dependent on the accuracy of spectral noise estimate. The better the noise estimate, the less residual noise appears in the spectrum. If the estimated noise is lower than the actual noise then the noise remains in the output signal and if the estimated noise is larger than the actual noise then the audio signal is distorted. The causes of residual noise are the variations of the instantaneous noise power spectrum around the mean, the cross product terms, and the non-linear mapping of the estimated spectra that fall below a threshold. This residual noise can be compensated by over-subtraction technique [11] and by averaging the residual noise with the adjacent frames. The general expressions of a spectral subtraction with over-subtractions are given by

\[
|\tilde{T}(m,k)|^2 = |Y(m,k)|^2 - \alpha \overline{N^2}(k) \quad \text{if } |\tilde{T}(m,k)|^2 > \beta \overline{N^2}(k)
\]

\[
|\tilde{X}(m,k)|^2 = \beta \overline{N^2}(k) \quad \text{otherwise},
\]

where \( \alpha > 1 \) minimizes the appearance of negative values that generate spectral spikes, and \( 0 < \beta < 1 \) sets a spectral floor which reduces the perception of musical noise. Selection of over-subtraction factor \( \alpha \) is also an important issue. The higher the amount of \( \alpha \) is, the stronger components are attenuated, resulting in better noise suppression. However, too strong over-subtraction will result in over-suppression of components in the original signal and therefore it will introduce more distortions. The optimal value of \( \alpha \) can be set as a function of the segmental noisy signal to noise ratio (NSNR) so that high SNR frames need less compensation than low SNR frames. The NSNR is calculated for every frame as

\[
\text{NSNR (dB)} = 10 \log_{10} \frac{\sum_{k=1}^{K} |Y(k)|^2}{\sum_{k=1}^{K} N_\delta^2(k)}
\]

The over-subtraction factor \( \alpha \) can be calculated [12] as

\[
\alpha = \alpha_0 - 3 \text{NSNR},
\]

for \(-5 \text{dB} \leq \text{NSNR} \leq 20 \text{dB}\). \( \alpha_0 \) is the \( \alpha \) at 0 dB which is determined to be 4. \( K \) is the number of frequency bins. Residual noise can be suppressed additionally by averaging the power spectrum or replacing its current value, at a given frequency bin, with its minimum value chosen from the adjacent analysis frames.

\[
|\tilde{X}(i,k)|^2 = \min \{|\tilde{X}(j,k)|^2\}, \quad j = i - 1, i, i + 1,
\]

when \(|\tilde{X}(i,k)|^2 < \delta \max |N^2_{\hat{k}}(k)|\).

This process is done only if \(|\tilde{X}(i,k)|^2 \) is less than the maximum residual noise multiplied with a correction factor \( \delta \). The \( \delta \) varies from 0.3 to 1.0 to prevent distortions of the audio signal.

### 4. Experiments and Results

The proposed technique is combined with the conventional subband coder whose specifications closely resemble those for MPEG-1 layer I (MP-1) [13]. Figure 6 shows the implemented system that includes a 32-channel QMF filterbank, a constant bit allocator, subtractive dithering quantizer and spectral subtraction. The audio signal is divided into 32 equal width subband streams in the frequency domain by 512-coefficient analysis window \( C(n) \). The 32 new samples are shifted into the buffer of 512 PCM (Pulse Code Modulation) samples \( x(n) \) in every computation cycle. The output \( s(i) \) of each filter \( i \) for \( i = 0 \) to 31 can be written as

\[
s(i) = \sum_{k=0}^{63} M(i,k) \sum_{j=0}^{7} C(i + 64j)x(i + 64j),
\]

where analysis matrix \( M(i,k) \) is defined by

\[
M(i,k) = \cos \left( \frac{(2i + 1)(k - 16)\pi}{64} \right).
\]

A uniform dither is added to every subband except the bands which are allocated zero bits. The same dither is subtracted and quantization noise spectrum is estimated at the decoder using the information of bit allocation and type of dither signal from the encoder. The estimated noise spectrum is set to zero for subbands with zero quantization bits allocated. The analysis window length of the spectral subtraction must be chosen to ensure a good frequency resolution and to prevent smearing of signal transients. In our simulation, the analysis window is a Hann window of 2048 samples (about 50 ms
at 44.1 kHz sampling rate) with 1024 samples overlapping. \( \beta \) is set to 0.03 and \( \delta \) is set to 0.6 by listening test. The test signals are male speech, female speech, Japanese music, and English music from audio Compact Disk (CD) at 0.7056 Mbps/channel (16 bits/sample, 44.1 kHz). The conventional MP-1 system (without dither and spectral subtraction) and the proposed system are compared by encoding the test signals at low bit rates (less than 64 kbps/channel). The objective measure in terms of the segmental SNR is used to evaluate the signal quality enhancement. The segmental SNR is given by the average of the SNR in each frame of the signal as

\[
SNR_{\text{seg}} = \frac{1}{M} \sum_{m=0}^{M-1} 10 \log_{10} \frac{\sum_{k=1}^{K} x^2(m,k)}{\sum_{k=1}^{K} (x(m,k) - \hat{x}(m,k))^2}, \tag{18}
\]

where \( x(m,k) \) and \( \hat{x}(m,k) \) are respectively the original and the decoded audio signals at the \( m \)-th frame.

From the simulation, our proposed method can improve the segmental SNR of encoded signal about 0 dB to 3 dB compared to the conventional one. The spectrograms of the original music signal, the coded signal by the conventional method, and by the proposed method are shown in Fig. 7, Fig. 8, and Fig. 9, respectively. The audio is coded at low bit-rate so that the signal in the high frequency band (low information) is quantized into zero. Therefore, there is no signal spectrum in high frequency band. This is also similar with the resulting signal coded by the conventional MP-1. We can see that in Fig. 8, the coding bit rate is very low until the available bit is not enough for those bands then the signal spectrum at the middle frequency range in the coded signal is scattering and sounds like a musical noise. This is clearly perceptible and very annoying. Figure 9 clearly shows that the proposed system can reduce the artifact from quantization noise and enhance the signal quality. The signal spectrum becomes smoother and the quantization noise is less perceptible compared with the conventional MP-1.

The subject tests were also carried out to confirm the effective improvement by the proposed method. Seven university students were trained to get familiar with quality degradation in coded audio signal. In the first set of tests, after the listeners listened to the original test signal, the coded signals by the conventional and the proposed method were presented randomly. Therefore, listeners did not know which one is conventional or proposed method. Then they were asked to select the signal that they thought better between both of them. They could answer that they have the same quality. The results are averaged and given in Table 3,
which shows the superiority of the proposed method. The other tests were performed to support the results by the same group. The test signals were played by high quality headphones. The listeners were asked to rate the quality of each signal by scoring between one (very low quality) and five (very high quality) similar to mean opinion score (MOS) scale [14]. The sample signals are music coded at 32 kbps and 64 kbps. The averages of these scores are shown in Table 4. The music coded by the proposed method has higher average score than the same music coded by the conventional method at the same bit rate with 95% confidence level. These results clearly show an improvement of the proposed method over the conventional method.

5. Conclusion

In this paper, a dithered subband coding with spectral subtraction for a low bit rate audio coding is proposed. In the proposed method, the quantization noise is firstly rendered into signal-independent white noise by subtractive dithering and then suppressed by spectral subtraction with residual noise reduction. The results show output signal of the proposed method has higher SNR and better perceptual audio quality compared to the conventional one. The proposed system can be combined with other perceptual coding to improve their performance at low bit rates.
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