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Stereophonic Acoustic Echo Canceler Based on Two-Filter
Scheme∗∗

Noriaki MURAKOSHI†∗, Nonmember and Akinori NISHIHARA†a), Fellow

SUMMARY This paper presents a novel stereophonic acoustic echo
canceling scheme without preprocessing. To accurately estimate echo path
keeping the high level of performance in echo erasing, this scheme uses two
filters, of which one filter is utilized as a guideline which does not erases
echo but helps updating of the other filter, which actually erases echo. In
addition, we propose a new filter dividing technique to apply to the fil-
ter divide scheme, and utilize this as the guideline. Numerical examples
demonstrate that the proposed scheme improves the convergence behavior
compared to conventional methods both in system mismatch (i.e., normal-
ized coefficients error) and Echo Return Loss Enhancement (ERLE).
key words: stereophonic acoustic echo canceler, adaptive filter, NLMS,
non-uniqueness problem

1. Introduction

Stereophonic Acoustic Echo Cancelers (SAECs) play a ma-
jor role in realization of high quality hands-free systems,
such as advanced teleconferencing, car-phones, home en-
tertainment, etc. The principal part of SAEC is illustrated
in Fig. 1. It is known that SAECs suffer from the so-called
non-uniqueness problem [1]; i.e., highly cross-correlated in-
put signals prevent filter coefficients from having a unique
solution (see Sect. 2.1). For secure echo erasing, however, it
is desired for the filter coefficients to well approximate the
optimum solution. It is a fundamental difficulty of SAECs
problem. SAEC with preprocessing can alleviate this dif-
ficulty [1]–[7], whereas the preprocessing causes audible
sound distortion. In the viewpoint of realization of high
quality communication, this distortion is not a good thing, of
course. Meanwhile, some devised schemes for SAECs with-
out preprocessing have also been proposed [8]–[10]. While
NLMS aims at the solution set, these devised schemes with-
out preprocessing aim at the point near to the optimum so-
lution, thus, these devised schemes can lead the coefficients
closer to the optimum solution than NLMS. However, since
NLMS aims straight at the solution set, it is conceivable
that these devised schemes inferior to NLMS in terms of
the echo erasing performance.

To overcome this problem, we propose a new SAEC al-
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Fig. 1 Stereophonic acoustic echo canceler (SAEC).

gorithm without preprocessing, which uses two filters; one
is named a guideline filter, and the other is named a main
filter. The guideline filter is updated by the devised scheme
and that filter is utilized only as a guideline; does not erase
echo but helps updating of the main filter. Thanks to the help
of the guideline filter, the main filter can achieve the equiva-
lent echo erasing performance to NLMS and higher level of
echo path estimation than the devised scheme (i.e., guide-
line filter). We introduce a copying process, in which the
filter coefficients of the main filter is copied to the guideline
filter when the echo path variation is detected. This process-
ing deter the decaying of the estimate performance caused
by variation of the echo path.

In this paper, we adopt the filter divide scheme [8] as
the guideline. In this scheme, a filter coefficient vector is di-
vided into two sub-filters, and these sub-filters are updated
one after another. In [8], the scheme shows a good perfor-
mance of echo path estimation, but, no details about how to
divide filters are presented. Thus, introducing more artful
divide would improve convergence performance. We pro-
pose an efficient filter dividing technique based on the char-
acteristic feature of room impulse responses which can be
modeled as exponential decay. This approach is reasonable
and can improve the performance of echo path estimation.

Numerical examples demonstrate that the proposed
two-filter scheme which utilizes the proposed filter divide
scheme as the guideline improves the convergence behavior
compared to conventional methods both in system mismatch
and ERLE.

2. Formulation of SAEC Problem

Without loss of generality, we concentrate on the one micro-
phone in the Receiving room. Let M ∈ N\{0} and L ∈ N\{0}
denote the lengths of the impulse responses of Transmitting

Copyright c© 2007 The Institute of Electronics, Information and Communication Engineers
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room and of the adaptive filters, respectively. For simplic-
ity, let the length of the echo path be L (analyses for more
general cases are presented in [1]). Referring to Fig. 1, the
signals are modeled as follows (where k ∈ N : time index,
i = 1, 2 : stereophonic left-right indexes, superscript T :
transposition);

• speech vector : sk := [sk, sk−1, · · · , sk−M+1]T

• i-th impulse response vector of Transmitting room :

g(i) :=
[
g(i)

0 , g
(i)
1 , · · · , g(i)

M−1

]T

• i-th input : x(i)
k := sT

k g
(i)

• i-th input vector : x(i)
k :=

[
x(i)

k , · · · , x(i)
k−L+1

]T

• input vector : xk :=
[
x(1)

k

T
, x(2)

k

T
]T

• i-th echo path : h(i) :=
[
h(i)

0 , h
(i)
1 , · · · , h(i)

L−1

]T

• estimundum : h :=
[
h(1)T

, h(2)T
]T

• i-th coefficient vector of adaptive filter :

w(i)
k :=

[
w(i)

k,0, w
(i)
k,1, · · · , w(i)

k,L−1

]T

• coefficient vector of adaptive filter :

wk :=
[
w(1)

k

T
,w(2)

k

T
]T

• noise : nk

• echo : zk := xT
k h

• microphone input : yk := zk + nk

• residual echo : ek := yk − xT
k w

The goal of SAEC problem is to constantly cancel
echo; i.e., xT

k h ≈ xT
k w,∀k ∈ N, only with observable in-

formation (xk, yk)k∈N.

2.1 Non-uniqueness Problem

For simplicity, in this section, we review the problem only
in noise free situations; i.e., nk = 0,∀k ∈ N. In this case,
because we can only observe

(
x(i)

k

)
k∈N and (yk)k∈N, all what

we can do is to find a point in

V := {w : ek(w) = 0, ∀k ∈ N} . (1)

Because of high correlation between two input signals(
x(1)

k , x(2)
k

)
, unfortunately, solution setV has infinitely many

components. Thus we cannot get a unique solution. This is
the so-called non-uniqueness problem.

If wk is in V, echo is canceled, but, since solution set
V depends on g(1), g(2) (impulse responses of Transmitting
room), without well-approximating h, echo reappears by
change of g(1) or g(2). Thus, it is strongly desired to keep
wk close to h.

3. Two-Filter Scheme

3.1 Algorithm

To overcome the non-uniqueness problem, many devised
schemes which aim at the point near to the optimum solution
are proposed [8]–[10]. These schemes can lead filter coef-
ficients closer to the optimum solution, but, since NLMS

Fig. 2 While NLMS aims straight at the solution set, the ideal devised
scheme aim at the optimum solution, in other words, since NLMS is op-
timal scheme in the viewpoint of echo erasing performance, the device to
aim at the optimum solution deteriorate echo erasing performance.

aims straight at the solution set, NLMS can approach to the
solution set faster than the devised schemes. It is thus con-
ceivable that the devised schemes inferior to NLMS in echo
erasing performance (Fig. 2). This degradation is inherent.

From another point of view, NLMS is updated only
in perpendicular direction to the solution set, i.e., when we
think about parallel direction to the solution set, NLMS can-
not approach to the optimum solution. Thus, the accurate
echo path estimate which is achieved by the conventional
devised schemes arises from updating in the parallel direc-
tion to the solution set.

Since NLMS updates the filter coefficients toward the
solution set perpendicularly, the improved updating compo-
nents of the devised scheme (i.e., the parallel components
of update vector to the solution set, represented as ∆w(p)

k ) is
calculated as

∆w(p)
k = ∆w

(g)
k − λk∆w

(N)
k , λk :=

∆w(g)
k

T
∆w(N)

k

‖∆w(N)
k ‖2

, (2)

where ∆w(g)
k and ∆w(N)

k represent the update vector of the de-

vised scheme and of NLMS, respectively (Note that ∆w(p)
k

is the orthographic projection of ∆w(g)
k onto the hyperplane

whose normal vector is ∆w(N)
k ). Thanks to this component,

the devised scheme can lead coefficients closer to the opti-
mum solution. Since this component is perpendicular to the
updating direction of NLMS, adding this component to the
update vector of NLMS does not effect the updating behav-
ior of NLMS.

Based on the above idea, we propose an efficient echo
canceling scheme using two filters. One filter is named a
guideline filter; which is updated by the conventional de-
vised scheme and utilized only as the guideline (this filter
is not directly utilized as echo canceler, i.e., output of this
filter does not come back to the Transmitting room). The
other filter, which is named a main filter, is updated by ad-
dition of the update vector of NLMS and the component of
the guideline filter’s update vector which is perpendicular to
the update vector of NLMS, and calculated by (2). This fil-
ter actually performs as the echo canceler, i.e., output of this
filter is the residual echo, which comes back to the Trans-
mitting room. In sum, the filter coefficient vectors of the
main and the guideline filter are updated as
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Fig. 3 Updating direction of the proposed scheme. In parallel direction
to the solution set, the main filter is updated by the devised scheme (i.e.,
the guideline filter), and in perpendicular direction, updated by NLMS.

w(g)
k+1 = w

(g)
k + µ

(g)∆w(g)
k , (3)

w(m)
k+1 = w

(m)
k + µ

(m)∆w(N)
k + µ

(g)∆w(p)
k , (4)

where w(g)
k

(
w(m)

k

)
and µ(g)

(
µ(m)

)
represent the coefficient

vector of the guideline filter (of the main filter) and the step
size of the guideline filter (of the main filter), respectively.
Specific formula of ∆w(g)

k depends on the scheme which is

adopted for the guideline, and ∆w(p)
k is calculated by (2).

In this scheme, the main filter is updated by NLMS in
perpendicular direction to the solution set, and updated by
the devised scheme (i.e. the guideline filter) in parallel di-
rection to the solution set, respectively (see Fig. 3). Thus,
this algorithm has the equivalent echo erasing performance
to NLMS, and can improve the echo path estimate perfor-
mance of the devised scheme.

3.2 For Variation of Impulse Responses

In the above section, change of the impulse responses to
be estimated (estimundam) has not been considered. Al-
though the two-filter scheme can achieve good estimate for
estimundam without variation, because of the feature that
two filters are utilized in the scheme, the case where the
estimate performance can be degraded is conceivable. For
example, in Fig. 4, the estimundam changes to the point be-
tween the main filter and the guideline filter, so that, the
help of the guideline degrade the estimate performance of
the main filter, i.e., of the two-filter scheme.

To solve this problem, we introduce a copying process;
when the impulse responses are varied, the coefficients of
the main filter are copied to the guideline filter, i.e., guide-
line filter is moved to the point of the main filter (see Fig. 5).
The objective of this processing is to make the update vec-
tors of the main and the guideline filters calculated from
the same coefficient vector whenever any kinds of echo path
variation occurs. This processing deter the two-filter scheme
from decaying of the estimate performance caused by vari-
ation of the impulse responses. However, when the guide-
line filter is in the solution set, its convergence stops, since
ek = 0. Thus, when the main filter is in the solution set,
the copying surceases the convergence of the guideline filter.

Fig. 4 When the echo paths change to the point between the main fil-
ter (w(m)

k ) and the guideline filter (w(g)
k ), the help of the guideline (i.e.,

the copied perpendicular component) decay the echo path estimate perfor-
mance of the main filter.

Fig. 5 When the change of impulse responses is detected, the filter coef-
ficients of the main filter is copied to the guideline filter, i.e., the guideline
filter is transferred to the point of the main filter. Thanks to this processing,
the estimate performance of the main filter is not degraded.

After NLMS converges in the solution set, the main filter is
updated only by the help of the guideline (see Fig. 3), thus,
the copying when the impulse responses do not change de-
grades the estimate performance of the main filter. For this
reason, periodic copying may degrade the estimate perfor-
mance, thus, the copying process is executed only when the
impulse responses change. Here is another problem, i.e.,
how to know the change of the impulse responses.

To detect the change of impulse responses, we focus at-
tention on the residual echo ek. When the impulse responses
are varied, ek get large. Thus, when ek get large, it is con-
ceivable that impulse responses may change. However, even
without change of impulse responses, sometimes residual
echo get large; for example, emergent large noise makes the
residual echo large. To distinguish between such acciden-
tal large residual echo and the large residual echo caused
by variation of the impulse responses, we utilize the differ-
ence of time length needed to erase the large residual echo;
while accidental large residual echo is erased in a moment,
it needs some length of time to erase the large residual echo
caused by change of the impulse responses.

Based on the above idea, we introduce the following
two quantities,
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ξk+1 = αξk + (1 − α) e(m)
k

2
, (5)

ψk+1 = βψk + (1 − β) e(m)
k

2
, (6)

where e(m)
k represents residual echo of the main filter, α and β

are forgetting factors, which are set as α > β. Both ξk and ψk

are smoothed square of residual echo, whose initial values
are set to zero. During the filter coefficient vector converges,
e(m)

k gradually gets smaller, so that, ξk > ψk (because of
α > β). However, if variation of the impulse responses oc-
cur, e(m)

k gets bigger, i.e., ξk and ψk get bigger. Since α > β,

ψk grow large more rapidly than ξk, thus, if large e(m)
k is pro-

longed in some length of time, ψk can get bigger than ξk. We
consider this as an indication of the impulse response varia-
tion. In sum, at the point where the relation between ξk and
ψk switches from ξk−ψk > η to ξk−ψk ≤ η (η is a threshold),
the coefficients of the main filter are copied to the guideline
filter.

The detail of the entire algorithm of the two-filter
scheme with the copying process is shown below.

algorithm 1 : Two-filter scheme

1. ξk = 0, ψk = 0, and w(m)
k ,w(g)

k are zero vectors.

2. Update w(g)
k and w(m)

k .
3. Update ξk and ψk.
4. If ξk − ψk ≤ η, go to 6.
5. Go to 2.
6. The filter coefficients of main filter is copied to guide-

line filter.
7. Update w(g)

k and w(m)
k .

8. Update ξk and ψk.
9. If ξk − ψk > η, go to 2.

10. Go to 7.

The above is the proposed two-filter scheme. By defi-
nition, in this scheme, the performance of the guideline has
great importance. In this paper, we adopt the filter divide
scheme [8] as the guideline. In the following section, the de-
tail of the filter divide scheme is shown, and, to improve the
estimate performance, an efficient filter dividing technique
which utilizes the characteristic feature of room impulse re-
sponses is proposed.

4. Filter Divide Scheme as the Guideline

4.1 Filter Divide Scheme

In an ideal case, input signals are linearly dependent, so that
the unique solution of SAEC is not obtainable. But, in real
cases, since the filter lengths (L) is shorter than the lengths
of Transmitting room impulse responses (M), input signals
are not strictly linearly dependent. This relation of input
signals can be expressed as

g(2)
L

T
x(1)

k + σ
(1)
k = g

(1)
L

T
x(2)

k + σ
(2)
k , (7)

where

g(i) =

[
g(i)

L

T
, g(i)

tail

T
]T
, (8)

g(i)
L =

[
g(i)

0 , g
(i)
1 , · · · , g(i)

L−1

]T
, (9)

g(i)
tail =

[
g(i)

L , g
(i)
L+1, · · · , g(i)

M−1

]T
, (10)

σ(1)
k :=

M−1∑
i=L

x(1)
k−ig

(2)
i , σ(2)

k :=
M−1∑
i=L

x(2)
k−ig

(1)
i . (11)

When L is much shorter than M (i.e., σ(i)
k are large),

non-uniqueness of solution is alleviated, but, echo canceling
performance is poor when L is much shorter than the lengths
of Receiving room impulse responses. In most practical sit-
uations, while L is enough large to achieve good echo can-
celing performance, σ(i)

k are small, thus, non-uniqueness is
serious. To overcome this problem, the filter divide scheme
was proposed [8]. In that scheme, a filter coefficient vector
is divided into two sub-filters, and two sub-filters are up-
dated one after another, i.e., when currently updated sub-
filter converges, switch to the other sub-filter. In each itera-
tion, since only one sub-filter is updated, σ(i)

k becomes large,
thus, this scheme can achieve good estimation.

4.2 Even-Energy Filter Dividing Technique

4.2.1 Algorithm

Although, in [8], a filter coefficient vector is simply divided
to make lengths of two sub-filters equal, more artful divide
could improve the convergence performance. In this section,
we propose an efficient filter dividing technique in consider-
ation of a characteristic feature of room impulse response.

Under diffusing sound field assumption, it can be
shown that the ensemble average of the squared room im-
pulse response is modeled as decaying exponential [11]:

εn := E
(
gn

2
)
= ε0 exp (−δn) , (12)

where E{·} denotes expectation, {gn}M−1
n=0 is a causal room

impulse response, and the damping constant δ is defined as

δ :=
log 106

T60Fs
, (13)

with Fs: the sampling frequency and T60: the time interval
in which the reverberant sound energy drops down by 60
dB.

Consequently, if a filter coefficient vector is divided to
make lengths equal, the energy of Transmitting room im-
pulse responses are much larger in front part than in back
part, so that, when the front sub-filter is updated, σ(i)

k are
still small (cf. (7), (11)), i.e., non-uniqueness is hardly alle-
viated.

To overcome the above problem, we propose a dividing
technique to balance the impulse response energy in each
divided part, i.e., divide the impulse energy equally (even-
energy dividing). When one filter is divided into K sub-
filters, such K−1 dividing points (Ii, i = 1, 2, · · · ,K−1) are
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expressed as

I1−1∑
i=0

εi =

I2−1∑
i=I1

εi = · · · =
M−1∑

i=IK−1

εi. (14)

By the substitution of (12) into (14), required dividing points
are obtained as

Ii = −1
δ

log

(
1 − i

(
1 − exp (−δL)

)
K

)
. (15)

Since T60 depends on the room environment, δ is an
unknown value. To estimate accurate T60, an efficient tech-
nique is proposed in [11], but, considering computational
complexity, we propose an algorithm which can be executed
without estimating T60.

Typical values of T60 is from about 300 ms (e.g. living
rooms) up to 10000 ms (e.g. large churches, reverberation
chambers), and most large rooms (e.g. conference rooms)
have T60 between 700 ms and 2000 ms [12]. Thus, for our
purpose, we set a pertinent assumption that T60 lies between
300 ms and 2000 ms. Based on this assumption, we de-
fine two dividing point sets, I(1) :=

[
I(1)
1 , · · · , I(1)

K−1

]
, I(2) :=[

I(2)
1 , · · · , I(2)

K−1

]
, where I(1)

i is on presupposing T60 = 300 ms

and I(2)
i is on presupposing T60 = 2000 ms. The details of

I(1)
i and I(2)

i are as follows.

I(1)
i = −

0.3Fs
6 log 10

log

⎛⎜⎜⎜⎜⎜⎜⎝1 −
i
(
1 − 10−6L/(0.3Fs)

)
K

⎞⎟⎟⎟⎟⎟⎟⎠ , (16)

I(2)
i = −

2.0Fs
6 log 10

log

⎛⎜⎜⎜⎜⎜⎜⎝1 −
i
(
1 − 10−6L/(2.0Fs)

)
K

⎞⎟⎟⎟⎟⎟⎟⎠ , (17)

where i = 1, 2, · · · ,K − 1. (18)

The optimal dividing point (depending on unknown ac-
tual T60) is to be found between I(1)

i and I(2)
i . Thus, in our

algorithm, a filter coefficient vector is divided in two ways,
i.e., with I(1) or I(2). If all sub-filters which are divided
with one dividing point set are through in the same man-
ner as conventional filter divide scheme, switch to the other
dividing point set, and update these sub-filters by rotation.
Repeating these stages, the adaptive filters are believed to
achieve good estimation as divided at the optimal dividing
point set. The detail of the algorithm in the case of K = 3 is
shown below.

algorithm 2 : Even-energy filter divide scheme

1. update the sub-filter anterior to I(1)
1

2. update the sub-filter between I(1)
1 and I(1)

2

3. update the sub-filter posterior to I(1)
2

4. update the sub-filter anterior to I(2)
1

5. update the sub-filter between I(2)
1 and I(2)

2

6. update the sub-filter posterior to I(2)
2

7. go to 1

4.2.2 Convergence Analysis

This section presents an analysis for convergence of filter
coefficients. For simplicity, in this section, we consider only
in noise free situation and the case where filter coefficient
vector is divided into two sub-filters (i.e., K = 2). First,
to consider the sub-filters divided with I(1), we define the
following notations;

x( f 1)
k,i :=

[
x(i)

k , x(i)
k−1, · · · , x(i)

k−I1+1

]T ∈ RI1 , (19)

x(b1)
k,i :=

[
x(i)

k−I1
, x(i)

k−I1−1, · · · , x(i)
k−L+1

]T ∈ RL−I1 , (20)

w( f 1)
k,i :=

[
w(i)

0 , w
(i)
1 , · · · , w(i)

I1−1

]T ∈ RI1 , (21)

w(b1)
k,i :=

[
w(i)

I1
, w(i)

I1+1, · · · , w(i)
L−1

]T ∈ RL−I1 , (22)

h( f 1)
(i) :=

[
h(i)

0 , h
(i)
1 , · · · , h(i)

I1−1

]T ∈ RI1 , (23)

h(b1)
(i) :=

[
h(i)

I1
, h(i)

I1+1, · · · , h(i)
L−1

]T ∈ RL−I1 , (24)

i = 1, 2, (25)

x(p)
k :=

[
x(p)

k,1

T
x(p)

k,2

T
]T
, (26)

w(p)
k :=

[
w(p)

k,1

T
w(p)

k,2

T
]T
, (27)

h(p) :=
[
h(p)

(1)

T
h(p)

(2)

T
]T
, (28)

p = f 1, b1, (29)

d( f 1)
k := h( f 1) − w( f 1)

k ∈ R2I1 , (30)

d(b1)
k := h(b1) − w(b1)

k ∈ R2(L−I1). (31)

If w( f 1)
k is currently updated, with these notations, the

residual echo (ek) is represented as

ek = d( f 1)
k

T
x( f 1)

k + d(b1)
(m)

T
x(b1)

k , (32)

where d(b1)
(m) represents the misalignment of the currently

fixed sub-filter, which is converged in the last (m-th) stage.
Taking an ensemble average of e2

k leads to

E(e2
k) = d

( f 1)
k

T
X f f ,1d

( f 1)
k

+ 2d
( f 1)
k

T
X f b,1d(b1)

(m) + d(b1)
(m)

T
Xbb,1d(b1)

(m) , (33)

where

X f f ,1 := x( f 1)
k x( f 1)

k

T ∈ R2I1×2I1 , (34)

X f b,1 := x( f 1)
k x(b1)

k

T ∈ R2I1×2(L−I1), (35)

Xbb,1 := x(b1)
k x(b1)

k

T ∈ R2(L−I1)×2(L−I1), (36)

and, d
( f 1)
k denotes an average of d( f 1)

k . x( f 1)
k and x(b1)

k denote

averages of x( f 1)
k and x(b1)

k , respectively.
From
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∂E(e2
k)

∂d
( f 1)
k

= 2X f f ,1 d
( f 1)
k + 2X f b,1d(b1)

(m) = 0, (37)

the filter coefficient error which minimizes E(e2
k) is deter-

mined as

d( f 1)
(m+1) = Q f 1d(b1)

(m) , (38)

where Q f 1 := −X−1
f f ,1 X f b,1. (39)

By similar procedure, the misalignment of each sub-
filter converges as

d(b1)
(4m+2) = Qb1d( f 1)

(4m+1) (40)

d( f 2)
(4m+3) = Q f 2 d(b2)

(4m+2) (41)

d(b2)
(4m+4) = Qb2d( f 2)

(4m+3) (42)

where

x( f 2)
k,i :=

[
x(i)

k , x(i)
k−1, · · · , x(i)

k−I1+1

]T ∈ RI2 , (43)

x(b2)
k,i :=

[
x(i)

k−I1
, x(i)

k−I2−1, · · · , x(i)
k−L+1

]T ∈ RL−I2 , (44)

w( f 2)
k,i :=

[
w(i)

0 , w
(i)
1 , · · · , w(i)

I1−1

]T ∈ RI2 , (45)

w(b2)
k,i :=

[
w(i)

I2
, w(i)

I2+1, · · · , w(i)
L−1

]T ∈ RL−I2 , (46)

h( f 2)
(i) :=

[
h(i)

0 , h
(i)
1 , · · · , h(i)

I2−1

]T ∈ RI2 , (47)

h(b2)
(i) :=

[
h(i)

I2
, h(i)

I2+1, · · · , h(i)
L−1

]T ∈ RL−I2 , (48)

i = 1, 2, (49)

x(p)
k :=

[
x(p)

k,1

T
x(p)

k,2

T
]T
, (50)

w(p)
k :=

[
w(p)

k,1

T
w(p)

k,2

T
]T
, (51)

h(p) :=
[
h(p)

(1)

T
h(p)

(2)

T
]T
, (52)

p = f 2, b2, (53)

d( f 2)
k := h( f 2) − w( f 2)

k ∈ R2I2 , (54)

d(b2)
k := h(b2) − w(b2)

k ∈ R2(L−I2), (55)

X f f ,2 := x( f 2)
k x( f 2)

k

T ∈ R2I2×2I2 , (56)

X f b,2 := x( f 2)
k x(b2)

k

T ∈ R2I2×2(L−I2), (57)

Xbb,2 := x(b2)
k x(b2)

k

T ∈ R2(L−I2)×2(L−I2), (58)

Qb1 := −X−1
bb,1XT

f b,1, (59)

Q f 2 := −X−1
f f ,2X f b,2, (60)

Qb2 := −X−1
bb,2XT

f b,2. (61)

From (38), (40), (41), (42), with

P f 1 :=

[
EI1×I1 OI1×L−I1 OI1×I1 OI1×L−I1

OI1×I1 OI1×L−I1 EI1×I1 OI1×L−I1

]
, (62)

Pb1 :=

[
OL−I1×I1 EL−I1×L−I1 OL−I1×I1 OL−I1×L−I1

OL−I1×I1 OL−I1×L−I1 OL−I1×I1 EL−I1×L−I1

]
,

(63)

P f 2 :=

[
EI2×I2 OI2×L−I2 OI2×I2 OI2×L−I2

OI2×I2 OI2×L−I2 EI2×I2 OI2×L−I2

]
, (64)

Pb2 :=

[
OL−I2×I2 EL−I2×L−I2 OL−I2×I2 OL−I2×L−I2

OL−I2×I2 OL−I2×L−I2 OL−I2×I2 EL−I2×L−I2

]
,

(65)

where Ex×x represents x × x identity matrix and Ox×y repre-
sents x × y zero matrix, we can rewrite the misalignment of
adaptive filter dk := h − wk ∈ R2L as

d(4m+1) =
(
PT

f 1Q f 1 Pb1 + PT
b1 Pb1

)
d(4m), (66)

d(4m+2) =
(
PT

f 1 P f 1 + PT
b1Qb1 P f 1

)
d(4m+1), (67)

d(4m+3) =
(
PT

f 2Q f 2 Pb2 + PT
b2 Pb2

)
d(4m+2), (68)

d(4m+4) =
(
PT

f 2 P f 2 + PT
b2Qb2 P f 2

)
d(4m+3). (69)

Thus, dk converges as

d(4m+1) = S f 1Cmd(0), (70)

d(4m+2) = Sb1S f 1Cmd(0), (71)

d(4m+3) = S f 2Sb1S f 1Cmd(0), (72)

d(4m+4) = Cm+1d(0), (73)

where,

S f 1 :=
(
PT

f 1Q f 1 Pb1 + PT
b1 Pb1

)
, (74)

Sb1 :=
(
PT

f 1 P f 1 + PT
b1Qb1 P f 1

)
, (75)

S f 2 :=
(
PT

f 2Q f 2 Pb2 + PT
b2 Pb2

)
, (76)

Sb2 :=
(
PT

f 2 P f 2 + PT
b2Qb2 P f 2

)
, (77)

C := Sb2S f 2Sb1S f 1. (78)

If the maximum absolute eigenvalue of C is less than 1,
the misalignment of filter converges at zero, thus, the filter
coefficients converge at the optimum value.

5. Numerical Examples

This section presents numerical comparisons among the
proposed two-filter scheme which utilizes the proposed fil-
ter divide scheme as the guideline and the conventional
schemes.

The tests were performed, for estimating h ∈
R

4096, (M = L = 2048), under the noise situation of SNR
:= 10 log10

(
E{z2

k}/E{n2
k}
)
= 30 dB, where zk := xT

k h. We
utilize a female’s speech signal, for (sk)k∈N, which was sam-
pled at 11.025 kHz.

To measure the achievement level for echo path iden-
tification as well as that of echo cancellation, we evaluated
the following quantities:
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System Mismatch(k) := 10 log10
‖h − wk‖2
‖h‖ , (79)

ERLE(k) := 10 log10

∑k
i=1(zi)2

∑k
i=1(zi − xT

i wi)2
, (80)

In all schemes, NLMS is utilized as the adaptation al-
gorithm. For NLMS and the main filter of the proposed two-
filter scheme, the step size is set to µk = 0.2, ∀k ∈ N. For
the conventional and the proposed filter divide schemes, the
maximum step size is set to µmax = 0.06; these schemes uti-
lize adaptive step sizes (see [8]). For filter dividing, we set
K = 2, thus, a filter coefficient vector is divided into two
sub-filters. The dividing points for even-energy filter divide

scheme are I(1)
1 = 165, I(2)

1 = 715. For the copying process
in the two-filter scheme, the forgetting factors α (for ξk) and
β (for ψk) are set to 0.999 and 0.9983, respectively. The
threshold for copying process η is set to −0.03.

5.1 Fixed Impulse Responses

First, we examine the performance of NLMS and two kinds
of the two-filter scheme; one utilizes the proposed filter di-
vide scheme as the guideline, and the other utilizes the con-
ventional filter divide scheme [8] as the guideline. Simu-
lation results are shown in Fig. 6, which compares system
mismatch and ERLE.

It is observed that the proposed filter divide scheme
achieves much accurate estimation than the NLMS and the
conventional filter divide scheme in system mismatch, thus,
the two-filter scheme which uses the proposed filter di-
vide scheme shows better estimate performance than the
other schemes. In ERLE, although both the filter divide
schemes show poor performance, the proposed two-filter
schemes show high level of performance equal to NLMS,
in other words, introduction of the guideline can achieve
good echo path estimate keeping the level of echo erasing
performance equal to that of NLMS. From the viewpoint of
convergence speed, the proposed two-filter scheme which

Fig. 6 Simulation results under SNR 30 dB. (a) NLMS, (b) conventional filter divide scheme, (c)
proposed two-filter scheme utilizing (b) as the guideline, (d) proposed filter divide scheme, (e) proposed
two-filter scheme utilizing (d) as the guideline.

utilizes the proposed filter divide scheme as the guideline
achieves about six times as fast convergence as NLMS (in
terms of the time when these schemes arrive at 4 dB in sys-
tem mismatch). The number of multiplications in the pro-
posed scheme is 3L+3I+3, where L and I represent lengths
of the adaptive filter and of the divided sub-filter, while the
number of multiplications in NLMS is 2L + 1. Assuming
that I = L/2, the number of multiplications in the proposed
scheme is 9

2 L+3, which is around twice as large as in NLMS.
But, in other words, complexity of the proposed scheme is
kept O(L).

5.2 Time-Varying Impulse Responses of Receiving Room

Next, to inspect tracking performance of the proposed
scheme for the echo path variation, and to confirm the ef-
fectiveness of the copying process in the two-filter scheme,
we examine the performance of NLMS and four kinds of
the two-filter scheme, which (i) utilize the proposed or the
conventional filter divide scheme as the guideline, (ii) with
or without copying process, thus, 2 × 2 = 4 kinds of the
two filter scheme. The test was performed under the con-
dition where the impulse responses of Receiving room (es-
timudam) are varied at iteration number 400,000.

One simulation result is shown in Fig. 7, which is the
difference of the two kinds of smoothed residual echo of

Fig. 7 Difference of two kinds of the smoothed residual echo of the main
filter whose guideline is the proposed filter divide scheme.



MURAKOSHI and NISHIHARA: STEREOPHONIC ACOUSTIC ECHO CANCELER BASED ON TWO-FILTER SCHEME
1577

Fig. 8 Simulation results under the condition where the impulse responses of Receiving room are
changed at the iteration number 400,000. (a) NLMS, (b) two-filter scheme utilizing the conventional
filter divide scheme as the guideline without copying process, (c) two-filter scheme utilizing the conven-
tional filter divide scheme as the guideline with copying processing, (d) two-filter scheme utilizing the
proposed filter divide scheme as the guideline without copying process, (e) two-filter scheme utilizing
the proposed filter divide scheme as the guideline with copying process (see Table 1).

Table 1 Symbols in Fig. 8

Guideline
Conventional Proposed

Without copy (b) (d)
With copy (c) (e)

the main filter whose guideline is the proposed filter divide
scheme, i.e., ξk − ψk (cf. (5), (6)). We see the two points,
where the difference falls below the threshold η which is
set to −0.03, at iteration number around 7,000 and 400,000.
Also in the two-filter scheme which utilizes the conventional
filter divide scheme as the guideline, the difference of the
two kinds of smoothed residual echo shows similar behav-
ior to Fig. 7, i.e., the same two points are detected as the
point when the impulse responses are varied. The former
detected point (i.e., iteration number around 7,000) is the
start of convergence, and the latter (iteration number around
400,000) is the variation of the impulse responses. Since,
at iteration number 0, both the main filter and the guideline
filter are initialized zero vector, the copying at the former
point hardly has effect on the convergence performance, but,
at the latter point, the copying process may improve the es-
timate performance. Such improvements are shown in the
other simulation results, which compare system mismatch
and ERLE (see Fig. 8).

In system mismatch, we see that the two-filter scheme
which utilizes the proposed filter divide scheme as the
guideline achieves much better tracking of the impulse re-
sponse variation than the other schemes, and we also see
that the copying process somewhat improves the tracking
performance of the impulse response variation, in the view-
point both of accuracy and speed. Although, in this simu-
lation, we could not say that the copying process has great
effect on the estimate performance, it is possible that the
change of impulse responses bring fell condition where the

estimate performance of the two filter scheme become aw-
ful. In such a case, the copying process would achieve great
effect. And, in ERLE, we see that the copying process has
a some good effect on the two-filter schemes, as in system
mismatch.

6. Conclusion

This paper has presented an efficient stereophonic acous-
tic echo canceling scheme without preprocessing. The pro-
posed scheme utilizes two filters, of which one filter is up-
dated by the devised scheme which aims at the point near to
the optimum solution, and this filter is utilized as a guide-
line to improve the convergence performance of the other
filter, the main filter. To improve the performance of the
filter divide scheme, we have also proposed an efficient fil-
ter dividing technique based on a characteristic features of
room impulse response. The proposed scheme which uti-
lizes the proposed efficient filter divide scheme as the guide-
line shows good performance both in system mismatch and
ERLE.
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