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PAPER Special Section on VLSI Design and CAD Algorithms

Optimal Time-Multiplexing in Inter-FPGA Connections for
Accelerating Multi-FPGA Prototyping Systems

Masato INAGI†a), Yasuhiro TAKASHIMA††, Yuichi NAKAMURA†††, and Atsushi TAKAHASHI††††, Members

SUMMARY In multi-FPGA prototyping systems for circuit verifica-
tion, serialized time-multiplexed I/O technique is used because of the lim-
ited number of I/O pins of an FPGA. The verification time depends on
a selection of inter-FPGA signals to be time-multiplexed. In this paper,
we propose a method that minimizes the verification time of multi-FPGA
systems by finding an optimal selection of inter-FPGA signals to be time-
multiplexed. In the experiments, it is shown that the estimated verification
time is improved 38.2% on average compared with conventional methods.
key words: FPGA prototyping, ILP, I/O pins constraint, verification, time-
multiplexed I/O

1. Introduction

Circuit verification is one of the essential processes of VLSI
design. In circuit verification, it is often requested to use
very large test benches. For example, test benches corre-
sponding to 1-hour video streams are used in verification of
video encoding/decoding chips with 100 MHz system clock.
In such cases, software RTL simulations are too slow to
adopt, and FPGA prototyping systems are used. Even if
an FPGA prototyping system with 1 MHz system clock is
used, it takes 4 days to finish verification once. The verifica-
tion time tends to increase according to the increase in size
and complexity of VLSIs. The desire to shorten verification
time is becoming stronger.

Although the device capacity of FPGAs is becoming
very large, circuits to be designed are often larger than the
leading edge FPGAs. Therefore, a prototyping system for
such circuits consists of multiple FPGAs. A large circuit
is partitioned into several sub-circuits each of which is im-
plemented into an FPGA ([4], [5]). Each sub-circuit has to
communicate with other sub-circuits through I/O pins of the
FPGA. The number of I/O pins of an FPGA is becoming
larger. However, the number of inter-FPGA signals from a
sub-circuit is usually larger than the number of I/O pins of
an FPGA even if a circuit is partitioned so that the number
of inter-FPGA signals is minimized. Moreover, there exists
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a signal path that is cut several times by partitioning even if
its minimization is pursued.

In order to relax the I/O pins constraint, time-
multiplexed I/O (TM I/O) technique, such as in [6], is used
in multi-FPGA prototyping systems. When TM I/O tech-
nique is employed, an I/O pin is used as a TM I/O, which is
shared by multiple signals by time-division. Multiple inter-
FPGA signals are transmitted by a TM I/O in one system
clock period, but an inter-FPGA signal may be requested to
be transmitted several times in one system clock period. An
inter-FPGA signal transmission is far slower than an intra-
FPGA signal transmission, and the required time to com-
plete inter-FPGA signal transmissions by a TM I/O is far
larger than that by a normal I/O. Therefore, the system clock
period is mainly bounded by inter-FPGA signal transmis-
sions by TM I/Os.

In TM I/O model, one system clock period is divided
into several time slots, and an inter-FPGA signal is trans-
mitted in a time slot by a TM I/O. The length of a time slot
should be large enough to complete an inter-FPGA signal
transmission. In our model, one system clock period is di-
vided into several stages and each stage is divided into sev-
eral time slots, which are the same as in [6]. Since the sys-
tem clock period is mainly bounded by inter-FPGA signal
transmissions by TM I/Os, the system clock period is esti-
mated by the product of two indices, #slot, the number of
time slots in one stage, and #stage, the number of stages in
one system clock period.

When TM I/O technique was first introduced in a multi-
FPGA prototyping system, all inter-FPGA signals were
time-multiplexed and all I/O pins were used as TM I/Os
(i.e. [6]) since the number of I/O pins is far smaller than the
number of inter-FPGA signals. In such cases, #stage is de-
termined by a given partitioning and #slot is minimized un-
der the #stage. But, the system clock period is not reduced
enough since #stage tends to be large in practical cases.

Recently, the number of I/O pins of an FPGA has been
increased in some degree. It is becoming possible to use I/O
pins as not only TM I/Os but also normal I/Os. In such case,
#stage and #slot depend on a selection of inter-FPGA signals
to be time-multiplexed, for a given circuit partitioning and
I/O constraint. Thus, we propose an ILP-based method for
minimizing the minimum system clock period by optimally
selecting inter-FPGA signals to be time-multiplexed. Our
method finds an optimal inter-FPGA signal selection from
the solutions of several ILP problems which can efficiently
be solved by integer relaxation. This ILP-based scheme is
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applicable to FPGA systems with more than two FPGAs by
formulating an ILP problem for each connected pair of FP-
GAs and merging the problems, but in this paper we deal
with dual-FPGA systems for simplicity. In the experiments,
the estimated verification time for ISCAS89 benchmark cir-
cuits and industrial circuits are improved 38.2% on average
compared with the case that all I/O pins are used as TM I/Os.

The rest of this paper is organized as follows. In Sect. 2,
we give some definitions. In Sect. 3, our time-multiplexed
I/O model is introduced. Our inter-FPGA signal selection
method is proposed in Sect. 4. Experimental results are
shown in Sect. 5. Finally, we give some conclusions.

2. Preliminaries

A circuit is modeled as a hyper-graph G(V, E), called a cir-
cuit graph, which represents a circuit netlist. V is the set
of vertices corresponding to cells (e.g. gates, flipflops) in-
cluding primary-I/Os. Hereinafter, a vertex v ∈ V and the
cell corresponding to v are used interchangeably. E is the
set of hyper-edges corresponding to nets which electrically
connect cells. Each element e ∈ E is the set of vertices to
which the net corresponding to e connects. Hereinafter, a
hyper-edge e ∈ E and the net corresponding to e are used
interchangeably.

Decomposition of a circuit into sub-circuits is called
circuit partitioning. Especially circuit partitioning into two
parts is called bipartitioning. Bipartitioning of a circuit
graph G(V, E) is to give the pair of vertex set V1 and V2 such
that V1 � ∅,V2 � ∅, V1 ∪ V2 = V , and V1 ∩ V2 = ∅. V1 and
V2 are called blocks. A pair Φ = (V1,V2) of vertex sets is
called a partition. e ∈ E is called a cutnet if e ∩ V1 � ∅ ∧
e ∩ V2 � ∅. Bipartitioning whose objective is to minimize
the number of cutnets is called min-cut partitioning. In par-
titioning for multi-FPGAs, the size (area) constraint, which
limits the size of each block, is given to fit each block to an
FPGA. In this paper, we deal with delay minimization prob-
lems for bipartitioned circuits with TM I/O for simplicity.

3. Time-Multiplexed I/O Model

In Fig. 1, the concept of our implementation is depicted. In
our TM I/O implementation, one system clock period is di-
vided into several stages, and each stage is divided into sev-
eral time slots. An inter-FPGA signal is transmitted through
inter-FPGA connection within a time slot. A transmission
in a time slot is controlled by I/O clock. In each stage,
the inter-FPGA signals assigned to a TM I/O are serially
transmitted once. The inter-FPGA signals assigned to a TM
I/O are regarded as parallel signals but are transmitted se-
rially from a sending FPGA by using a parallel/serial con-
verter which consists of a counter and flipflops in the send-
ing FPGA. In a receiving FPGA, serially transmitted inter-
FPGA signals are converted into parallel signals by using a
serial/parallel converter and are kept until the end of the next
stage. All our TM I/Os work synchronously by using an I/O
clock. The number of stages in one system clock period and

Fig. 1 Our time-multiplexed I/O (#slot=4, #stage=2).

the number of time slots in one stage are the same for all
TM I/Os. In our model, the consecutive stages are separated
in time axis. The separation of stages is used to await the
convergence of signal states after a stage, considering also
the pre-stage and post-stage calculation between an FF and
a TM I/O.

In the following, the number of time slots in one stage
is referred by #slot, and the number of stages in one system
clock period is referred by #stage. That is, at most #slot sig-
nals are transmitted #stage times by a TM I/O in one system
clock period. Thus, #slot and #stage are key indices of sys-
tem speed. There may be several TM I/Os on a signal path
between FFs. #slot and #stage need to be set such that the
signal transmission along such a path are realized to simu-
late the circuit behavior.

There are several approaches to use time-multiplexed
I/O technique. Let us consider a sophisticated approach for
comparison with ours. In the approach, each inter-FPGA
signal is transmitted by a TM I/O, and a TM I/O transmits
different inter-FPGA signals in different slots in one system
clock period. Each inter-FPGA signal is transmitted only
once in one system clock period. The time slot in which an
inter-FPGA signal is transmitted is decided by estimating
the time when the signal is valid and by assigning an ap-
propriate time slot of an appropriate TM I/O. The granular-
ity of the time slot assignment depends on implementation
methods. For example, in [6], all the slots in one stage are
equivalent in the assignment. In this sophisticated approach,
the search space of the assignment is huge, and it is not easy
to find a feasible assignment. The estimation is not easy
task. Even if the estimation is possible, the conflicts between
inter-FPGA signals should be resolved by scheduling and al-
location. The actual time would vary when the assigned TM
I/O is different. There is no guarantee of convergence. Also,
errors of an inter-FPGA signal before or after the time slot
to which the signal is assigned may not be detected because
of estimation errors. It is not easy to distinguish the circuit
errors from implementation errors. Even though such a so-
phisticated approach may realize faster verification speed,
they decreases the reliability of circuit verification, which is
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one of the most critical issues of circuit verification. Since
we emphasize the reliability of verification, we adopt a sim-
ple TM I/O design to maintain the reliability. Our objective
is to maximize verification speed without loss of reliability.

In our approach, only selected inter-FPGA signals are
transmitted by TM I/Os, and the others are done by normal
I/Os. A selected signal is assigned to a TM I/O and trans-
mitted #stage times in one system clock period. Because
of the simple action of our TM I/O, the amount of addi-
tional circuits in our approach is less than those in sophisti-
cated approaches. This is desirable for circuit verification.
A feasible implementation is easily obtained by setting the
separation of stages, #stage, and #slot appropriately. Sys-
tem speed is improved by reducing #stage, considering also
#slot. It is realized by using both of TM I/Os and normal
I/Os and reducing the maximum number of TM I/Os on a
path between FFs. Our proposed method obtains an opti-
mal selection of inter-FPGA signals to be time-multiplexed
which maximizes estimated system speed.

Assume that a circuit is bipartitioned and each sub-
circuit is implemented into a FPGA. In addition, assume that
a selection of inter-FPGA signals to be time-multiplexed is
decided. Let P be the number of I/O pins of a target FPGA.
Let m be the number of inter-FPGA signals. Let TM-count
be the number of time-multiplexed inter-FPGA signals. Let
TM-depth of a path be the number of time-multiplexed inter-
FPGA signals along the path. Let TM-depth of a circuit be
the maximum TM-depth among signal paths between FFs.
When we simply write TM-depth, we means the TM-depth
of a circuit. In our model, separation is necessary between
stages in order to await the completion of the logic calcula-
tion between TM I/Os. Considering also the pre-stage and
post-stage calculation between an FF and a TM I/O, the sep-
aration is set to be greater than the maximum signal delay
from an FF to the input of a TM I/O, from the output of a
TM I/O to the input of a TM I/O, and from the output of a
TM I/O to an FF. #stage must be greater than TM-depth to
propagate signals from FFs to FFs, and should be as small
as possible. Therefore, we set

#stage = TM-depth.

#slot is set to the ceiling of the number of time-multiplexed
inter-FPGA signals over the number of TM I/Os. Since the
numbers of I/Os used as normal I/Os is m − TM-count, I/Os
which can be used as TM I/Os are P−m+TM-count. Thus,

#slot =

⌈
TM-count

P − m + TM-count

⌉
.

In our assumption, m − P > 0. Since, m − P signals cannot
be transmitted without TM I/O, TM-count should be larger
than m− P to accommodate all inter-FPGA signals. That is,

TM-count > m − P.

Let Csys and Cio be the system clock period and the
I/O clock period, respectively. Let Is be the separation be-
tween stages. Each TM I/O transmits #slot signals #stage

times. Logic calculations between TM I/Os are performed
#stage−1 times. Logic calculations from FFs to TM I/Os,
and from TM I/Os to FFs are performed once for each. Thus,

Csys ≥ #stage · #slot ·Cio + (#stage + 1) · Is.

Since it is difficult to estimate Is accurately immediately af-
ter partitioning, Is is set with large margin. However, it is
small compared with #slot ·Cio. Therefore, we simply eval-
uate Csys by #stage · #slot · Cio. Since Cio is considered as
invariant, in order to shorten the system clock period, small
#slot and small #stage are desirable. Since P − m < 0 in
our assumption, #slot is reduced if TM-count is increased.
However, if TM-count increases, #stage increases since TM-
depth tends to increase. There is a trade-off between #slot
and #stage.

4. Optimal Selection of Signals to Be Time-Multiplexed

In this section, we propose a method to shorten verifica-
tion time by a multi-FPGA prototyping system with TM I/O
technique. When a circuit partition is given, the verifica-
tion time is roughly estimated by #stage times #slot, both of
which are decided by a selection of inter-FPGA signals to
be time-multiplexed, and I/O pins constraint. To shorten the
verification time, we find a selection of inter-FPGA signals
to be time-multiplexed such that the verification time is min-
imized satisfying I/O pins constraint. Inter-FPGA signals
and TM I/Os have directions, and directions must match.
We utilize optimal inter-FPGA signal selections ignoring
the I/O direction to efficiently obtain an optimal inter-FPGA
signal selection considering the I/O direction.

First, we define a signal graph to simplify the represen-
tation of reachability between inter-FPGA signals. Then, we
define an inter-FPGA signal selection problem to minimize
the verification time under the given number of I/O pins as
an 0-1 integer linear programming problem, ignoring the I/O
direction. Our proposing method solves the problem by de-
composing the problem into a reasonable number of sub-
problems. The objective of the sub-problems is to maximize
the number of signals to be time-multiplexed under the given
#stage. The sub-problems are efficiently solved by integer
relaxation because of the total-unimodularity of their coeffi-
cient matrices. Then, we can calculate the optimal #slot for
each #stage from I/O pins constraint. The optimal selections
for the sub-problems include an optimal inter-FPGA signal
selection for the original problem. The selection with the
minimum #slot times #stage would be adopted. Next, we
introduce a method to consider the I/O direction.

4.1 Inter-FPGA Signal Graph

Given a circuit graph G and its bipartition Φ, we represent
the connections between inter-FPGA signals by a directed
graph Gi/o(Vi/o, Ei/o) called an inter-FPGA Signal Graph,
where Vi/o ={v1, v2, . . . , vm} is the set of vertices correspond-
ing to the inter-FPGA signals and Ei/o ={e1, e2, . . . , el} is the
set of directed edges corresponding to the direct signal paths
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Fig. 2 (a) Circuit graph and its bipartition, (b) Relation of inter-FPGA
signals, (c) inter-FPGA signal graph.

between the inter-FPGA signals (Fig. 2). Let VFI(v)(v ∈ Vi/o)
be the set of inter-FPGA signals (vertices in Vi/o) from
which there are signal paths to v through no other inter-
FPGA signals. A vertex v ∈ Vi/o which has no incoming
edges is called a source of Gi/o. A vertex v ∈ Vi/o which has
no outgoing edges is called a sink of Gi/o.

4.2 Problem Formulation

Here, we define a selection problem of inter-FPGA signals
to be time-multiplexed whose objective is to minimize the
system clock period under the given number of I/O pins.

A circuit graph G and its bipartition Φ = (V1,V2) are
given. Let P be the number of I/O pins of a target FPGA. Let
Gi/o(Vi/o, Ei/o) be the inter-FPGA signal graph constructed
from G and Φ. Let m be the number of inter-FPGA signals,
i.e. |Vi/o|. #slot and #stage are calculated as follows.

Let xv be a 0-1 integer label of v ∈ Vi/o which repre-
sents if v is selected to be time-multiplexed or not. xv = 0
represents that v is not selected and xv = 1 represents that v
is selected. Clearly,

TM-count =
m∑

i=1

xvi . (1)

Let yv be an integer label of v ∈ Vi/o which represents
the maximum TM-depth among all the paths from a source
to v. yv is recursively calculated from the maximum TM-
depth yv′ among the paths from a source to the predecessors
v′ ∈ VFI(v), and xv, which represents if v is time-multiplexed
or not. That is, for each v ∈ Vi/o,

yv =

{
xv if VFI(v) = ∅
maxv′ ∈VFI(v) yv′ + xv if VFI(v) � ∅ . (2)

TM-depth is the maximum TM-depth among all the paths
between FFs, and yv represents the maximum TM-depth

among all the paths from FFs to v. Thus,

TM-depth = max
v∈Vi/o

yv. (3)

Therefore,

#stage = TM-depth = max
v∈Vi/o

yv,

#slot =

⌈
TM-count

P − m + TM-count

⌉
(4)

=

⌈ ∑m
i=1 xvi

P − m +
∑m

i=1 xvi

⌉
. (5)

The selection problem of inter-FPGA signals to be
time-multiplexed is defined as below.

Signal Selection Problem (SS Problem)

input an inter-FPGA signal graph Gi/o(Vi/o, Ei/o),
the number of I/O pins P

output xv(∀v ∈ Vi/o)
objective minimization of #stage · #slot
constraint I/O pins constraint

4.3 LP-Based System Clock Minimization

We propose a method which optimally solves the SS prob-
lem by using a linear programming problem solver (LP-
solver). First, we define an integer linear programming
(ILP) problem whose objective is to maximize TM-count
under the given TM-depth. #slot is reduced by increasing
TM-count. We show that the ILP problem is optimally
solved by using a non-integer LP-solver, which effectively
solves LP problems. Then, the minimum value of #slot is
derived from #stage, P, and TM-count. That is, #slot for
optimally minimizing #slot ·#stage under given #stage is ef-
fectively obtained. Since the maximum number of gates on
a path between FFs in a latest circuit is generally made less
than about 50, a possible value of #stage is from 1 to about
50. Furthermore, the maximum number of inter-FPGA sig-
nals on a path between FFs is empirically less than 20. Thus,
this problem is solved by applying an LP-solver only less
than 20 times.

4.3.1 ILP Formulation Ignoring the I/O Direction

A maximum function is substituted by parallel inequalities
in an LP formulation. Thus, Eqs. (2) and (3) can be trans-
formed into LP inequalities. We define an N-depth inter-
FPGA signal selection problem whose objective is maxi-
mization of TM-count as an ILP problem.

N-Depth Signal Selection Problem (N-SS Problem)

constants:

N: #stage;

variables:
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xv1 , xv2 , . . . , xvm : 0-1 integers;
yv1 , yv2 , . . . , yvm : integers;

subject to:

0 ≤ xvi ≤ 1 (0 ≤ i ≤ m)

0 ≤ yvi ≤ N (0 ≤ i ≤ m)

xv ≤ yv if VFI(v) = ∅
yv′ + xv ≤ yv,∀v′ ∈ VFI(v) if VFI(v) � ∅

}
∀v ∈ Vi/o

(6)

maximize:
∑m

i=1 xvi .

In the same way as in Sect. 4.2, xv represents whether
the signal v is selected to be time-multiplexed, and yv rep-
resents an upper bound of TM-depth from the source ver-
tices to v. Let us consider an inter-FPGA signal v ∈ Vi/o.
yv is greater than or equal to xv added by yv′ where v′ is
a direct predecessor of v. The relation between v and v′ is
represented by Inequity (6). Since the relation is transitive,
Inequity (6) covers the relation between inter-FPGA signal
selection and upper bound of TM-depth. Since yv has an up-
per bound N, TM-depth of any feasible inter-FPGA signal
selection of N-SS problem is less than or equal to N. That
is, #stage =N is realized. The objective function represents
TM-count.

By solving this ILP problem for each #stage, we obtain
pairs of #stage and #slot for P. The best inter-FPGA signal
selection is that for #stage minimizing #stage · #slot.

Next, we show that N-SS problems are optimally, and
efficiently solved by non-integer LP solver.

4.3.2 Total-Unimodularity

According to the high capability of linear programing, it has
been being actively studied. As one of the important prop-
erty of LP, it is commonly known that if the coefficient ma-
trix of an ILP problem is totally unimodular, the basic solu-
tions of the LP problem made by relaxing integer constraints
of the ILP problem consists of only integers [7]. An optimal
basic solution of an LP problem is efficiently obtained by
simplex algorithms. Thus, an optimal solution of such an
ILP problem can also be efficiently obtained.

Definition 4.1: A matrix A is called totally-unimodular if
all the determinants of sub-matrices of A are 0, 1 or −1.

According to the ILP formulation, this problem be-
longs to the integer delay budgeting problem handled in [9].
As mentioned in [9], the coefficient matrix of any instance of
the integer delay budgeting problem is totally-unimodular.
Therefore, the following theorem is also formed:

Theorem 4.1: The coefficient matrix of an N-depth signal
selection problem is totally unimodular.

N-depth signal selection problems are efficiently solved by
simplex algorithms for LP problems.

4.4 Consideration of the Direction of I/O Signal

Each inter-FPGA signal has its direction, from block V1 to
block V2, or from block V2 to block V1. A TM I/O cannot
transmit two signals with different directions. Thus, signals
with different direction must be transmitted by different TM
I/Os. Suppose that an optimal selection without considering
I/O direction is given. Let TM-countL and TM-countR be
the number of selected signals with one of the directions
and the number of selected signals with the other direction,
respectively. If
⌈
TM-count

#slot

⌉
=

⌈
TM-countL

#slot

⌉
+

⌈
TM-countR

#slot

⌉
,

the selection is feasible even considering the direction since
the number of required I/O pins does not change. Also, if
and only if

P ≤ m − TM-count

+

⌈
TM-countL

#slot

⌉
+

⌈
TM-countR

#slot

⌉
, (7)

the selection is feasible even considering the direction. Oth-
erwise, the selection is not optimal when considering I/O
direction. For such a case, we extends the ILP formulation
of N-depth inter-FPGA signal selection problem as N-D-SS
problem by considering the direction of inter-FPGA signals.
The expanded SS problem considering the I/O direction is
called a D-SS problem. Since the coefficient matrix of the
extended formulation is not totally unimodular, and #slot
must be given as a constant in the formulation, we utilize
also the solutions of N-SS problems to reduce the times of
solving N-D-SS problems.

4.4.1 ILP Formulation

A TM I/O transmits multiple inter-FPGA signals from the
same block to the other block. Thus, inter-FPGA signals as-
signed to the same TM I/O must have the same direction.
We say a TM I/O which transmits signals from block V1 to
block V2, an L-TM I/O (left-to-right TM I/O). An R-TM I/O
(right-to-left TM I/O) is defined in the same way. The num-
ber of necessary TM I/Os depends on the number of inter-
FPGA signals to L-TM I/Os (TM-countL), the number of
inter-FPGA signals to R-TM I/Os (TM-countR), and #slot.
That is,

#TMIO =

⌈
TM-countL

#slot

⌉
+

⌈
TM-countR

#slot

⌉
,

where #TMIO is the number of necessary TM I/Os. Since
the equation is not linear, we give #slot as a constant to for-
mulate the directed N-SS problem as an ILP problem.

N-Depth Directed Signal Selection Problem (N-D-SS
Problem)
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constants:

M: #slot;
N: #stage;
Vl(⊂ Vi/o): inter-FPGA signals from V1 to V2 in
G;
Vr(⊂ Vi/o) : inter-FPGA signals from V2 to V1 in
G;

variables:

xv1 , xv2 , . . . , xvm : 0-1 integers;
yv1 , yv2 , . . . , yvm : integers;
r and l: integers

subject to:

0 ≤ xvi ≤ 1 (0 ≤ i ≤ m)

0 ≤ yvi ≤ N (0 ≤ i ≤ m)∑
vi∈Vl

xvi ≤ M · l (8)

∑
vi∈Vr

xvi ≤ M · r (9)

xv ≤ yv if VFI(v) = ∅
yv′ + xv ≤ yv,∀v′ ∈ VFI(v) if VFI(v) � ∅

}
∀v ∈ Vi/o

maximize:
∑m

i=1 xvi − r − l.

The variables l and r represent the number of TM I/Os
which transmit signals from V1 to V2, and from V2 to V1,
respectively. Inequality (8) makes TM-countL less than
or equal to the acceptable number of inter-FPGA signals
by l L-TM I/Os. Inequality (9) works in the same way.
The objective function is the number of time-multiplexed
inter-FPGA signals subtracted by the number of L-TM I/Os
and R-TM I/Os. l L-TM I/Os and r R-TM I/Os are nec-
essary to transmit

∑m
i=1 xvi multiplexed inter-FPGA signals,

which originally needed
∑m

i=1 xvi I/O pins before multiplex-
ing. Thus, the objective function represents the reduction of
the number of required I/O pins.

4.4.2 Reduction of Times of Solving ILP Problems

To solve the ILP problem N-D-SS problem, #slot M and
#stage N need to be fixed. As a straightforward approach, it
is possible to solve the N-D-SS problems for all the possi-
ble pair of #slot and #stage. However, solving Mmax · Nmax

ILP problems each of which has no guarantee to be solved
in short time is not desirable, where Mmax and Nmax are the
maximum possible value of #slot and #stage, respectively.
Thus, we reduce the number of the ILP problems which
needs to be solved, utilizing the solution of N-SS problems
and a fact below.

Theorem 4.2: The number of required I/O pins consider-
ing the I/O direction is equal to or 1 greater than that ignor-
ing the I/O direction for the same #slot and #stage.

Let N-D-SS(i, j) be an N-D-SS problem for #stage = i,
#slot = j. Let N-SS(i) be an N-SS problem for #stage =
i. Let SS(k) and D-SS(k) be an SS problem and a D-SS
problem for P = k, respectively.

A lower bound of j for N-D-SS(i, j) whose solution is
optimal for D-SS(k) can be obtained by solving the corre-
sponding N-SS(i) and P = k. Let Mlow(i, k) be the lower
bound of j for N-D-SS(i, j) and P = k. That is, the solutions
of N-D-SS(i, j) such that j ≥ Mlow(i, k) includes optimal so-
lutions of D-SS(k).

An upper bound of the minimum #slot for D-SS(k) is
Mup(i, k) = Mlow(i, k − 1), since feasible solutions of the
SS(k − 1) also satisfy the constraints of D-SS(k) problem.
That is, the solutions of N-D-SS(i, j) such that j ≤ Mup(i, k)
include optimal solutions of D-SS(k).

Therefore, an optimal solution is obtained by scanning
1 ≤ i ≤ Nmax and Mlow(i, k) ≤ j ≤ Mup(i, k) on N-D-SS(i, j).

The procedure for solving a D-SS(k) problem is as fol-
lows.

1. Enumerate the candidate pairs of #stage and #slot (i, j)
by the rule above.

2. Sort the candidate pairs in ascending order of #slot ·
#stage.

3. The procedure in the following is applied for each can-
didate pair in the order.

a. If the solution of N-SS(i) also satisfies the con-
straints of D-SS(k), adopt the solution and quit
the procedure.

b. If not, solve the N-D-SS(i, j).
c. If the solution satisfies the constraints of D-SS(k),

adopt the solution and quit the procedure.

It is unlikely that many of the candidate pairs do not sat-
isfy the condition in step 3a. Thus, the number of times of
solving the ILP problem is drastically reduced.

5. Experimental Results

We compared our proposals with a method in which all the
inter-FPGA signals are time-multiplexed to evaluate the ef-
fectiveness of our proposal. We used ILOG CPLEX 10.0 as
a linear programming optimization engine to solve the LP
and ILP problems of our proposed method. The experiments

Table 1 Benchmark circuits.

Circuit Gates Nets FFs Cutnets #const.
s5378 2958 2993 179 182 367
s9234.1 5808 5844 211 307 959
s13207.1 8589 8651 638 330 1148
s15850.1 10306 10383 534 551 1499
s38417 23815 23843 1636 1087 4853
s38584.1 20679 20717 1426 1962 5346
A 251636 253215 24119 22611 87111
B 58011 52217 8181 4127 11565
C 202693 204582 18708 19566 88487
D 33036 33460 3794 2565 7078
E 177818 181962 14672 16737 57057
F 164204 167232 17487 15317 51642
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Table 2 The number of time-multiplexed inter-FPGA signals.

#stage
Circuit 1 2 3 4 5 6 7 8 9 10 11 12 13 14

s5378 118 160 176 179 181 182 - - - - - - - -
s9234.1 178 250 284 297 301 304 305 306 307 - - - - -
s13207.1 226 286 311 325 328 330 - - - - - - - -
s15850.1 323 443 496 521 535 542 546 548 550 551 - - - -
s38417 571 811 954 1032 1067 1082 1086 1087 - - - - - -
s38584.1 1197 1700 1870 1931 1948 1958 1962 - - - - - - -
A 14592 19556 21343 22065 22364 22503 22564 22586 22596 22602 22606 22608 22610 22611
B 2749 3609 3916 4052 4096 4115 4125 4127 - - - - - -
C 11621 16279 18138 18877 19216 19370 19466 19517 19545 19562 19566 - - -
D 1708 2268 2451 2511 2537 2548 2557 2563 2564 2565 - - - -
E 10606 14491 16034 16552 16693 16728 16732 16735 16736 - - - - -
F 9567 13128 14584 15101 15256 15300 15314 15317 - - - - - -

Table 3 The minimum clock period and its configuration of ISCAS89 benchmark circuits.

#pin=10 #pin=20 #pin=40
Circuit Opt( Sl, St) TM ILP All( Sl, St) Opt( Sl,St) TM ILP All( Sl, St) Opt( Sl,St) TM ILP All( Sl, St)

s5378 112( 28, 4) 7 1 132( 22, 6) 42( 14, 3) 13 - 60( 10, 6) 18( 6, 3) 31 - 36( 6, 6)
s9234.1 280( 40, 7) 7 3 288( 32, 9) 110( 22, 5) 14 1 144( 16, 9) 40(10, 4) 30 1 81( 9, 9)
s13207.1 228( 38, 6) 9 1 228( 38, 6) 96( 24, 4) 14 1 108( 18, 6) 40(10, 4) 34 - 60(10, 6)
s15850.1 580( 58,10) 10 3 580( 58,10) 266( 38, 7) 15 1 300( 30,10) 108(18, 6) 31 - 160(16,10)
s38417 910(130, 7) 9 7 912(114, 8) 406( 58, 7) 19 - 464( 58, 8) 192(32, 6) 35 - 224(28, 8)
s38584.1 1400(200, 7) 10 1 1400(200, 7) 700(100, 7) 20 - 700(100, 7) 336(56, 6) 36 - 350(50, 7)

Ave. 0.970 0.852 0.692

#pin=80 #pin=160 #pin=320
Circuit Opt( Sl, St) TM ILP All( Sl, St) Opt( Sl,St) TM ILP All( Sl, St) Opt( Sl,St) TM ILP All( Sl, St)

s5378 8( 8, 1) 16 - 24( 4, 6) 2( 2, 1) 61 - 12( 2, 6) -( -, -) - - -( -, -)
s9234.1 18( 6, 3) 48 - 45( 5, 9) 6( 6, 1) 31 - 18( 2, 9) -( -, -) - - -( -, -)
s13207.1 16( 8, 2) 37 - 36( 6, 6) 6( 6, 1) 38 - 24( 4, 6) 2( 2, 1) 113 - 12( 2, 6)
s15850.1 48( 12, 4) 45 - 80( 8,10) 18( 6, 3) 83 - 40( 4,10) 4( 4, 1) 81 - 20( 2,10)
s38417 90( 18, 5) 60 - 112( 14, 8) 40( 10, 4) 104 - 64( 8, 8) 16( 4, 4) 259 - 32( 4, 8)
s38584.1 150( 30, 5) 65 - 182( 26, 7) 64( 16, 4) 121 - 98( 14, 7) 30(10, 3) 188 - 56( 8, 7)

Ave. 0.569 0.413 0.567
#pin: the number of I/O pins of an FPGA, Sl: #slot, St: #Stage,

TM: the number of TM I/Os, ILP: the number of solved N-D-SS problems

were conducted on a PC equipped with AMD Opteron 265
(1.8 GHz) CPU, 3 GB Memory, CentOS 4.3. Circuits used
in the experiments are 6 circuits from ISCAS89 Benchmark
Suite [2] and 6 industrial circuits shown in Table 1. FM
method [1] was used to obtain min-cut partitions of the cir-
cuits. Cutnets in the table is the number of cutnets by the
partition, that is, the number of the inter-FPGA signals. #
Const. is the number of constraint inequalities of the corre-
sponding N-SS problem except the boundary conditions for
each variable.

First, our method obtains an optimal inter-FPGA signal
selection of an N-SS problem, which maximizes the num-
ber of time-multiplexed inter-FPGA signals for #stage N, by
solving the N-SS problem using the LP solver. The results
are shown in Table 2. As shown in the table, the maximum
number of #stage was 14 at most. Every N-SS problem was
solved within 1 sec.

Next, the minimum of #slot was obtained for each
#stage N under the number of I/O pins P. The optimal com-
bination of #slot and #stage(=TM-depth) which minimize
the system clock period was selected. Then, the correspond-
ing D-SS problem was solved utilizing the results of N-SS
problems in the manner explained in the previous section.
Tables 3 and 4 show the result of the selection of ISCAS89

benchmark circuits and industrial circuits, respectively. For
ISCAS89 benchmark circuits, the number of I/O pins is set
to very small value in order to emphasize the difference. For
industrial circuits, practical numbers of I/O pins are given.
In Tables 3 and 4, Opt, Sl, and St shows the minimum sys-
tem clock period under the given P, its combination of #slot
and #stage, which are obtained by our method, respectively.
TM and ILP in the tables show the number of required TM
I/Os and the number of solved N-D-SS problems, respec-
tively. As shown in Table 3, at most seven N-D-SS prob-
lems were solved for a D-SS problem. Each N-D-SS prob-
lem was solved within 1 sec though it is not guaranteed that
the problem is solved within polynomial time in worst case.
All shows the minimum system clock period when all the
inter-FPGA signals are time-multiplexed. For All, the best
#slot when all the inter-FPGA signals are time-multiplexed
are given. Ave. shows the ratio of Opt to All on average of
all the circuits in each table.

As seen in Table 3, the minimum system clock period
by our proposed method is the same as that by All when the
number of I/O pins are very limited. The table shows that
the improvement by our method compared with All becomes
larger according to the increase of the number of I/O pins.
Table 4 shows the capability of our method to actual circuits
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Table 4 The minimum clock period and its configuration of industrial circuits.

#pin=200 #pin=400 #pin=600
Circuit Opt( Sl,St) TM ILP All( Sl, St) Opt( Sl,St) TM ILP All( Sl, St) Opt( Sl,St) TM ILP All( Sl, St)

A 1036(148, 7) 153 - 1596(114,14) 448(64, 7) 353 - 812(58,14) 276(46, 6) 490 - 532(38,14)
B 130( 26, 5) 158 - 176( 22, 8) 56(14, 4) 291 - 96(12, 8) 32( 8, 4) 507 - 64( 8, 8)
C 990(110, 9) 179 - 1078( 98,11) 448(56, 8) 350 - 550(55,11) 280(40, 7) 487 - 374(34,11)
D 72( 18, 4) 141 - 140( 14,10) 30(10, 3) 246 - 80( 8,10) 16( 8, 2) 284 - 60( 6,10)
E 528( 88, 6) 191 - 756( 84, 9) 240(48, 5) 349 - 378(42, 9) 160(32, 5) 522 1 252(28, 9)
F 504( 84, 6) 183 - 624( 78, 8) 230(46, 5) 332 - 320(40, 8) 150(30, 5) 509 - 208(26, 8)

Ave. 0.721 0.613 0.565

#pin=800 #pin=1000 #pin=1200
Circuit Opt( Sl,St) TM ILP All( Sl, St) Opt( Sl,St) TM ILP All( Sl, St) Opt( Sl,St) TM ILP All( Sl, St)

A 204( 34, 6) 663 - 420( 30,14) 150(30, 5) 746 - 336(24,14) 120(24, 5) 932 - 280(20,14)
B 24( 8, 3) 489 - 48( 6, 8) 16( 8, 2) 452 - 48( 6, 8) 12( 6, 2) 602 - 32( 4, 8)
C 196( 28, 7) 696 - 286( 26,11) 150(30, 5) 642 - 220(20,11) 120(24, 5) 801 - 198(18,11)
D 12( 6, 2) 378 - 40( 4,10) 8( 4, 2) 567 - 40( 4,10) 6( 6, 1) 286 - 40( 4,10)
E 112( 28, 4) 592 - 198( 22, 9) 88(22, 4) 753 - 162(18, 9) 72(18, 4) 920 - 126(14, 9)
F 104( 26, 4) 581 - 160( 20, 8) 80(20, 4) 756 - 128(16, 8) 64(16, 4) 944 - 112(14, 8)

Ave. 0.531 0.472 0.450
#pin: the number of I/O pins of an FPGA, Sl: #slot, St: #Stage,

TM: the number of TM I/Os, ILP: the number of solved N-D-SS problems

and FPGAs. The improvement ratio on average of all the
settings of the number of I/O pins P in Tables 3 and 4 were
32.3% and 44.1%, respectively.

The improvement ratio on average in the experiments
was 38.2%.

6. Conclusions

In this paper, we proposed a verification system speed accel-
eration method by optimizing a selection of inter-FPGA sig-
nals to be time-multiplexed, under the given number of I/O
pins. In our method, the sub-problems of the inter-FPGA
signal selection problem are formulated as ILP problems
which can be efficiently solved by non-integer LP solver.
Since the number of the sub-problems is limited, optimal
solutions are efficiently obtained by our formulation. The
direction of inter-FPGA signals is considered by solving a
few additional simple ILP problems as a post-process.

Our future work includes simultaneous use of time-
multiplexed I/Os which have different #slot, development
of partitioning algorithms considering optimal inter-FPGA
signal selections, and simultaneous optimization of a parti-
tion and its signal selection.
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