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Abstract

We propose a two-step active learning method for supervised
speaker adaptaton. In the first step, the initial adaptation data
is collected to obtain a phone error distribution, In the second
step, those sentences whose phone distributions are close to the
error distribution are selected, and their utterances are collected
as the additicnal adaptation data. We evaluated the methad us-
ing a Japanese speech database and maximum likelihood linear
regression (MLLR) as the speaker adaptation algorithm. We
confirmed that our method had a significant improvement over
a method using randomly chosen sentences for adaptation.
Index Terms: speech recognition ,speaker adaptation, active
learning

1. Introduction

Speaker adaptation techniques (e.g., [1, 2]) to improve speech
recognition performance by using a small number of utterances
from users are often used in many applications. They fall into
two categories: supervised adaptation and unsupervised adap-
tation. In supervised adaptation, users are asked to speak sen-
tences prepared beforehand, and therefore, the transcriptions for
the utterances are known. On the other hand, in unsupervised
adaptation, the transcriptions are not given. In both categories,
it is desirable to achieve a larger improvement with a smaller
number of utterances.

Each speaker has different acoustic characteristics; for ex-
ample, the phones with low recognition accuracies vary from
user to user. Collecting utterances rich in those phones is ex-
pected to be an effective way to improve adaptation perfor-
mance. Given this motivation, we focuse on sentence selection
based on active learning for speaker adaptation.

Active learning has been extensively studied in speech
recognition [3, 4, 5]. In most of these studies, it has been used
to select sentences in training data for acoustic modeling in or-
der to decrease the annotation effort. Since it is assumed that
the transcriptions are not given beforehand, the focus of these
studies has been to find an effective uncertainty measure for
each utterance; those utterances whose transcriptions seem to
be highly uncertain are preferred as training data. The same
approach can be applied to unsupervised adaptation, where the
transcriptions are not available.

Supervised adaptation can take a different approach, since
the transcriptions are available. In this case, the focus is on how
to design an adaptation sentence set for each speaker, and there
have been a few studies on it [6, 7, 8]. Shen ez. al. [6] selected a
phonetically balanced phone sentence set for a given task. Huo
et. al. [8] selected a vocabulary consisting of words that were
expected to be highly confusable in a given task. These ap-
proaches, however, do not consider the acoustic characteristics
aof the speaker’s voice. They should be classified as task adap-
tation methods, in the sense that they do not improve the recog-
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nition accuracies in comparison with the conventional adapta-
tion frameworks when the initial speaker-independent acoustic
mode] has already been tuned to the given recognition task.

In this paper, we propose a lwo-step active learning method
for supervised speaker adaptation. In the first step, our method
collects a small amount of utterances from a user to obtain
his/her tendency in speech recognition errors. In the second
step, it selects those sentences rich in phonetic units in the er-
rors from a sentence pool, and it collects their utterances as ad-
ditional data for adaptation. Since our method directly aims at
decreasing recognition errors, it is expected to be highly dis-
criminative. Our method has two critical issues: One is how to
relate the recognition errors to the selection criterion of adap-
tation sentences. The other is how to set the size of the initial
adaptation data in the first step; it should be as small as possi-
ble in order to decrease the user’s effort, but it must be sufficient
enough to estimate the tendency of errors precisely. We describe
aur approach to resolving these issues in this paper.

This paper is organized as follows. Section 2 explains our
method, and Section 3 briefly explains the MLLR speaker adap-
tation method. Section 4 reports our evaluation experiments us-
ing a Japanese speech database, and Section 5 concludes the
paper.

2. Sentence selection based on active
learning

2.1. Overview

Figure 1 is the flowchart of our method. First, our method mea-
sures the recognition accuracy for each phone class of a tar-
get speaker from a small amount of his/her utterances and ob-
tains the distribution of errors over all phone classes. Second,
from an adaptation sentence set prepared beforchand, it selects
those sentences whose distributions of phone-class occurrences
are close to the phone-error distribution and asks the speaker to
speak them. Finally, it carries out the adaptation process using
the utterances collected in the first and second steps.

2.2. Phone-error distribution

In the first step of the adaptation, we ask a speaker Lo speak a
small number of sentences. Then. we apply continuous phone
recognition using the initial speaker-independent (SI) model
to these initial adaptation data and obtain the phone accuracy
a{u;) for each phone w;. Given the phone-error rate r(u;) =
1 — a(u;) for each phone u;, a phone-error distribution P{u}of
the target speaker over all the phone classes is defined as follows

m{u;) -
Sy TN

where n is the number of phone classes in the target language.
Since the number of utterances in the initial adaptation data is

P(?-‘-i} = ,n

(1)
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Figure 1: Flow of the proposed method

small, some phone classes do not appear in the initial adaptation
data. Here, we simply set n to be the number of phone classes
which appear in the initial adaptation data. It should be noted
that we normalize the number of occurrences of each phone in
Eg. 1 te decrease the influence of frequently appearing phones,
such as vowels.

2.3. Phone distribution in a sentence set

An adapration sentence set is prepared before the second adap-
tation step. It does not involve the sentences used in the first
step. Let N be the number of sentences in the set and f, be

the k-th sentence in the set where k = 1,2,..., N. The phone
distribution in ¢;, is defined as
Qk('uq):—w R L (2)

Sry sk(us)’

where s; is the number of occurrences of each phone class u;.
In each sentence ¢, some phone classes u; may not appear,
and thus, their @ (1u:)’s become zero. We set a small non-zero
value 4 to sy (u;) when wu; is not observed in sentence i) o
avoid calculation difficulties in the following process.

2.4. Kullback-Leibler divergence

In our active learning approach, we select from the adaptation
sentence set those sentences whose phone distribution Gy (1) is
close to the phone-error distribution P (u) of the target speaker.
For this purpose, we calculate Kullback-Leibler divergence
(KLD) from P(u) to @k(u) of each sentence k, which is de-
fined as follows

Qxlui)
Pu;)

D (Qr(us)||P(w)) = D Qu(wi)log (3)
=1

Those sentences with small KLD values are selected as ad-
ditional sentences for adaptation. In our implementation de-
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scribed in Section 4, we set a threshold M on the number of ad-
ditional sentences and select M sentences with smaller KLDs
than those of the other sentences.

2.5. Adaptation process

In the second step, the system asks the target speaker to speak
the sentences selected in the previous process, and it uses the
collected utterances for adaptation. There are two possible ap-
proaches for adaptation: batch adaptation and sequential adap-
tation. Here, we would like to select A additional sentences in
total for the second step.

In batch adaptation, we select M sentences at the same time
by using the phone-error distribution estimated by using the SI
model to recognize the initial adaptation data. Then, speaker
adaptation is carried out using both the initial adaptation data
and the additional adaptation data, where the initial model for
adaptation is the SI model.

Sequential adaptation is carried out as follows until the
number of additional sentences becomes M.

L. Set the initial adaptation data to the adaptation data set
A

2. Carry out speaker adaptation using A.

3. Use the adapted model to recognize A in order to esti-
mate the phone-error distribution.

4, Select one sentence s by using the updated phone-error
distribution.

wn

Ask the target speaker to speak sentence s and add the
resulting utterances to A. Go to 2.

In our evaluation described in Section 4, we employed
batch adaptation, since its implementation was easier.

3. MLLR

We employ a speaker adaptation algorithm using maximum
likelihood linear regression (MLLR) [2]. This algorithm re-
stricts the mapping from the initial model to the target speaker’s
model to be an affine transformation in the feature space, and
it estimates the mapping parameters from the user’s utterances.
We update the mean vector p = (pa1,--- , n )" in each Gaus-
sian companent in the output probabilities of the HMMs as fol-
lows

a=Ap—+b (4)
where n is the dimension of the input feature vectors, A is an
n % m matrix, and b is an n-dimensional vector. A and b are
obtained by maximum likelihood estimation.

4. Experiment

We evaluated our method using a Japanese read-speech
database. We used concatenaled phone recognition using mono-
phone HMMs to confirm the effectiveness of our method.

4.1. Experimental conditions

The evaluation used a database of Japanese newspaper article
sentences (JNAS) [9] spoken by adults and seniors. In this
database, each speaker speaks about 100 sentences from news-
papers and 50-100 phonetically balanced sentences. We used
522 speakers, 261 speakers for each gender, for training, and 44
speakers, 22 speakers for each gender, for testing.
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Figure 2: Data set design for each speaker. The number of ut-
terances from each speaker was 100.
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Table 1: 27 phone classes used in our evaluation. /Q/ is sokuon
and /N/ is hatsuon. fu:/ and /o:/ are long vowels.

In the phone recognition experiment using manophone
HMMs, we built a three-state speaker-independent HMM for
each of 43 phone classes, The number of mixture compo-
nents in each state was 16. The input feature vector was 25
dimensional, consisting of 12-order mel-frequency cepstral co-
efficients (MFCCs), 12-order delta MFCCs, and a delta pawer

For each test speaker, we used 100 sentences from newspa-
per articles, i.e., 60 sentences for adaptation and 40 sentences
for testing. From the 60 sentences for adaptation, we randomly
chose five sentences in the first adaptation step and used the re-
maining 55 sentences as the sentence pool in the second adap-
tation step.

We used the batch adaptation framework. For the second
step of this framework, we added a predetermined number of
sentences to the five sentences selected in the first step and used
these sentences in the supervised adaptation using MLLR. The
number of clusters for MLLR was 32.

We evaluated our method by using three different sentence
sets in the first step (Set 1, Set 2, and Set 3) in order to exclude
unexpected biases in the evaluation. Figure 2 illustrates the data
set design.

In the sentence selection, we ignored phone classes that
rarely appeared, since their influence on the overall recogni-
tion accuracy was very small. We used the 27 phone shown
in Table 1. We set the non-negative small value & described in
Subsection 2.3 to 1.0 x 107% according to the result of our
preliminary experiment.

In the evaluation, we employed concatenated phone recog-
nition using a grammar representing the Japanese syllable struc-
ture. We used phone accuracies as the evaluation measures.
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Figure 3: Comparison of proposed method with random selec-
tion. Random |, Random 2, and Random 3 are results obtained
by three different random selections of adaptation sentences.

il Bt Proposed | Random 1 | Random 2 | Random 3
utterances
10 69.1 69.4 68.7 68.7
L5 71.2 69.9 69.7 70.3
20 123 71.8 1. i
25 72.9 724 72.0 724
30 13.2 72.5 72.9 12.9
40 73.8 135 737 73.8
60 74.2 74.2 74.2 74.2

Table 2: The phone accuracies of the proposed method and the
three random selections[%]. This table conveys the same infor-
mation as Fig. 3.

4.2. Results
4.2.1. Phone recognition

First, we evaluated the proposed method on different numbers
of the selected sentences in the second step. We chose Set |
as the initial adaptation set. We compared our method with a
random selection method, where the adaptation sentences used
in the second step were randomly selected from the 55 sen-
tences. We tested the random selection method three times with
different seeds. The results averaged over all the phones are
shown in Fig. 3 and Table 2. The phone accuracy obiained by
the speak-independent model averaged over all the test speakers
was 64.0%.

The proposed method performed better than random selec-
tion in most cases; one random method was better than the
proposed method in the adaptation using ten sentences. The
improvement from the random selection level was the largest
when 15 sentences were used. The accuracy was 1.1 points
absolute higher than the average of the three random selection
results. This result demonstrated the effectiveness of the pro-
posed method. Since the number of sentences in the sentence
pool was 55, the accuracies obtained by the proposed method
and by the random selection converged to the same values as
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Figure 4: Results of the proposed method using different initial
adaptation data

the number of sentences increased.

If the initial adaptation set is different, the additional sen-
tences to be selected in the second step may be different. To
confirm the robustness of our method to changing the initial
adaptation set, we changed the initial adaptation sentence set
(by selecting Set 1, Set 2, or Set 3) and compared the corre-
sponding results. Each of these sets contained five sentences.
The results, shown in Fig. 4, proved to be almost the same as
those for the initial adaptation set. It is therefore safe to say
that the sentence selection for the initial adaptation set does not
affect the performance of our method.

Figure 5 shows the results of the proposed method for each
speaker when the number of the additional sentences was 15.
The accuracies for most speakers increased.

5. Conclusion

We proposed an active learning method for supervised adap-
tation that selects adaptation sentences that are expected (o be
effective in improving recognition performance and uses their
utterances for adaptation. Our evaluation using phone recogni-
tion confirmed that it improved the phone accuracy by 1.1 points
absalute from that of random selection.

We plan ta apply our method for large-vocabulary contin-
uous speech recognition using triphone HMMs to confirm the
effectiveness of our method in larger tasks. While we evaluated
our method in the batch adaptation mode, sequential adaptation
is likely to be more cfficient. We would like to continue our
research in this direction.

The database we used in this study was not large, and the
number of adaptation sentences in the adaptation sentence paol
was only 55. Our method should be able to improve recogni-
tion performance even more if it is given more choices in the
sentence selection process. We are planning to build an online
evaluation scheme in which a large text-only database is pre-
pared beforehand and the sentences to be spoken by a subject
are determined from the speech recognition results of his/her
previous utterances.
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Figure 5: Comparison of the proposed method with the aver-
age of the three random selection methods. The symbol “+”
indicates the result for each speaker.
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