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Preface

In this paper we deal with situations of decision making with interperception. That is, each
decision maker in a situation has perceptions of what the others perceive about the situation,
perceptions of what the others perceive about the others’ perceptions of the situation, and so
on. In spite of the existence of the aspect of interperception in the real world, the aspect has
not been satisfactorily coped with in existing theories for decision making such as game thceory,
metagame theory, and hypergame theory. Of course, those theorics have greatly contributed in
the field of analyses of complex situations of decision making, but it is also the fact that there
are contradictions between those theories and the real world. We believe that the contradictions
arc caused by the restricted treatments of the aspect of interperception in those theories, and
that overcoming the contradictions leads us to a fruitful theory on decision making. We believe,
moreover, that the theory provides us detailed and exact descriptions of situations of decision
making and great insight about behaviors of decision makers in the situations. To construct
such a formal theory for decision making with interperception is the purposc of this paper.

The elements that make the treatments of the aspect of interperception restricted in the
existing theories are the assumption of completeness of information and that of economic ratio-
nality. The former requires that the components of a situations of decision making, the set of
all decision makers in the situation, that is, the set of all possible outcomes of the situation, and
the preferences of the decision makers for the possible outcomes of the situations, arc common
knowledge among all decision makers in the situation. In other words, decision makers in the
‘situation of decision making correctly perceive the componcuts, and they believe that the com-
ponents are correctly perceived by all decision makers, and they think that all decision makers
believe that the components are correctly perceived by all decision makers, and so on. The
latter implies that the preferences of a decision maker for the possible outcomes arc consistent
with the profit that the decision maker obtains in cach outcome. That is, each decision maker
prefers a more profitable outcome to a less profitable one.

Our construction of a formal theory for decision making with interperception begins from the
climination of these assumptions. In this paper we usc the concepts, schemes and emotions,
to treat the properties, incompleteness of information and economic irrationality, of decision
making, respectively. We provide formal frameworks for dealing with not only those proper-
ties but also exchanges of information and changes of perceptions caused by the exchanges for
satisfactory understanding of the situations of decision making with interperception.

Then, using the frameworks, we propose concepts such as inside common knowledge, integra-
tion of perceptions, and stability of emotions, that are required to examine the situations. The
concept of inside common knowledge'describes the individual part of the concept of common
knowledge, and it enable us to express more detailed structurc of decision makers’ perceptions.
The concept of integration of perceptions provides us a way to merge many schemes into one,
and thus it enlarges the extent of application of our theory. Moreover, a realistic structure of
schemes of emotions is given by the concept of stability of emotions.

Employing the frameworks and the concepts, furthermore, we analyze competitive situations
and cooperative situations of decision making. There are four topics that we cope with in this



paper: outcomes of competitive situations, information in decision making, o solution concept
involving emotions, and deadlock in o meeting. In terms of the first topic, we show that positive
cmotions play important roles when decision makers try to achieve the outcome that is hoped
by all decision makers to be realized. We focus on deception by decision makers regarding
the second topic, and provide sufficicnt conditions for strategic information exchanges to be
failed. The third topic relates to a solution concept, called emotional equilibrium. We define
an emotional equilibrium as an outcome that does not cause any changes of decision makers’
perceptions, and we give a sufficient condition for an outcome to be an emotional equilibrium.
In the last topic, we deal with deadlockin a cooperative situation of decision making, in which no
decision maker conveys information to the others. It is shown that stability of decision makers’
emotions are essential for a meeting not to reach a deadlock. These analyses in this paper show
the contrasts between decision making with interperception and that without interperception.

This paper, entitled by “A Formal Theory for Decision Making with Inlerperception, ” ig su-
pervised by Professor Bunpei Nakano, and the frameworks, concepts, and propositions provided
in this paper arc developed in cooperation with Dr. Shingo Takahashi. I am most grateful to
them, whose advice on the issucs in this paper is apt and telling. I world also like to thank
Dr. Tadashi Yamamoto, Dr. Toshitami Matsumoto and Mr. Tetsuya Abe for helpful discussions
on the topic of this paper. Moreover, a special note of gratitude is extended to Ms. Michiko
Urata for her supports on clerical works. Finally, I wish to cxpress my gratitude to my parents,
Kenzou Inohara and Atsuko Inohara, and my brother, Shigekazu Inohara for their unstinting,
financial and mental, support.
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Chapter 1

Introduction

Decision Making with Interperception

In this paper we deal with situations of decision making. When a person takes part in a situation
of decision making as a decision maker, he/she frequently finds that other decision makers also
participate in the situation and that actions of the decision makers are mutually interactive: a
decision maker gets profits depending on not only his/her action but also the others’ actions. For
cxample, the profit of a company competing with another in the market of a good is determined
by the price, the quality, the output, and so on, of the opponent’s product as well as thosc of
its own. Another example is a situation of group decision making by using a vote. The decision
is usually made referring to not only the selections of a special voter but also the selection of
all of the other voters. In such a situation a decision maker cares for the actions of the other
decision makers to make the outcome of the situation preferable.

We can classify the situations of decision making into two catcgories in terms of characteristics
of decision makers involved in the situations. Omnc is the sct of situations in which decision
makers arc mutually competitive. The example of competing companies above is included in
this category. In a situation in this category cach decision maker tries to get a bigger profit for
him/hersclf. We can often express a situation in this catcgory with a normal form game [23, 73]:
a clags of the set of all decision makers in the situation, for each decision maker the set of all
actions that he/she can can select in the situation, and for each decision maker the list of the
profits that he/she obtains in the possible outcomes in the situation. The other category is the
set: of cooperative situations. Decision makers involved in a situation in this category intend to
make the outcome of the situation preferable as a wholc. This ca,teﬁory includes, for example,
situations of group decision making by using a vote. The situations can often be expressed with
simple games [72, 80]. A simple game is a pair of a set of all decision makers and a sct of winning
coalitions. The decision makers have a choice problem: a set of all possiblc alternatives, and try
to select onc out of the set referring to their preferences for the alternatives. A winning coalition
can totally control the sclection if the decision makers in the coalition properly cooperate. In
this paper we treat only the situations that can be described by using normal form games or
simple games in spite of the existence of other various types of situations: situations that can
be expressed by games in extensive form, games in coalitional form, frameworks for bargaining
problems, frameworks for cost sharing problems, frameworks for surplus sharing problems, and
so on [23, 72]. :

When actions of decision makers in a situation are mutually intcractive, whether'the situation
is competitive or cooperative, each decision maker often tries to know what the others perceive
in terms of the decision situation, how the others sclect actions by using the perceptions, what
the actual actions of the others are, and so on, in order to choose an appropriate action.
If a company is competing in the market of a good, to make a big hit in the market, the



company trics to know which companies are competing in the market, and their perceptions
of the performance of their products sold in the market, the products that they will be able
to manufacture in the future, the way that they sclect the products to be sold, the products
that they actually choose, and so on. A voter, similarly, tries to know who arc the other voters
and their perceptions of which coalitions are winning. He/she, moreover, should try to know
correctly their perceptions of the possible alternatives and their preferences for the alternatives,
in order to make a preferable choice for the group of the voters. We should notice that each
decision maker not only tries to know those components of the situation but also knows that
the others also try to know the components, that another decision maker knows that the others
try to know the components, and so on. In other word, that each decision maker in a situation
is trying to know the components of the situation is common knowledge [1, 24, 62, 63] among
all of the decision makers in the situation. They, moreover, often misperceive in spite of their
efforts to perceive correctly decision makers’ perceptions of the situation and of each other. In
this paper we call this aspect of decision makers interperception by the decision makers.

Interperception and Existing Theories

In spite of the existence of the aspect of interperception by decision makers in the real world,
existing theories for decision making deal with the aspect only in limited cxtent. Game the-
ory [23, 73] usually treat situations with complete information [23], that is, the situations whose
all components are common knowledge among the participants to the situation. In a competi-
tive context, for example, game theory regards companies in a market as decision makers who
correctly perceive which companies arc taking part in the market, all possible actions of the
companies, and the profits of the companics in the possible outcomes. Similarly, in a cooperative
context in game theory, all of the voters in the situation, all of the winning coalitions, all of the
possible alternatives, and all of the preferences of the voters for the alternatives are correctly
perceived by the voters. The assumption of complete information means that decision makers in
a situation never misperceive the components of the situation. In game theory another element
that restricts the treatments of the aspect of interperception by decision makers is the assump-
tion of economic rationality. Under the assumption cach decision maker is treated as to try to
achicve an outcome ag profitable for him/herself as possible. For instance, in game theory cach
company in a market is assumed to be trying to get a bigger profit, and each voter is dealt with
as to intend to make the selection more profitable for him /herself. The assumption of economic
rationalify means that game theory treats only the situations in which decision makers never
misperceive the way that each decision maker selects an action.

Metagame theory [3, 41, 42] also has the assumptions of complete information and economic
rationality. A difference between game theory and mctagame theory is what decision makers
select. While each decision maker in game theory selects an action out of the set of all possible
ones, cach decision maker in metagame theory chooses a correspondence that indicates an
action of the decision maker for each possible list of actions of the others. Although decision
makers in a situation in metagame theory select a correspondence instead of an action, they
never misperceive the components of the situation and the ways of sclection as in game theory.
In hypergame theory [4, 5, 6, 22, 100] decision makers in a situation may misperceive the
components of the situation, that is, the decision makers may incorrectly perceive of who are
involved in the situation, which actions are available for each decision maker, and how each
decision maker estimates the outcomes of the situation. Though decision makers in hypergame
theory may mispcerceive the components of the situation, they never misperceive the ways that
the decision makers choose their actions because of the assumption of economic rationality.
Even in a hypergame each decision maker trics to make the outcome of the situation more
profitable for him /herself, and that each of the decision makers in the situation tries to achieve



such an outcome is assumed to be common knowledge among the decision makers.

It is true that the assumption of economic rationality is one of the most important and con-
tributing concepts in the existing theories for decision making. Thanks to the assumption,
various solution concepts, especially, the Nash cquilibrium [23] in game theory, the metagame
equilibrium [41] in metagame theory, and the sequential stability [100] in hypergame theory
are proposed and justified. It is also true, however, that validity of the assumption is a con-
troversial issue. According to an experiment, many persons involved in the situation known
as “prisoners’ dilemma” choose an action different from the onc suggested in game theory by
using the assumption of economic rationality [23]. This contradiction between the real world
and game theory cannot have been overcome even in metagame theory and hypergame theory.
In metagame theory they try to interpret the selection by the persons in the experiment by
using the concept of metagame strategies and metagame equilibrium. They, however, have not
reached a satisfactory explanation of the selection, because the definition of metagames needs
to fix an ordering of decision makers that cannot be justified in the real world. In hypergamec
theory the selection in the experiment is explained by using the misperception by the persons of
the preferences for the possible outcomes. This explanation, however, is not consistent with the
settings of the experiment: the situation of “prisoners’ dilemma” is so clear that the persons in
the situation cannot misperceive the components of the situation.

Another difficulty for accepting the assumption of economic rationality in a decision theory
is the existence of economically irrational behavior in the real world. Helping behavior [27] and
aggression [8] of one person to another are examples of cconomically irrational actions. Helping
behavior of a decision maker is an action that raises others’ profits sacrificing his/her own profit.
Aggression of a decision maker is an action that causcs some damages to others sacrificing his/her
profit. Decision makers never select such actions under the assumption of economic rationality,
but persons in the real world often sclect. Independence of preferences of a decision maker
from others’ in existing theorics is also a difficulty for approving of the assumption of economic
rationality. The assumption implies the independence: under the assumption, preferences of
each decision maker for possible outcomes in a situation depend on only his/her profits in the
outcomes, and do not depend on the others’. Helping behavior and aggression, however, imply
dependence of preferences of decision makers: a decision maker who takes helping behavior
or aggression prefers one outcome to another referring to not only his/her own profit in the
outcomes but also the others’. o

In order to overcome the contrast between the theories for decision making and decision
making in the real world, we need to eliminate the assumption of cconomic rationality from
the theories, because the assumption seems to be a cause of the difficulties above. Without
the assumption, decision makers select actions either economically rationally or economically
irrationally. They know that each decision maker has a way to choose an action, but do not know
whether the way is economically rational or economically irrational. Thus they may misperceive
the ways of sclection of decision makers. We should notice that treating such decision makers,
we have to distinguish profits of a decision maker in possible outcomes and preferences of the
decision maker for the possible outcomes. Under the assumption of economic rationality the
profits and the preferences can be identified, but they can be inconsistent with cach other
without the assumption. Even when one outcome is more profitable for a decision maker than
another, the latter can be preferable for the decision maker to the former.

Discriminating between the profits and the preferences, we can consider various types of
relations between them. Coincidence of them, that is, the case that a decision maker prefers an
outcome to another if and only if he/she can get more profit in the former outcome than that
in the latter, is one type of the relations. Another type is the case of no-relation: any profit of
a decision maker in a possible outcome can be associated with any preference for the outcome,



and vice versa. Neither of the types can be accepted to express realistic relations between the
profits and the preferences. We think of a type that exists between these extremes by using the
concept of emotions [43, 44, 45]. Consider two decision makers participating in a situation of
decision making. If onc of them has positive emotions toward another, then helping behavior by
the former to the latter is likely to happen, whereas aggression by the former to the latter is not
likely to occur. Oppositely, if one of them has negative cmotions toward another, then aggression
by the former to the latter seems to be able to happen, but the helping behavior by the former
to the latter does not seems to be realized. This consideration leads us to assumptions regarding
emotions and irrational actions of decision makers: helping behavior of onc decision maker to
another is induced only if the former has positive emotions toward the latter, and aggression
of onc decision maker to another is induced only if the former has negative emotions toward
the latter. These assumptions give a type of relations between the profits and the preferences
of decision makers for any fixed state of emotions among decision makers. The assumptions
are based on the axioms in ‘soft’ game theory [44, 45]. The assumptions refer to the emotional
aspect as well as the economic aspect of decision making, and the relations between the profit
and the preferences of decision makers provided by the assumptions are convincing and realistic.
Thus we also treat them as axioms in this paper as in ‘soft’ game theory.

Frameworks for Treatments of Interperception

As mentioned above, the concept of emotions is introduced in ‘soft’ game theory. Drama
theory [46] also involves the concept in it. Thesc existing theories, however, provide only a verbal
definition of functions of emotions and cxplanations of decision makers’ economically irrational
behavior caused by the emotions. Thus arguments about the way of selection of decision makers
in these theories sometimes have some extent of vagueness. For example, we cannot specify the
choices of actions of deccision makers in a ‘soft’ game. We should obtain a strict and formal
framework for dealing with cmotions, and conscquently, decision makers’ economically irrational
actions in order to understand satisfactorily situations of decision making with cconomic and
emotional aspects. In such a framework we can analyze situations more strictly than in existing
ones. Such a framework, furthermore, allows us to dcal with economic and emotional cffects
on decision making separately. In analyses of situations with cconomic and emotional effccts,
to specify the economic effects on decision makers and their emotions separately is much casier
than to describe exactly their prefercnces made from the economic and emotional effects. Thus
a framework that can deal with the economic and emotional effects scparately is useful for the
analyses. One of the purposcs of this paper is, therefore, to provide such a framcwork.

When we treat the concept of emotions, irrational actions of decision makers, and their
preferences discriminated from their profits in a framework, it is often required to deal with
incompleteness of information in terms of preferences. Consider, for example, two decision
makers involved in a situation. Under the assumption of linearity of preferences of decision
makers, the fact that onc of them has positive emotions toward the other and the other has
negative emotions toward the one can contradict the assumption of completeness of information
regarding preferences: if they try to choose helping behavior and aggression, respectively, their
preferences for possible outcomes is never consistent with the assumption. On the one hand, the
most preferable outcome for the decision maker who has positive emotions to the other is the
least preferable one for the other because of the negative emotions to the decision maker. On
the other hand, the least preferable outcome for the decision maker that has negative cmotions
to the other is the least preferable outcome for the other because of the positive cmotions to
the decision maker. Thus the most preferable outcome for a decision maker coincides with
the least preferable outcome for him/her under the assumption of completeness of information
in terms of preferences, that fact contradicts the assumption of linearity of preferences. This



consideration implies that intending to deal with the concept of emotions, we should climinate
the assumption of completeness of information in terms of preferences.

In spite of our requirement for a framework that can treat situations with incompleteness of
information and the concept of emotion, existing frameworks have difficulties to be adopted.
The framework for hypergames [5, 99, 100] is formal and general, and can be used to cope with
situations with incompleteness of information in terms of who are involved in the situation,
which actions arc available for each decision maker, and how each decision maker cstimates
the outcomes of the situation, that is, the componcents of a situation, but we cannot deal with
situations with incompleteness of information in terms of emotions in the framework. The
framework for information structure [1, 24, 62, 63] is strict and gencral, but usually involves the
hypothesis of mutual rationality in it. That is, the assumption that each decision maker correctly
perceives what cach of the others perceives and each decision maker correctly perceives that
each of the others perceives what each of the others perceives, and so on. We need a framework
that is more general than the existing oncs, that is, a formal framework that can be used without
special hypotheses to deal with situations with incompleteness of information in terms of not
only the components of the situations but also emotions. To provide such a formal and gencral
framework is another purpose in this paper.

Eliminating the assumption of completeness of information in terms of an element of a sit-
uation causes us to consider exchanges of information among decision makers regarding the
element, and changes of their perceptions of the element. For example, if a company obtains
information about a new product of an opponent, then its perceptions of the way of decision
making of the opponent can be changed. New information about voters’ preferences for alterna-
tives of a voting can change their perceptions of preferences. We need a framework for treating
the exchanges of information and the changes of perceptions caused by the exchanges in order
to examine situations with incompleteness of information. Existing frameworks, however, do
not meet our requircment. The framework for hypergames [5, 99] is not satisfying for dealing
with exchanges of information because it is used for static analyses of situations and the aspect
of changes of perceptions is not focused. The framework for information structure [1, 24] fully
focuses the aspect, but the hypotlesis mentioned above is still assumed. We must construct a
formal framework for trcating exchanges of information and changes of perceptions caused by
the exchanges, climinating special hypotheses. Giving such a framework is also another purpose
in this paper.

Analyses on Decision Making with Interperception

Not only do we provide the frameworks mentioned above but also we examine situations by using
the frameworks in this paper. We describe a possible state of a decision makers’ perceptions
of an element of a situation by schemes of the clement. Examining situations requircs some
concepts for schemes to classify possible structures of decision makers’ perceptions. One of the
well known concepts is common knowledge [24]. The concept describes the states that each
decision maker perceives the correct information, each decision maker perceives that cach of the
others perceives the correct information, cach decision maker perceives that each of the others
perceives that the others know the correct information, and so on. We propose the concept of
inside common knowledge in this paper to describe individual part of the concept of common
knowledge: the concept of inside common knowledge expresses the states that a decision maker
believes that a piece of information is common knowledge. We also provide the concepts that are
generalization of the concepts of common knowledge and inside common knowledge. Another
concept that we propose in this paper is integration of perceptions. We can often regard decision
makers as involved in many situations each of which interacts with the others. For cxample, a
company with several sorts of products may be in competition with rivals in each of the markets



of the products, while not all of the products may be allowed to be fully developed becausc
of financial constraints. When we modecl and analyze such a whole situation, we often usc a
method that separates the whole situation into several parts, whose models we combined into
one considering intcractions of them. We can utilize the concept of integration of perceptions
to make an appropriate model of the whole situation. The concept of stability of emotions is
also a concept that we provide in this paper. This concept for schemes of emotions is emerged
from the concept of balancedness of sentiments in psychology [13, 35], and give us structures
of perceptions of emotions. We also propose the concept of complete stability of emotions by
applying the concept of stability of emotions to higher degree of perceptions. These concepts
are uscful for examining situations with incompleteness of information, because thesc express
realistic incomplete structures of perceptions.

There arc four main topics that arc examined in this paper by using the frameworks and the
concepts above. The first one is relations among cconomic and emotional aspects of decision
making, interperception by decision makers, and actions chosen by the decision makers. Exam-
inations of the rclations make it possible to specify decision makers’ choices in a situation with
economic and emotional effects. We propose in this paper the concepts of honesty, confidence,
and partial confidence to cxamine the relations. A decision maker with honesty does not deccive
the others, and a decision maker with confidence does not doubt the others’ word.” A decision
maker with partial confidence believes the others depending on emotions that the others have
toward the decision maker. We treat decision makers with honesty and confidence, and show
that not all of the decision makers involved in the situation of “prisoners’ dilemma” correctly
perceive the ways of selection of them. We also show that if an outcome is hoped by all decision
makers to be realized, and if cach decision maker believes that the others think that the decision
maker will gselect the action that is required to realize the outcomc, then the outcome will be sc-
lected. We deal with, moreover, decision makers with honesty and partial confidence, and prove
that a sufficient condition for the outcome that is hoped to be realized by all decision makers
to be chosen is that they have positive emotions to one another and they believe that they are
thought to select the actions that are needed to realize the outcome. Regarding interperception
by decision makers, we propose the concept of generation of perceptions by using integration of
perceptions, and show analyses of examples of situations generated from a class of situations.

The second topic relates to exchanges of information, especially, deception by decision mak-
ers and credibility of information. In order to examine the aspect of deccption we propose
in this paper two concepts for impossibility of deception: inside strategyproofness and outside
strategyproofness. The former describes situations that deccption of a decision maker causes
changes of his/her preferences, thus the deception cannot be effective. The latter cxpresses sit-
uations that decision makers’ attempts to change the others’ preferences for possible outcomes
by deception end in failure. We provide, morcover, the concepts of separability and extremeness
of confidence for examinations of this aspect. Separability of confidence implies that whether
a decision maker trusts another or not is independent of information about the others, and
extremeness of confidence means that getting new information, a decision maker belicves ei-
ther the information or what he/she had believed when the information was conveyed. In this
paper we examine deception under incompleteness of information in terms of preference, and
show two theorems that mean senselessness of deception: these give sufficient conditions for
inside strategyproofness and outside strategyproofness, respectively. Examinations of credibil-
ity of information requires the concepts of credibility and complete credibility of information for
o decision maker. We trcat credibility of information as depending on each decision maker’s
pereeptions, and proposc the concept of credibility of information for a decision maker. The
concept of complete credibility of information for a decision maker is also provided by applying
the idea to higher degree of perceptions. We cxaminc relations between the aspect of interper-



ception by decision makers regarding emotions, and the concepts of credibility and complete
credibility. We give a sufficient condition for information to be completcly credible for a deci-
sion maker. This condition means that if a decision maker’s perceptions of emotions is inside
common knowledge, and a piece of information is credible for him /her, then the information is
complctely credible for him /her.

The third topic concerns a solution concept that is defined referring to economic and emotional
aspects of decision making. We call the solution ernotional equilibrium in this paper. We
examine relations between the solution concept and modification of perceptions. A decision
maker in a situation selects an action referring to his/her perceptions of the situation. After the
selections of actions by all decision makers, cach decision maker modifies his/her perceptions
depending on the differences between his/her expectations about the selections and the actual
sclections. If there is no difference, then decision makers may not modify their perceptions. We
provide conditions under which it is satisfied that if the actual selections of actions coincide
with the expectations, then the selections form an emotional equilibrium.

The last one is about deadlock in a mecting. The concept of deadlock describes situations
that no decision maker conveys information to the other decision makers despite of no decision
is made as a whole. Such a situation is not favorable especially when the decision makers have
to reach a consensus in the mecting. We provide, moreover, the concept of complete deadlock by
applying the concept of deadlock to higher degree of perceptions. We examine relations among
emotions of decision makers, the voting rule of the meeting, and deadlock. We treat mectings
with odd number of members and majority rule, and give a proposition that shows that it is
impossible for a meeting with completely stable cmotions to reach a complete deadlock. Since
we have an cxample of a meeting at a complete deadlock with not completely stable cmotions,
the property implies important roles of completely stable ciotions of the decision makers in
a meeting. We also give a proposition that shows impossibility of reaching a deadlock for a
meeting with stable emotions. We also show that there is a meeting at a deadlock with not
stable emotions, thus the importance of stable emotions is implied by the property.

Structure of this Paper

In the next chapter, Chapter 2, we provide the frameworks mentioned above: a framework
for describing situations of decision making, that for dealing with cconomic and cmotional
effects on decision making scparately, that for treating the aspect of interperception by decision
makers and incompleteness of information, and that for coping with exchanges of information
and changes of perceptions caused by the exchanges of information. Particularly, in order to
express decision makers’ perceptions of elements of situations, we first specify the elements of
situations of decision making, and define the concepts of strings of decision makers, perceptions,
schemes, and views of the elements. Then we show a proposition that implies equivalence of
giving a scheme of decision makers to providing a set of all strings of decision makers. We also
prove decomposability of a view into perceptions of schemes.

In Chapter 3 we formally define the concepts that arc fundamental for examining situations:
the concept of inside common knowledge, that of integration of perceptions, that of stability of
emotions, and so on. In terms of the concept of inside common knowledge, we prove that the
feature of inside common knowledge is implicd by that of common knowledge. The concept of
integration of perceptions is expressed by using the concept of integration of schemes. We show
that schemes integrated into one form another scheme. Concerning the concept of stability of
emotions, we give propositions that show that it is possible that emotions of decision makers
become stable and completely stable. We show, moreover, a separation theorem for completely
stable cmotions, that is a gencralization of the scparation theorem for balanced graphs [13, 14,
28]. We also examine relations among stable erotions, completely stable emotions, and the



concept of inside common knowledge, and equivalence of the concept of stability to that of
* complete stability under the condition of inside commmon knowlcdge is shown.

Chapter 4 is devoted to analyses of situations of decision making. First, we examine relations
among economic and emotional aspects of decision making, interperception by decision makers,
and outcomes that are determined by actions of decision makers. We deal with honest and confi-
dent decision makers, and show a proposition that indicates impossibility of correct perceptions
of the ways of selection of the decision makers in the situation of “prisoners’ dilemma.” This
implies necessity of examinations of the aspect of interperception by decision makers. We also
give a sufficient condition for a cooperative outcome to be the outcome of the situation. This
assures the verbal suggestion by Howard [44]. Furthermore, we provide a similar proposition for
situations with decision makers with honesty and partial confidence. This implies that ‘naivety’
of decision makers is not always necessary for achicving a cooperative outcome. Employing the
concept of integration of perceptions, morcover, we deal with the issue of generation of schemes,
and analyze examples of generated schemes. Secondly, we focus on cxchanges of information.
Brams’s examinations on deception of decision makers shows that a deceiver can get a more
profitable outcome than the outcome that can be realized through honest offers [9]. In this
paper, in contrast to the examinations, we prove two propositions that mecan sensclessness of
deception by introducing interdependent preferences of decision makers instead of independent
ones: sufficient conditions for inside strategyproofness and outside strategyproofness respectively.
The issuc of eredibility of information is also cxamined in this paper. In ‘soft’ game theory [44]
positive emotions and negative emotions are considered to be able to make unwilling promiscs
and unwilling threats credible, respectively. The concept of credibility of information, however,
is defined only under the assumption of complete information in terms of emotions. We provide
a definition of the concepts of credibility and complete credibility without the assumption, and
show a proposition that implies equivalence of the concept of credibility to that of complete
credibility under the condition of inside common knowledge. Thirdly, we deal with a solution
concept, called emotional equilibrium. Existing solution concepts such as Nash cquilibrium [23]
in game theory, metagame cquilibrium [41] in metagame theory, and scquential stability [100]
in hypergame theory arc defined not referring to emotional aspects of decision makers. Thus we
propose a solution concept involving the aspect of emotions as well as the aspect of interpercep-
tion by decision makers, and examine relations between the solution concept, and coincidence
of decision makers’ expectations about the outcome of a situation and the actual outcome of
the situation. We give conditions under which we have that if the actual outcome is not an
emotional equilibrium, then there cxists a decision maker whose inferences of the others’ sclec-
tions are incorrect. Fourthly, we deal with cooperative situations of decision making. Giving
sufficient conditions for meetings not to reach a deadlock and not to reach a complete dead-
lock respectively, we show that it is important for progression of a mceting to achieve stable
emotions.

Summary and comments for possible directions of further researches are given in Chapter 5.
It includes issues on unification of hypergame theory and ‘soft’ game theory, classification of
situations of decision making, treatments of groups as decision makers, cxchanges of information
in cooperative situations of decision making, and so on.
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Chapter 2

Models

In this chapter we give frameworks for cxaminations of situations of decision making with
interperception. To begin with, classification of the situations into two categories, competitive
and cooperative, is provided, and give a formal model for describing the situations in each
category. Then, models for cxpressing the aspects of emotions, interperception, and exchanges
of information in the situations are strictly defined.

2.1 Classification of Situations of Decision Making

Situations of decision making can be classified into two categories in terms of characteristics
of decision makers in the situations. If cach decision maker in a situation tries to obtain
a bigger profit for him/hersclf, then the situation is said to be competitive. This category
includes competition among companies in a market. The situations of “prisoncrs’ dilemma” and
“chicken” are also examples of the situations in this category. A situation whose participants
intend to make the outcome of the situation preferable as a wholc is called a cooperative situation.
A selection of a car by a family is a typical example of the situations in this category. In this
paper we deal with only compctitive and cooperative situations that can be described as normal
form games [23, 73] and simple games [80], respectively, in spite of the existence situations that
are expressed by other types of frameworks: games in cxtensive form, games in coalitional
form, frameworks for bargaining problems, frameworks for cost sharing problems, frameworks
for surplus sharing problems, and so on [23, 73].

2.1.1 Competitive Situations

Suppose that two companies, A and B, arc competing in a market. If both companies invest in
developing a new product or ncither do, they obtain equal profits. Each of them gets 15 million
dollars in the first casc, and 10 million dollars in the second. If onc of them invests and the
other does not, then the former obtains 35 million dollars and the latter does not get anything.
We can regard this situation as a normal form game [23, 73], called a base competition in this
paper. A base competition consists of three components: the sct of all decision makers in the
situation, for each decision maker the sct of all actions that he/she can select in the situation,
and for cach decision maker the list of profits that he /she obtains in the possible outcomes of
the situation. An individual or an organization can be considered as a decision maker of a base
competition. Thus, two companies, A and B, can be seen as being involved in a competition.
Bach of them has two actions, ‘invest’ and ‘not invest,” in the competition. If each of the
decision makers makes a sclection, then an outcome is determined. Thus there are four possible
outcomes of the competition. Profits of a decision maker for the outcomes can be expressed by -
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ordinal numbers or cardinal numbers. If we describe the profits of the companies by cardinal
numbers, we can describe the competition as Table 1. In the table A chooses a row and B
chooscs a column. Each cell represents an outcome of the competition. Numbers in each ccll
show the profits that the decision makers gain in the outcome. A’s profit is first. We should
notice that the cardinal expression of profits can be converted into the ordinal cxpression, and
thus the ordinal expression is more general than the cardinal expression.

B

Invest Not Invest

Invest | (15, 15) (35, 0)

A
Not Invest | (0, 35) (10, 10)

Million Dollers

Table 1. A competitive situation between two companiés.

We define a base competition strictly. Let N = {1,2,...,n} be the set of all decision makersin
the competition, and S; the set of all actions that decision maker ¢ can select in the competition.
An outcome of the competition is a list of selections by all decision makers, that is, a list
s = (8;)ien of actions s; in S; for each ¢ in N. The set of all outcomes is denoted by S. An
outcome s = (8;)ien is often denoted by (si, s—i) for some ¢ in N, where s_; = (57) e yi}- For
any % in N, the set of all s_;s is denoted by S_;. Decision maker 4 in N gets monetary profit
and loss according to the outcome of the competition. We express profits and losses of decision
maker ¢ in the possible outcomes by a linear ordering F; on S, called the profits of decision
maker 4. For any s and & in S, sF;s' denotes that decision maker 4’s profit in outcome s is
smaller than that in outcome §', and sF.s’ denotes that decision maker 4’s profit in outcome s
is mot smaller than that in outcome s'. F' is the list (F;);eny of the profits F; for each ¢ in N,
called the profits of decision makers. :

Definition 1 (Base Competitions) A basc competition C is a triple (N, S, F).

Example 1 (Examples of Base Competitions) Table 2 gives two examples of base compe-
titions. (a) is the situation of “prisoners’ dilemma,” and (b) is the situation of “chicken.” The
following stories may make these situations clearer. In the situation (a) two murder suspects
are separately questioned by o sheriff. They have agreed not to talk. If one of them ‘defects’
from this agreement and the other does not, then the prisoner who defects gets off free and
the other gets death penalty. If they ‘cooperate’ with each other, then each of them gets a few
years for armed robbery. If both ‘defect,” then each gets a life sentence. In the situation (b)
two teenagers are to drive toward a head-on collision. If one of them ‘swerves,’ then the one s
shamed. If both ‘keep on,” then both die. In each situation there are two decision makers, that
is, N = {1,2}, and in each table decision maker 1 chooses a row and decision maker 2 chooses
a column. Thus, Sy = {c1,d1} and S = {ca,da} in (a), and S = {w1,k1} and So = {w2, ka}
in (b). The four outcomes are ranked as 4, 3, 2 and 1 for each decision maker, where 4 and 1
correspond to the most and least profitable outcomes, respectively. Decision maker 1’s profit is
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first. These ranks represent the profits of decision maker 1, Fi, and those of decision maker 2,
s, respectively.

Go ? do Wy 2 ko
cooperate defect v swerve keep on
] coos;rate (3’ 3) (1’ 4) swveVI}ve (3’ 3) (21 4)
e | @) | @2 on | @2 | (1)
(a) Prisoners' dilemma. (b) Chicken.

Table 2. Examples of base competitions.

2.1.2 Cooperative Situations

Suppose a family to buy a car. The family consists of five members: a husband and wife, two
daughters, and one son. They always adopt the majority rulc when they make a selection that
relates to all members of the family. There are three alternatives in this casc: a white sedan
for 5 persons, a silver wagon for 7 persons, and a red convertible for 5 persons. The husband
prefers the white one to the silver one, and the silver onc to the red one, because he wants to usc
the car on business. The wife likes the silver onc more than the whitc one, and the white one
more than the red one, because she intends to go shopping by car. One of the daughters likes
the red one best, and the silver one least, because she cares about only drives with a boyfriend.
Another daughter cares about family trips, and likes the silver one best, and the white one
least. The son loves the red convertible more than the silver one, and the silver once more than
the white one, because of their colors.

The family may hold a meeting to make the sclection as a whole. We can often see several
stages in a meeting. At the first stage, members in the meeting have to learn the components
of the meeting; the members in the meeting, the alternatives from which the members have
to sclect just one, the favors of the members for the alternatives, the rule of final voting, and
so on. At the next stage, the members interact each other. Bach of the members tries to
persuade others to agree on the alternative that the member most prefers. Some members may
compromise and others not. The final stage is devoted to the actual voting, and an alternative
is chosen by using a given voting rule. We can describe the situation of the meeting for the
selection of a car by the family as a base meeting. A basc meeting consists of four components:
the sct of all decision makers of the meeting, the voting rule of the mceting, the set of all
alternatives of the mecting, and for each decision maker his/her favors for the alternatives. The
decision makers have to select just one from the set of all alternatives. In the situation above
there are five decision makers, and three alternatives. The voting rule is the majority rule, and
the favors of the decision makers for the alternatives are expressed as in Table 3. In the table a
column describe the favors of a decision maker for the alternatives. A decision maker likes the
alternative placed at the top best, and the alternative placed at the bottom least.
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husband wife  daughter 1 daughier2  son

w S r S r
S W w r S
r r S w W

w: white sedan, s: silver wagon, r: red convertible.

Table 3. Favors of decision makers for cars.

We provide a formal definition of a base meeting. Let N = {1,2,...,n} be the sct of all
decision makers in the meeting. A base meeting has a voting rule to make a sclection at the
final stage of the meeting, denoted by W. W is the set of all winning coalitions, and a winning
coalition is a non-empty subset of N. It is assumecd that W satisfies that if S is an element
of W, and T includes S, then T is also an clement of W. Thus a pair of N and W forms a
simple game [80]. W expresses a voting rule, because it is also assumed that if all of the decision
makers in a winning coalition can agree on an alternative, then they have enough power to make
the alternative be the sclection of the final voting, and W is the set of all winning coalitions
in terms of the voting rule. The decision makers have to sclect just one from the set A of all
alternatives. For any i in N, decision maker 4 has the favors for the alternatives, denoted by
F;. The favors F; of dccision maker 4 is expressed by a linear ordering on A. For any a and
¢ in A, aFia' denotes that decision maker ¢ likes alternative o’ more than alternative a, and
af;a/ denotes that decision maker ¢ docs not like alternative ' more than alternative a. The list
(Fy)icn of the favors F; for each i in N is denoted by F, called the favors of decision makers.

Definition 2 (Base Meetings) A base meeting M is a 4-tuple (N, W, A, F').

Example 2 (Examples of Voting Rules) Consider a base meeting M = (N, W, A, F). If
the meeting adopts the majority rule, then we have that for any non-empty subset S of N, S
is an element of W if and only if the cardinality of S is more than o half of the number of the
decision makers. If decision maker i in N is a vetoer in the meeting, then decision maker i is
an element of S for any winning coalition S in W. Moreover, if decision maker i is a dictator
in the meeting, then we have that for any non-empty subset S of N, decision maker i is an
element of S if and only if S is an element of W.

2.2 Emotional Aspects of Decision Making

Not only in game theory [23, 73] but also in metagame theory [41] and in hypergame the-
ory [5, 88], the assumption of cconomic rationality is adopted, and situations of decision making
are cxamined under the assumption. Thanks to the assumption, various solution concepts, cs-
pecially, the Nash equilibrium [23] in game theory, the metagame equilibrium [41] in metagame
theory, and the sequential stability [100] in hypergame theory are proposed and justified. An
experiment shows, however, that a person in the situation of “prisoners’ dilemma” often selects
an action different from the one that the theories suggest [41]. We can, furthermore, sce helping
behaviors [27] and aggression [8] in real situations. Helping bchaviors of a decision maker are
actions that raise others’ profits or favors sacrificing his/her own profit or favor. Aggression
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of a decision maker is an action that causes others some damages sacrificing his/her profit or
favor. Thus they are examples of economically irrational actions. Decision makers never select
such actions under the assumption of economic rationality, but persons in the real world often
sclect the actions. Therefore, we should deal with economically irrational behaviors as well as
economically rational behaviors to cxamine comprehensively situations of decision making.

Treating economically irrational bchaviors naturally requires discrimination between the prof-
its or the favors, and the preferences of decision makers for possible outcomes. The discrimi-
nation induces various types of relations between the profits or the favors, and the preferences,
whercas in this paper we focus on a type of the relations determined by using the concept of
emotions. The concept is introduced in ‘soft’ game theory [44]. Drama theory [46] also involves
the concept in it. These existing theories, however, provide definitions of functions of emo-
tions and explanations of decision makers’ cconomically irrational behavior caused by emotions
only verbally. Then arguments about the way of selection by decision makers in these theories
sometimes have some extent of vagueness. In order to make clear examinations of situations of
decision making, we provide a formal framework for treating emotions and strict definitions of
functions of emotions. The framework, that can deal with economic and emotional aspects of
decision making separately, is uscful for analyses of situations with those aspects, because in
the analyscs, to specify the cconomic and the emotional aspects separately is much ecasier than
to determine decision makers’ preferences made from those aspects.

While economically irrational behaviors can be seen in cooperative situations as well, existing
theories treat them only in competitive situations. Thus we introduce the concept of emotions
to cooperative contexts in order to describe cconomically irrational behavior in cooperative
situations.

2.2.1 Functions of Emotions

Emotions are often classified into several groups and trcated mathematically. Heider [35] clas-
sifics emotions into two groups: positive and negative. Heider [35], moreover, assigns ‘+’ and
‘—’ to positive and negative emotions, respectively, and allows to multiply them. For example,
positive emotions, ‘+,” multiplied by negative emotions, ‘-, is ‘—.” Howard [44] classifies emo-
tions into three groups: positive, negative, and mized. Howard [44], morcover, gives functions
to the positive oncs and the negative oncs, and treats them as axioms of ’soft’” game theory [44].
Howard employs the concepts of unwilling promises, unwilling threats to define the functions
of the emotions. An unwilling promise of a decision maker to another is information that the
decision maker selects a helping behavior for the other, and an unwilling threat of a decision
maker to another is information that the decision maker chooscs an aggressive behavior for the
other. Unwilling promises and unwilling threats are not credible for decision makers, because
the promises and the threats are cconomically irrational, but it is assumed in ‘soft’ game the-
ory that positive emotions from a decision maker to another can make an unwilling promise of
the decision maker to the other credible, and that negative emotions from a decision maker to
another can make an unwilling threat of the decision maker to the other credible.

In this paper we decal with two types of emotions: positive and negative, and cmploy the
multiplication of emotions as Heider [35]. Furthermore, we adopt the functions of emotions
by Howard [44], that is, the assumptions that positive emotions from a decision maker toward
another can make information about the decision maker’s helping behaviors for the other cred-
ible, and that negative emotions from a decision maker toward another can make information
about the decision maker’s aggressive behaviors for the other credible. Moreover, we expand the
assumptions in this paper. The agsumptions about credibility of information about helping and
aggressive behaviors and cmotions allows us to assume that a decision maker with positive emo-
tions toward another tends to select a helping behavior for the other, and that a decision maker



with negative emotions toward another tends to choose an aggressive behavior for the other. We
should think that these tendencics of decision makers’ behaviors cause the assumptions about
credibility of promises and threats. Thus we assume in this paper that positive cmotions from
a decision maker to another can cause his/her helping behaviors to the other, and that negative
emotions from a decision maker to another can cause his/her aggressive behaviors to the other.

We describe possible emotions and relations among them induced by multiplication with the
space of emotions.

Definition 3 (Space of Emotions) The space of cuotion, T', is the set {+, —} with the bi-
nary operation ‘x’ that satisfies (+ x +) = (= x =) =4+ and (+ X =) = (= x +) = —.

Tablc 4 shows the relations among the signs, ‘+’ and ‘—,” and the binary operation ‘x.’

X + —
+ 4+ | —
—| — +

Table 4. Space of emotions

We assume that each decision maker has positive emotions or negative cmotions toward each
of the decision makers. Each decision maker has positive emotions toward him /herself. Positive
cmotions and negative emotions arc identified to the signs, 4+’ and ‘—,” respectively, thus the
emotions of a decision maker toward the decision makers are cxpressed by a list of the signs for
each of the decision makers, called the emotions of the decision maker (Figure 1).

decision maker 1

decision maker i o

decision maker |

[ ]
emotions of

decision maker i decision maker N

Figure 1. Emotions of a decision maker.
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Definition 4 (Emotions) Let N be a set of all decision makers. For any 4 in N, the emotions
of decision maker i is an element of TY, denoted by ¢;. The emotions e; of decision maker i is
a list (ei|j)jen, and e;|; is the emotions of decision maker i toward decision maker j for any j
in N. For any 1 in N, it is assumed that e;|; = +. ¢ denotes the list (e;)icy of the emotions e;
of decision maker i for each i in N, called the emotions of decision makers.

2.2.2 Emotions in Competitive Situations

Helping behaviors [27] and aggression [8] of a decision maker in a competitive situation indicate
that his/her preferences for possible outcomes of the situation depend on his/her profits in the
outcomes, his/her cmotions, and the others’ preferences for the outcomes. We should think that
the preferences of each of the others are also determinced in the same manner. Thus in this paper
we assume that the profits that the decision makers obtain in the outcomes, and the emotions
of the decision makers determine the preferences of each decision maker for the outcomes. This
assumption means that construction of the preferences of each decision maker consists of two
‘steps. In the first step each decision maker infers the preferences of the other decision makers
from the profits and the emotions of decision makers. In the second step each decision maker
constructs his/her own preferences from his/her own profits, his/her own cmotions, and the
other decision makers preferences that he/she inferred in the first step.
To define formally the preferences of a decision maker for possible outcomes, consider a base
competition C = (N, S, F) and the emotions e = (e;)i;en of decision makers.

Definition 5 (Preferences) For any ¢ in N, the preferences of decision maker i is a linear
ordering on S, denoted by P;. It is assumed that I; is determined from the profits F' and the
emotions ¢ of decision makers. For any s and §' in S, sI;s' denotes that decision maker i prefers
outcome s' to outcome s, and sJ.s' denotes that decision maker i does not prefer outcome s’ to
outcome s. P denotes the list (P;)ien of the preferences P; of decision maker i for each ¢ in N,
called the preferences of decision makers.

Explaining functions of cmotions requires the concept of rules of decision makers. A rule
of a decision maker indicates his/her action corresponding to each possible list of the others’
actions. The idea of rules of decision makers comes from the concept of metagame strategics
in metagame theory [41]. While metagame theory deal with nth-level of metagame strategies
for any positive integer n, in this paper we trcat only what correspond to first-level metagame
strategies. In ‘Soft’ gamc theory information about behaviors of decision makers is conveyed
in the form of inducement tactics [44, 49], that are a special type of rules of decision makers.
Inducement tactics of a decision maker, however, do not always exist in the casc that there arc
many decision makers and each of them has many possible actions. Each decision maker should
be allowed to exchange information even if he/she does not have any inducement tactics. The
expression of information about behaviors of decision makers by using rules of decision makers
is adequate to deal with the decision makers equally.

Definition 6 (Rules) Consider a base competition C = (N, S, F). For any i in N, a function
from S_; to S; is called a rule of decision makeri. A list of rules of decision maker i for each
1 in N is called a rule of decision makers.

Example 3 (Examples of Rules) Consider the situation of “prisoners’ dilemma” in Table 2
(a). Decision maker 1 has four possible rules. Each rule of decision maker 1 is a function from
Sy = {co,da} to S1 = {c1,d1}. Each function indicates that ca corresponds to c1 or di, and
do to ¢1 or dy. Similarly, consider the situation of “chicken” in Table 2 (b). Decision maker 1
in the situation also has four rules, and they are the possible functions from Sa = {wa, ka} to
St ={wri, k1}. BEach of them indicates that wo corresponds to wy or ki, and ko to wy or k.
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In this paper we assume that each decision maker in a base competition C = (N, S, F) has just
one rule to make a selection in the situation, and the rule of decision maker 4 in N is denoted
by 7;. This means that if decision maker ¢ infers that the others will sclect a list of actions
5_i = (8;)jen\{iy in S—, then decision maker ¢ selects the action r;(s;) in S;. We assume,
moreover, that the rule r; of decision maker 7 must be consistent with the preferences P; of
decision maker 7. That is, for any s_; in S_;, if r;(s_;) = s; if and only if (s;, s_;) P;(s}, s—;) for
any s, in S;. In other words, the rule of a decision maker is the best reply function determined
by the preferences of the decision maker. The list (r;)icn of the rules r; of decision maker ¢ for
each 7 in N is called the rules of decision makers, and denoted by 7.

Given a base competition C' = (N, S, F) and the preferences P of decision makers, we can
define rational, helping, and aggressive rules of a decision maker, considering relations among
the preferences P of decision makers and the profits F' of the decision maker.

Definition 7 (Rational Rules) For any s_; in S—_;, if a rule v, of decision maker i in N
satisfies that (r}(s—;),s—;) F, (8i,5-i) for any s; in S;, then r; is o rational rule of decision
maker i at s_;.

Definition 8 (Helping rules) Consider two decision makers, 1 and 3, in N. For any s—_; in
S_i, if a rule v, of decision maker i satisfies that (sf,s—;) Pj (ri(s—:),s—:), then 1} is a helping
rule of decision maker i to decision maker j at s—;, where s} satisfies that (s7,5-;) F; (8i,5-i)
for any s; in S;.

Definition 9 (Aggressive Rules) Consider two decision makers, i and j, in N. For any s—;
in S_i, if a rule i of decision maker i satisfies that (ri(s—;),s—s) Pj (8},5_;), then r; is an
aggressive rule of decision maker i to decision maker j at s_;, where s} satisfies that (s}, 5_;)
F: (siys—i) for any s; in S;.

A rational rule of a dccision maker chooses the most profitable action for the decision maker,
receiving a list of actions of the other decision makers. A helping rule of a decision maker to
another selects an action that causes an outcome that is preferable for the other to the outcome
that is caused in the case that the decision maker chooses the most profitable action for him /her.
An aggressive rule of a decision maker to another selects an action that causcs an outcome that
is not preferable for the other to the outcome that is caused in the casc that the decision maker
chooses the most profitable action for him/her.

Example 4 (Examples of Rational, Helping, and Aggressive Rules) Consider the sit-
uation of “prisoners’ dilemma” in Table 2 (u), the preferences P of decision makers, and the
rules v of decision makers. If the rule r1 of decision maker 1 satisfies that r1(ca) = di, then
71 is a rational rule of decision maker 1 al co. Considering the case that the preferences Po of
decision maker 2 coincide with the profits Fy of decision maker 2, we have that if r1(ce) = ¢1,
then r1 is o helping rule of decision maker 1 to decision maker 2 ot c2. In the situation of
“chicken” in Table 2 (b) with the preferences P of decision makers and the rules r of decision
makers, if r1(ka) = wa, then r1 is a rational rule of decision maker 1 at ko. If the preferences
Py of decision maker 2 coincide with the profits Fy of decision maker 2, then we have that if
r1(k2) = k1, then 71 4s an aggressive rule of decision maker 1 to decision maker 2 at k.

We have assumed that emotions have functions in terms of credibility of information about
helping and aggressive behaviors, and the tendencies of decision makers’ behaviors. We first
describe the function in terms of credibility of information by defining credible information. In
this paper, regarding competitive situations, we focus on information about the rules of decision
makers. It is assumed that the information is conveyed in the form of a rule of a decision maker.
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Consider a base competition C = (N, S, F), the preferences I of decision makers, the emotions
e; of decision maker ¢ in N, and information #; about the rule r; of decision maker 4, where 7;
is a function from S_; to S;.

Definition 10 (Credible Information) For any s_; in S—;, the information 7; is credible ot
s—i, if we have either
1. #; 15 a rational rule of decision maker i at 5_;,
2. there exists decision maker k in N such that ¢;

maoker i to decision maker k at $_;,
or

= + and 7; is a helping rule of decision

3. there exists decision maker k in N such that e;|lr = — and 7; is an aggressive rule of
decision maker 1 to decision maoker k af s_;.

This definition means that information about economically rational behavior is always cred-
ible for decision makers, and that cmotions have the functions to make information about
economically irrational behavior credible for decision makers.

Example 5 (Credible Information) Consider the situation of “prisoners’ dilemma” in Ta-
ble 2 (a), the preferences I, the rules v, and the emotions e of decision makers. If information
1 about the rule of decision maker 1 satisfies that #1(co) = dv, then the information is credible
at c2, because it is a rational Tule of decision maker 1. In the case that the preferences P> of
decision maker 2 coincide with the profits Fy of decision maker 2, if we have that #1(c2) = c1
and e1|a = +, then the information is credible at co, because it is an helping rule of decision
maker 1 to decision maker 2, and decision maker 1 has positive emotions toward decision maker
2. In the base competition of “chicken” in Table 2 (b) with the preferences I and the rules v of
decision makers, if information #1 about the rule of decision maker 1 satisfies that #1(k2) = wa,
then the information is credible, because it is a rational rule for decision maker 1. In the case
that the preferences Py of decision maker 2 coincide with the profits Fy of decision maker 2,
if we have that 1 (k2) = k1 and e1|2 = —, then the information is credible at k2, because it is
an aggressive rule of decision maker 1 to decision maker 2, and decision maker 1 has negative
emotions toward decision maker 2.

Given a base competition C = (N, S, F), the preferences P, the emotions e, and the rule r
of decision makers, we can describe the function of emotions in terms of tendencies of decision
makers’ behaviors by the assumption that for any 4 in N and any s_; in S_;, we have either
that r; is a rational rule of decision maker i at s_;, that for some & in N such that e;|p = +, r;
is a helping rule of decision maker ¢ to decision maker k at s_;, or that for some £ in N such
that e;|r = —, 7; is an aggressive rule of decision maker 4 to decision maker k at s_;. Thus the
rule of a decision maker is also information that is credible for decision makers.

Example 6 (Functions of Emotions) Consider the situation of “prisoners’ dilemma” in
Table 2 (o) with the preferences P, the rules r, and the emotions e of decision makers. In
the case that the preferences o of decision maker 2 coincide with the profits Fo of decision
maker 2, if eila = +, then r1(c2) = c1 or di because of positive emotions of decision maker
1 toward decision maker 2. If ei|a = —, then ri(c2) = di because of negative emotions of
decision maker 1 toward decision maker 2. In the situation of “chicken” in Table 2 (b) with
the preferences P, the rules 7, and the emotions e of decision makers, if the preferences Py of
decision maker 2 coincide with the profits Fy of decision maker 2, then we have that if e1|2 = +,
then r1(ke) = wq because of positive emotions of decision maker 1 toward decision maker 2.
If ei|o = —, then r1(ka) = w1 or k1 because of negative emotions of decision maker 1 toward
decision maker 2.
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2.2.3 Emotions in Cooperative Situations

Even in a cooperative situation as a mecting to make a selection of a car by a family as a whole,
helping behavior and aggression of decision makers can be observed. For example, the son in the
family in Table 3 may vote in favor of the whitc sedan to make his father happy. The daughter
who loves the silver wagon may vote for the red convertible to make her mother sad. Thus, as
in competitive situations, we should assume that the preferences of decision makers for possible
alternatives in a cooperative situation are determined from the favors of decision makers and
the emotions of decision makers. We define, therefore, the preferences of decision makers in a
basc meeting M = (N, W, A, F) with the emotions e = (¢;)sen of decision makers as follows.

Definition 11 (Preferences) For any % in N, the preferences of decision maker i is a linear
ordering on A, denoted by P;. It is assumed that P; is determined from the favors F and the
emotions e of decision makers. For any a and o' in A, aP;d' denotes that decision maker i
prefers alternative o/ to alternative a, and af;a’ denotes that decision maker i does not prefer
* alternative a' to alternative a. I denotes the list (P;);en of the preferences Py of decision maker
i for each i in N, called the preferences of decision makers.

To describe formally functions of emotions in cooperative situations, we need to define ratio-
nal, helping, and aggressive behaviors of a decision maker in a meeting such as rational, helping,
and aggressive rules in a competitive situation. Consider a base meeting with the majority rule
as in the family in Table 3. We can easily think of a definition of rational behaviors of a deci-
sion maker. It is apparently rational for a decision maker to vote according to the favors of the
decision maker. We can, morcover, think of two types of definitions of helping and aggressive
behaviors. One is parallel to the definitions of helping and aggressive rules in the casc of com-
petitive situations. We regard possible patterns of the vote of a decision maker as actions of a
decision maker in a competitive situation, and define a rule of a decision maker in a meeting as
a function that indicates a pattern of his/her vote corresponding to each list of patterns of the
others’ votes. A vote of a decision maker can be identified with a helping rule toward another
if the vote yields a preferable alternative for the other to the alternative that is caused when
the decision maker votes according to his/her favors. Similarly, an aggressive rule of a decision
maker to another can be defined as a vote that does not cause a preferable alternative for the
other to the alternative that the vote according to the favors of decision maker results.

This way of definitions of helping and aggressive behaviors in a meeting hag a problem that a
vote can be labeled as neither rational, helping, nor aggressive, because a voting rule, especially
the majority rule without any tie-braking rule, often does not yield just one alternative when a
list of votes of decision makers is given: in this way, just one alternative has to be specified for
each list of votes of decision makers in order to determine whether a vote of a decision maker is
helping or aggressive. For example, if cach member in the family in Table 3 votes according to
his/her favors for the alternatives, then the majority rule cannot result the final selection of the
family as a whole. Thus cven if the son votes for the white scdan, the vote cannot be labeled
as neither helping nor aggressive. The difficulty makes us adopt the other way of definitions
of helping and aggressive behaviors in a meeting. This way employs the concept of one-rank
improvements of the position of an alternative, and a metric defined on the sct of all possible
patterns of the vote of a decision maker. Consider a set A of all alternatives, and the sct of all
linear orderings on A, denoted by L(A).

Definition 12 (One-Rank Improvements) Consider two linear orderings, I’ and P, in
L(A), alternative a in A, and alternative o’ in A such that aPd’ and there is no alternative
o' such that alPd'Pa’. Ordering P' is obtained by a onec-rank improvement of the position of
alternative a from ordering P, if we have that bPa if and only if bP'a, and bPa’ if and only if
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bP'a' for any alternatives b in A\{a,d'}, and that bPY if and only if bI'Y for any alternatives
b,b in A\{a,a'}, and that o' P'a: the exchange of the positions of a and o’ remaining the other
alternatives’ positions.

Example 7 (One-Rank Improvements) In the casc of the family in Table 3, the favors of
the husband (red convertible F silver wagon F' white sedan) is a one-rank improvement of the
position of alternative ‘white sedan’ from the favors of the wife (red convertible F' white sedan
F silver wagon).

Definition 13 (Distance between Two Orderings) Consider distinct linear orderings, I’
and P', in L(A), and define the distance between ordering P and ordering P’ as the minimal
length q of the sequence P = Py, P1,..., P, = P’ of orderings in L(A) such that ordering D:
is obtained by a one-rank improvement of the position of an alternative form ordering .1 for
any T =1,2,...,q. For any ordering P in L(A), the distance between ordering P and ordering
P is defined as 0. The distance between P and P’ is denoted by d(I, I"").

Example 8 (Distances between Two Orderings) In the case of the family in Table 3, the
distance between the favors of the husband and the favors of the wife is 1. The distance between
the favors of the husband and the favors of the son is 8. The distance between the favors of the
wife and the favors of the son is 2.

We can easily confirm that the distance defined above satisfics the conditions to be a metric.
Proposition 1 The distance defined above is a metric on L(A).

(proof) First, we have that d(P,P') > 0 for any two orderings, P and P’, in L(A) from
the definition, and that d(P, P’) = 0 if and only if P = P’, becausc an ordering needs positive
numbers of one-rank improvements in order to reach a distinct ordering. Second, we have
d(P,P"y = d(I’", P) for any two orderings, P and P’, in L(A). If one of minimal sequences
from ordering P to ordering P’ by one-rank improvements is P = Iy, I’,..., P, = P’, then
the reversed sequence P’ = Py, Pp1,...,%0 = P is one of minimal sequence from ordering
P’ to ordering P by onc-rank improvements, because if ordering P is obtained by a one-rank
improvement of the position of an alternative from ordering P’, then we can obtain ordering
P' by a one-rank improvement of the position of another alternative from ordering P. Third,
for any threc orderings, I, I’ and P”, in L(A), we have that d(P, P") < d(P, ") + d(P', P"),
because d(P, P") > d(P, P') +d(P’, P") implies that one of the shortest sequence from P to P”
is longer than the connection of a sequence from P to P’ and a sequence from P’ to P", and
this contradicts the definition of d. [ |

Using the metric on L(A), we can define rational, helping, and aggressive behaviors in a
meeting. The idea of the definitions is as follows: given a base meeting and the preferences of
decision makers, we define a rational vote of a decision maker as a linear ordering that is the
same as the favors of the decision maker. A helping vote of a decision maker to another is a
linear ordering whose distance from the preferences of the other is shorter than the distance
between the favors of the decision maker and the preferences of the other. An aggressive vote
of a decision maker to another is a linear ordering whose distance from the preferences of the
other is longer than the distance between the favors of the decision maker and the preferences
of the other. A linear ordering whose distance from the preferences of the other is cqual to the
distance betwecn the favors of the decision maker and the prefercnces of the other is called an
irrelevant vote. Congider a base meeting M = (N, W, A, F') and the preferences I of decision
makers.
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Definition 14 (Rational Votes) A linear ordering P’ in L(A) is a rational vote of decision
maker i in N, if ordering P is the same as the fovors F; of decision maker i, that is, P' = F;.

Definition 15 (Helping Votes) Consider two decision makers, © and j, in N. A linear or-
dering P’ in L(A) is a helping vote of decision maker i to decision maker j, if the distance
between the preferences Py of decision maker j and the ordering I’ is shorter than the distance
between the preferences P; of decision maker j and the favors F; of decision maker i, that s,
AP}, P') < d(P;, Fy).

Definition 16 (Aggressive Votes) Consider two decision makers, i and j, in N. A linear
ordering P' in L(A) is an aggressive vote of decision maker i to decision maker j, if the distance
between the preferences P; of decision maker j and the ordering I is longer than the distance
between the preferences P of decision maker j and the favors F; of decision maker i, that is,
d(Pj, P > d(Pj, E;).

Definition 17 (Irrelevant Votes) Consider two decision makers, i and j, in N. A linear
ordering P' in L(A) is an irrelevant vote of decision maker i to decision maker j, if the ordering
P’ is different from the favors F; of decision maker i, and the distance between the preferences
P; of decision maker j and the ordering P' is equal to the distance between the preferences Iy
of decision maker § and the favors F; of decision maker i, that is, P’ # F; and d(P;, ') =
d(P;, F).

Example 9 (Rational, Helping, Aggressive, and Irrelevant Votes) In the case of the
family in Table 8, assume that each decision maker has the preferences that is equal to his/her
favors. Then we have apparently that the preferences of each decision maker is a rational vote
of the decision maker. The preferences of the husband is a helping vote of the son to the wife,
because the distance between the preferences of the wife and the preferences of the husband is 1
and the distance between the preferences of the wife and the preferences of the son is 2. The
preferences of the son is an aggressive vote of the wife to the husband, because the distance
between the preferences of the husband and the preferences of the son is 3 and the distance
between the preferences of the husband and the preferences of the wife is 1. The preferences of
one of the daughters is an irrelevant vote of the other daughter to the son, because the distance
between the preferences of the son and one of the daughters is the same as the distance belween
the preferences of the son and the other daughter.

The functions of emotions in terms of credibility of information about helping and aggressive
behaviors in coopcrative situations can be described by defining credible information as in
the casc of competitive situations. In this paper, regarding cooperative situations, we focus
on information about the preferences of decision makers, and assume that the information
is conveyed in the form of a linear ordering on the set of all alternatives. Consider a base
mecting M = (N, W, A, F), the preferences P and the emotions ¢; of decision maker ¢ in N,
and information P; about the preferences P; of decision maker 4.

Definition 18 (Credible Information) The information P; is credible, if we have either
1. B is a rational vote of decision maker i,

2. there exists decision maker k in N such that e;
maker ¢ to decision maker k,

r =+ and Pisa helping vote of decision

3. there exists decision maker k in N such that e;|r, = — and P; is an aggressive vote of
decision maker i to decision maoker k,
or
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4. P is an irrelevant vote of decision maker i to decision maker k for any k in N\{i}.

Example 10 (Functions of Emotions) In the casc of the family in Table 3 with the emotions
¢ of decision makers, assume that each decision maker has the preferences that is equal to his/her
favors. If information about the preferences of the son is equal to the preferences of the son,
then the information is credible, because it is a rational vote of the son. If the information is the
same as the preferences of the wife, and the son has positive emotions toward the husband, then
the information is credible, because it is a helping vote of the son to the husband. If information
about the preferences of the wife is equal to the preferences of the son, and the wife has negative
emotions toward the husband, then the information is credible, because it is an aggressive vote
of the wife to the husband.

The functions of emotions in terms of tendencies of decision makers’ behaviors can be ex-
pressed as follows: in a base meeting M = (N, W, A, F') with the preferences P of decision
makers and the emotions e; of decision maker 4 in N, we have either that P; is a rational vote
of decision maker i, that for some %k in N such that e;|;, = +, P; is a helping vote of decision
maker 7 to decision maker k, that for some k in N such that ¢;|, = —, I is an aggressive
vote of decision maker i to decision maker k, or that P; is an irrelevant vote of decision maker
i to decision maker &k for any k in N\{s}. Thus the preferences of a decision maker is also
information that is credible for decision makers.

Example 11 (Credible Information) In the case of the family in Table 3 with the emotions
e and the preferences P of decision makers. Assume that the preferences of the husband s equal
to the favors of the husband. If the son has positive emotions toward the husband, then the son
can have the preferences that are the same as, for example, the favors of the son and the favors
of the wife. If the wife has negative emotions toward the husband, then the wife can have the
preferences that is equal to, for example, the favors of the wife and the favors of the son.

2.3 Interperception by Decision Makers

Introducing emotions of decision makers into situations of decision making and dealing with
economically irrational behaviors of decision makers require us to treat the aspect of interper-
ception by decision makers. Considering two decision makers; one has positive emotions toward
the other, and the other has negative emotions toward the one, we have that the one may try to
have the same preferences as the other, and that the other may intend to have the preferences
that are equal to the reversed preferences of the one. This situation contradicts the assumption
of complete information in terms of preferences; at least onc of them has to have incorrect
perceptions of the prefercnces of the other. The most preferable outcome or alternative for
the decision maker with positive emotions toward the other is least preferable for the decision
maker with negative emotions toward the other, and the most preferable outcome or alterna-
tive for the decision maker with negative emotions toward the other is most preferable for the
decision maker with positive emotions toward the other. Thus the most preferable outcome or
alternative coincide with the least preferable outcome or alternative under the assumption of
complete information in terms of prefcrences, and this contradicts the assumption of linearity
of the prefercnces of decision makers.

We nced an appropriate framework to treat interperception by decision makers, but existing
frameworks are not satisfactory. In the framework for hypergames [5, 100] we can deal with the
interperception of components of a base compctition, but cannot deal with that of the emotions
of decision makers. The framework, moreover, does not treat strictly the interperception of
the set of all decision makers. The framework for information structure [1, 24, 62, 63] employs
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the hypothesis of mutual rationality, thus we can apply the framework to only litnited cases.
Furthermore, interperception by decision makers in cooperative situations has not been treated
in any framework. In this scction, therefore, we provide a framework to treat interperception
by decision makers without special hypotheses. In the framework we can appropriately deal
with interperception in terms of any component of a situation, especially, the set of all decision
makers, the emotions of decision makers, and the components of a cooperative situation.
Introducing interperception by decision makers to situations of decision making requires re-
definition of functions of emotions. In this section we give the modified version of definition of
credibility of information caused by the employment of interperception by decision makers.

2.3.1 Interperception of the Set of All Decision Makers

Each situation, whether it is competitive or cooperative, involves a set of decision makers in it.
Each decision maker in a situation may misperceive who arc participating in the situation. Thus
we should treat interperception by decision makers in terms of the set of all decision makers. We
employ the concepts of schemes and strings of decision makers to describe the interperception
of the set of all decision makers. The concepts of schemes of decision makers and strings of
decision makers arc similar to those of hypcrmaps [12] and strings of players [100], respectively.
In order to describe decision makers’ pereeptions of the set of all decision makers in a situation,
we have to employ both of the concepts at the same time.

Consider the set of decision makers in a situation. Each decision maker may believe that a
person who is not included in the sct is also participating in the situation. In this paper we
regard such a person as a decision maker in the situation, while the person does not influcnce
the decision actually, and appears in only ectual decision makers’ perceptions. We call such a
decision maker a fake decision maker. Let N be the set of all decision makers including all fake
decision makers such as the person. Furthermore, for any ¢ in N, let N  be decision maker i’s
perception of N, that is, decision maker ¢ believes that the set of all decision makers in the
situation is N¢. N* must be included in N, because N consists of the sct of all actual and fake
decision makers as well. Decision makers in N are classified into three groups. First group
consists of all of the fake decision makers, and sccond group consists of the decision makers
each of who is an actual decision maker, but does not believe that he/she is an actual decision
maker. Third group is the set of the actual decision makers each of who believes that he /She
is an actual decision maker. For any decision maker ¢ in the first and the second group, we
should have that N* = {i}, because hc/she does not believe that he/she is participating in
some interactive situations of decision making. For any decision maker ¢ in the third group,
we should have that i € N and N' # {i}, becausc he/she believes that he/she is a decision
maker, and participating in an interactive situation. For any decision maker ¢ in the third
group, and any j in N i guch that j # 4, decision maker ¢ regards decision maker j as an actual
decision maker. Since decision maker ¢ knows that decision maker j also has a perception of
N, decision maker ¢ tries to perccive correctly the perception. Let N 7% be decision maker ¢’s
perception of decision maker j’s perception of NV, then we should have that N 7" ig included in N7,
because decision maker ¢ cannot perceive the persons whom he/she does not know. Oppo'ﬂtely,
if decision maker i perceives a decision maker j’s perception of N, then we should have that j is
included in N?, because decision maker regards decision maker j as a decision maker. Applying
this consideration to higher degrec of perceptions, we obtain a definition of decision makers’
pairs of a scheme and a set of strings of decision makers. For any ¢ in N, let ¥j be the set
of all ordercd strings of decision makers o = 4yé9-- -4, (¢ = 1,2,...) such that il,z'z, oo, g are
elements of N, i, is equal to 4, and i, is not equal t0 %41 for any r = 1,2,...,¢ — 1, that is,
E:‘—{o—zlzg g (¢ =1,2,...) | 1,82, ... 4qg € N, 4g =1, zr;«éz,+1(r—12 q—l)}
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Definition 19 (Pairs of a Scheme and a Set of Strings) For any ¢ in N, decision maker
i’s pair of a scheme and a set of strings of decision makers is a pair (N;, %), where N; =
(N7 | N7 C N)gey; and 3; C 37, which satisfies the following conditions:

1. the string i is an element of %,
2. for any string o = i1ig - -iq i 5; (g =1,2,3,...), decision maker i1 is an element of N7,

3. for any string o = ivis - ig in X (¢=1,2,3,...), and any decision maker j in N7\{i1},
string jo is an element of Xy, and N7 is included in N,
and

4. for any q = 2,3,..., if string 0 = 414y - - -4y 45 an clement of ;, then string 1903 - - - iy 18
an element of 3, and decision maker iy is an element of N7,

For any ¢ in N and any decision maker 4’s pair (N;, ;) of a scheme and a set of strings
of decision makers, N; and X; are called decision maker i’s scheme of decision makers and
decision maker 4’s set of strings of decision makers, respectively. For any o in X;, N7 is called
o’s perception of decision makers. A list (IN;, X;)ien of pairs (IN;, X;) of a scheme and a set of
strings of decision makers for cach ¢ in N is called decision makers’ pair of a scheme and a st
of strings of decision makers, denoted by (N, ¥).

For any i in N, any o = 414+ --i, in 3, and any j in N7, jo denotes the string jiis - - - iq if
4§ # i1, and the string 4149 - - -4, if 7 = 1. Similarly, oj denotes the string 142 - - -igj if J # i,
and the string 4142 - - - 44 if § =14,

For any 4 in N, decision maker 7’s pair of a scheme and a set of strings of decision makers
in a situation expresses decision maker 7’s perceptions of the set of all decision makers in the
situation. If decision maker 4 in N believes that all of the decision makers in N arc involved in
the situation, and that it is common knowledge among them, then his/her scheme of decision
makers, N; = (N%)gex,, satisfies that N7 = N for any o in ;, and his/her sct X; of strings of
decision makers is equal to X¥. If decision maker ¢ docs not think that he/she is participating
in the situation, then N; = (N?), where N* = {i}, and %; = {i}. Between these extremes, we
think of various states of decision makers’ perceptions of the sct of all decision makers. Each of
the statcs is described as a pair of a scheme and a set of strings of decision makers.

We can show equivalence of giving a decision maker’s scheme of decision makers to providing
his/her sct of strings of decision makers as follows.

Proposition 2 (Equivalence of a Scheme to a Set of Strings) For any ¢ in N, consider
two decision makeri’s pairs, (N3, 3;) and (N';, X';), of a scheme and o set of strings of decision
makers, where N; = (N7)yeyx, and N'; = (Nm,)(,rezri. If we have that 3; = Y;, then it is
satisfied that N = N'° for any o in X; = ¥';.

(proof) Assumec that ¥; = ¥';, and suppose a string ¢ = i112...99 In X; = 3. From
Condition 2, we have that 4; is an element of N° N N'?. For any j in N7\{41}, the string jo is
an element of 3; because of Condition 3. Then, from Condition 4, j is an element of N', since
%, = ;. Thus N7 is included in N'?. Replacing N and N'7, we have that N7 = N'°. [

Thanks to this proposition, we can describe a decision maker’s perceptions of the set of all
decision makers by providing cither his/her scheme of decision makers, or his/her set of strings
of decision makers.



2.3.2 Interperception of Components of Situations

Consider a situation of decision making. A decision maker in the situation can perceive, and
may misperceive, any component of the situation. In a competitive situation the the set N of all
decision makers, the set S of all outcomes, the profits F, the emotions e, the preferences P, and
the rules r of decision makers; and in a cooperative situation the set N of all decision makers,
the set W of all winning coalitions, the set A of all alternatives, the favors F, the cmotions e,
and the preferences P of decision makers; arc regarded as the components of the situation so
far. We cxpress decision makers’ perceptions of the sct of all decision makers by using dccision
makers’ pairs of a scheme and a set of strings of decision makers. For any component of the
situation, we can describe decision makers’ perceptions of the component by employing decision
makers’ pairs of a scheme of decision makers and a sct of strings of decision makers, and decision
makers’ schemes of the component.

For example, suppose the set N of all decision makers in a situation, decision makerg’ pair
(N, ) of a scheme and a set of strings of decision makers, and the emotions e of decision
makers. Decigion maker 7 in N believes that all of the decision makers in N ¢ are participating

“in the situation, and that cach decision maker in N " has emotions. We express decision maker
i’s perceptions of the emotions by defining decision maker ’s perception of emotions as a list
(€§)jeni of decision maker ¢'s perceptions ¢t of the emotions ¢; of decision maker j for cach j
in N?, denoted by e'. Decision maker :, moreover, believes that each dccision maker j in N°*
thinks that N7 is the sct of all decision makers in the situation, and each of them has emotions.
We describe decision maker #’s perceptions of decision maker j’s perceptions of the cmotions
by defining ji’s perception of emotions as a list (e1')penii of decision maker ¢’s pereeptions el
of decision maker j’s perceptions e, of the emotions ey of decision maker k in N7%, denoted by
el. Generally, for any string o of decision makers in 3J;, o’s perception of emotions is defined
as a list (ef)env, denoted by e”. Then we obtain the following definition of decision maker %’
schemes of emotions.

Definition 20 (Decision Makers’ Schemes of Emotions) Consider the set N of all deci-
sion makers in a situation and decision makers’ pair (N, X) of a scheme and a sel of strings of
decision makers. Decision maker i’s scheme of emotions is a list (¢7)oex; of 0’ perceptions e’
of emotions for each string o in X;, denoted by e;. A list (e;)ien of decision maker i’s schemes
of emotions e; for each i in N is called decision makers’ scheme of emotions, denoted by e.

We can apply the same consideration to any component of a situation. Given the set N of all
decision makers in the situation, decision makers’ pair (N,X) of a scheme and a set of strings
of decision makers, and a component X of the situation, where X can be N, S, W, A, F,P,r,
e, or even C or M, for any ¢ in N and any o in 3J;, we can define o’s perception of X, denoted
by X?. Thus we get N, §7, W¢, A° F° P7 r? ¢, C7, or M°. Then we definc decision
maker s scheme of X as a list (X7)gex; of o’s perceptions X7 of X for each o in 35, denoted
by X;. Then we get N, S:;, W;, A;, F;, P;, r;, e;, C; or M;. Decision maker 4’s scheme X; of
X expresses decision maker ¢’s perceptions of X. A list (X;)ien of decision maker 4’s schemes
X; of X for cach 4 in N is called decision makers’ scheme of X, denoted by X. Thus we have
N,S,W,A F,P,re C or M

Adding to the concepts of perceptions and schemes of a component, we definc the concept
of decision makers’ views on the componcent. Consider the set N of all decision makers in a
situation and decision makers’ pair (N, ) of a scheme and a set of strings of decision makers.

Definition 21 (Decision Makers’ Views on Components) For any ¢ in N and any com-
ponent X of the situation, decision maker i’s view on X is a list (X7)pex;\fi}, denoted by
X
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For any 4 in N, decision maker ’s view on X comnsists of all decision maker i's perceptions
of the others’ perceptions of X. In fact, regarding the same sct of all decision makers N and
the same decision makers’ pair (N, Z) of a scheme and a set of strings of decision makers, the
differcnce between decision maker s scheme X; of X and a decision maker i’s view X' on X is
only decision maker #’s perception X? of X, that is, X; = (X7, X").

Applying the consideration above to higher degree of perceptions, for any ¢ in N, any o in ¥;,
and any component X of a situation, we have the concepts of ¢’s schemes of component X and
o’s views on component X. Let X, be the set of all strings 7 in 33; such that 7 = 4142 - - 440 for
some iy, 49,. . . ,iq inN (q =0,1,2,---), that is, Ly = {7 = d142 - - - dglgr1ig42- 4 (¢ =0,1,2,...)
irbgr1laa - = o}. Especially, the string o is an element of %,.

Definition 22 (Strings’ Schemes of Components) For any o in X;, o’s scheme of X is a
list (X7 )rex, of T’s perceptions X of X for each string T in Ly, denoted by X,. Particularly,
for the string i in 5y, i’s scheme of X, Xy, is equal to decision maker i’s scheme of X.

Definition 23 (Strings’ Views on Components) For any ¢ in X;, 0’s view on X is a list
(X7)res,\{o}, denoted by X7. Particularly, for the string i in X;, i’s view on X, X, is equal
to decision maker 1’s view on X.

Regarding relations between views and schemes, we have the following proposition.

Proposition 3 (Decomposition of a View into Schemes) Consider the set N of all deci-
sion makers in o situation, decision makers’ pair (N, ) of a scheme and a set of strings of -
decision makers, and a component X of the situation. For any ¢ in N, i’s view Xt on X is
decomposed into ji’s schemes of X for cach j in N'\{i}, that is, Xt = (Xji)jeningy- Generally,
for any o =igia- i, in'S;, o's view X7 on X is decomposed into jo’s schemes of X for each
] mn N”\{’I;l}, that ’iS, X7 = (Xj(f)jEN"’\{'il}'

(proof) We show the general case. For any o = 4112+ -ig In X, we have that X7 =
(X)rex,\{o} Dy the definition. Classifying 78 in terms of the decision maker immediately
before o, and considering the fact that the possible ones are included in N7, we have that
X7 = (XM | ujo € EU\{U})]GNG\{”}, where the string p can be null-string. For any j
in N"\{u} the set {pjo | pjo € Es\{o}} coincide with the set ¥, thus we have that

7 = ((X")vex,,)jenNa\{in}- Since (X")yex;, = Xjo for any j in N\{i1}, we have the result.
|

This proposition implies that a decision maker’s view on a component can be intcrpreted as
perceptions of the others’ schemes of the component. From this proposition, moreover, we have
that X; = (X, (Xji)jenivgiy) for any ¢ in N. This means that decision maker 7’s scheme of X
can be expressed as the pair of decision maker ¢’s perception X ¢ of X and decision maker 7’s
perceptions of the others schemes of X. Figure 2 illustrates the structurc of a decision maker’s
scheme of a component.
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decision maker i's
perception

decision maker i's
view

decision maker i's
perception of
decision maker j's

“ decision maker i's scheme

scheme

Figure 2. Structure of a scheme.

2.3.3 Interperception and Functions of Emotions

We need to re-define the functions of emotions when we introduce interperception by decision
makers in situations of decision making. Each decision maker in a situation perceives the
situation subjectively, and behaves referring to his/her subjective perceptions. Thus credible
information for one decision maker can be incredible for another. We provide a revised version
of definition of credibility of information, and consequently, functions of emotions considering
decision makers’ subjective point of view.

Emotions in competitive situations

Suppose the set N of all decision makers in a competitive situation and decision makers pair
(N, ¥) of a scheme and a set of strings of decision makers. For any ¢ in IV, decision maker ¢
regards the situation as C; = (INy, S;, F4), where N; = (N7)pex;, Si = (57 )oen;, Fi = (F7)oex;
because of his/her subjective point of view. This means that decision maker i thinks that
the situation is €' = (N, 5%, F?), and that decision maker j believes that the situation is
CUt = (N7, 83 Fi'), and so on. -

Decision maker 4 also regards the emotions, the preferences, and the rules of decision makers
as e; = (e)gex;, Pi = (P%)oew;, and v; = (1%)5ey;, respectively. The assumption that the
preferences of each decision maker are determined by the profits and the cmotions of decision
makers is still valid in this case, and we should describe the assumption more cxactly. We assume
that decision maker i's perception P! of the preferences I of decision maker 4 is determined by
decision maker 7’s scheme F; of profits and decision maker 4’s scheme e; of emotions. Decision
maker 7’s scheme r; of rules must be consistent with decision maker ¢’s scheme P; of preferences,
that is, for any o in X;, r{ must be consistent with 7.

For any ¢ in N, if we have decision maker ¢’s scheme C; = (N, 8;, F;) of base competitions
and decision maker 4’s scheme P; of preferences, we can define rational, helping, and aggressive
rules for decision maker . Consider decision maker j in N°¢.

Definition 24 (Rational Rules) For any s—; in S, if ji’s perception ' of the rule of
decision maker j satisfies that (r' (s—;), s i)' (85, 8-5) for any s; in S}, then o' is decision
maker 7 ’s rational rule for decision maker ¢ at s—;.

Definition 25 (Helping rules) Consider decision maker k in Nt For any $—; S’J_"j, if
e . [Jl » T o I . . ) ’*ji . ]Z /Jt . .

ji’s perception 1 of rule of decision maker j satisfies that (s i s 8—) P (15 (8—j),8-;), then
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r’j’ is decision maker j’s helping rule to decision maker k for decision maker i at 5_;, where

% Jt *.77 . v . . Py -77
™% satisfies that (s s—j)F; (sj,8-5) for any sj in S5
Definition 26 (Aggressive Rules) Consider decision maker k in N, For any 8—j m Sﬁj,
THIE on 90 of 1 . i Jig it o y
zfty.z s perception 1y of rule of decision maker j satisfies that (r'; (s—j), s-5) B}, (5% ,8-5), then
'r’z-z s a decision maker j’s aggressive rule to decision maker A for decision mal»eri at 5,

where 3*;’ satisﬁes that (s*gi’, sﬁj)ﬂ?"(sj, s-;) for any s; in Sj’

Considering decision maker i’s scheme C; = (N, S;, F;) of base competitions, decision maker
i's scheme P; of preferences, and decision maker i’s scheme e; of emotions, credibility of infor-
mation #; about the rule of decision maker j for decision maker 1, where #; is a function from
S7 ’7 to SJ ‘. can be re-defined as follows.

Definition 27 (Credible Information) For any s_; in 57
for decision maker i at s_;, if we have either

"o the information 7; is credible

1. #; is decision maker j’s rational rule for decision maker i at s—j,

2. there exists decision maker k in N7' such that e]'|, = + and 7; is decision maker j’s
helping rule to decision maker k for decision maker i at s_j,
or

3. there ewists decision maker k in N7 such that ¢’ il = — and F; is decision maker j’s
aggressive rule to decision maker k for decision make'r 1 at 5.

If for any s_; in S_J, 7 5 credible for decisz’on maker i at s_;, then 7; is said to be credible

for decision maker ¢.

Given decision maker i’s scheme C; = (N;, S;, F;) of base competitions, decision maker ¢’s
scheme P; of prefercnces, decision maker 7’s scheme e; of emotions, and decision maker ¢'s
scheme r; of rules, we can re-define the function of emotions in terms of tendencies of decision
makers’ behaviors by the assumption that for any s_; in S?;, we have cither that ¢ is decision
maker §'s rational rule for decision maker i at s_;, that for some k in N such that ef|, = +,
r¢ is decision maker ¢’s helping rule to decision maker k for decision maker ¢ at s_;, or that
for some k in N' such that eily, r¢ is decision maker i’s aggressive rule to decision maker % for
decision maker ¢ at s_;.

Emotions in cooperative situations

Given the set N of all decision makers in a competitive situation and decision makers’ pair (N, )
of a scheme and a set of strings of decision makers, as in the case of competitive situations, we
can suppose for any 7 in N, decision maker ¢’s scheme M; = (N;, W;, A;, F;) of basc meetings,
decision maker 4’s scheme e; of emotions, decision maker ¢’s scheme P; of preferences. For any
o in %, moreover, we can define a metric d” on the set L(A7) of all linear orderings on A7 as
the metric d defined on L(A) in a previous section. For any i in N and any 7 in N, we can
define decision maker 7’s rational, helping, aggressive, and irrelevant votes for decision maker 4
by using these metrics.

Definition 28 (Rational Votes) A linear ordering P’ in L(A") is decision maker j ’s rational
vote for decision maker i, if ordering P’ is the sume as ji’s perception Fj“ of the favors of

decision maker j, that is, P' = Fju”.
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Definition 29 (Helping Votes) Consider decision maker k in N7 A linear ordering P’
in L(ATY) is decision maker j’s helping vote to decision maker k for decision maker i, if the
distance between ji’s perception P,f:i of the preferences of decision maker k and the ordering P’
is shorter than the distance between ji ’s perceptions P,ﬂ of the preferences of decision maker k
and i ’s perception FJ of the favors of decision maker j, that is, df’(P” P’) (lﬂ(P]ﬁz,Fﬂ)

Definition 30 (Aggressive Votes) Consider decision maker k in N7t A linear ordering P’
in L(A7) is decision maker j’s aggressive vote to decision maker k for decision maker 1, if the
distance between ji’s perception I)* of the preferences of decision maker k and the ordering I’
15 longer than the distance between ji’s perceptions PIZ of the prcjemnccs of decision maker k
and ji’s perception Fj“ of the favors of decision maker §, that is, &' (Pl', P') > d/*(P} ,F“)

Definition 31 (Irrelevant Votes) Consider decision maker k in N7t A linear ordering P'
in L(A7) is decision maker j’s irvelevant vote to decision maker k for decision maker i, if the
distance between the ji’s perception PJ of the pre c’renccb of decision maker k and the ordering
P' is equal to the distance between ji s perceptions P,ﬂ of the preferences of decision maker k
and ji’s perception F’ of the favors of decision maker j, that is, d]’(PJ‘ P = d'(P} ,F”)

Considering decision maker i’s scheme M; = (N, W;, A;, F;) of base mectings, decision maker
i’s scheme P; of preferences, and decision maker 4’s scheme e; of emotions, the credibility of
information 13]' about the preferences of decision maker j for decision maker ¢, where Pj is a
linear ordering in L(A’") can be re-defined as follows.

Definition 32 (Credible Information) The information Pj is credible for decision maker 4,
if we have either

1. P; is decision maker j’s rational vote for decision maker 1,

2. there exists decision maker k in N7* such that ¢f'|p = + and I; is decision maker j’s
helping vote to decision maker k for decision maker i,

3. there ewists decision maker k in N7' such that e?z[k, = — and P; is decision maker j’s
aggressive vote to decision maker k for decision maker 4,
or

. P: is decision maker j’s irrelevant vote to decision maker k for decision maker ¢ for ang
J G ‘
k in N7*.

Given decision maker i’s scheme M; = (N;, W;, A;, F;) of base meetings, dccision maker ¢’s
scheme e; of emotions, and decision maker ¢’s scheme P; of preferences, we can re-define the
function of emotions in terms of tendencies of decision makers’ behaviors by the assumption
that we have either that P! is decision maker ¢’s rational vote for decision maker 4, that for
some k in N7 such that e, = +, P} is decision maker ¢’s helping vote to decision maker & for
decision maker %, that for some % in N? such that ef|r, = —, P! is decision maker i’s aggressive
vote to decision maker k for decision maker 4, or that P} is decision maker ¢’s irrelevant vote to

decision maker k for decision maker i for any k in N\{s}.

2.4 Information Exchanges

Under incompleteness of information about a component of a situation, information in terms of
the component influcnces decision makers’ perceptions of the component. Decision makers may
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or may not believe the information, and may or may not change their perceptions according to
the information. Treating situations with incompletencss of information requires us to cope with
exchanges of information and changes of decision makers’ perceptions caused by the exchanges.
We propose a framework for treating the changes of perceptions.

While exchanges of information in terms of any element of a situation can be occurred,
we focus in this paper on the exchanges of information in terms of preferences, more precisely,
information about the rules of decision makers in competitive situations, and information about
the preferences of decision makers in cooperative situation, because one of the targets in the
paper is their irrational behaviors that are induced by their prefercnces.

2.4.1 Exchanges of Information and Changes of Perceptibns

In a competitive situation the rule of a decision maker is regarded as to be consistent with
his/her preferences, and it is also assume that the preferences depend on the profits and the
cmotions of the decision makers in the situation. Under the assumption of completeness of in-
formation in terms of profits, information about the rules of decision makers may cause changes
of decision makers’ perceptions of their preferences, and then the changes may induce modifi-
cation of decision makers’ perceptions of their emotions. In a cooperative situation, similarly,
it is assumed that the preferences of a decision maker are determined by the favors and the
emotions of decision makers. If the favors of decision makers are common knowledge among
them, then exchanges of information in terms of the preferences of decision makers may cause
modification of their perceptions of the preferences, and consequently, alterations of decision
makers’ perceptions of their emotions.

Let us consider strictly. Consider, for example, a competitive situation. Suppose the set
N of all decision makers in the situation and decision makers’ pair (IN,X) of a scheme and
a set of strings of decision makers. Decision maker ¢ in N has decision maker ¢’s scheme
C; = (N;,S;,F;) of base competitions, where N; = (N7)gex;, Si = (S7)oex;, Fi = (F7)oexn;,
and i’s scheme e; = (€%) ey, of emotions. Then, moreover, decision maker ¢ constructs his/her
schemes, P; = (P)yeyx, and r; = (r7),¢y;, of preferences and rules, respectively. We assume
that we can describe relations among the scheme of profits, emotions, prefercnces, and rules by
rule functions of decision maker i. A rule function f; of decision maker 4 is a function from
the product of the set of all decision maker i’s schemes of profits and that of emotions to the
set of all rules of decision maker i, that is, f;(F;,e;) = r;. Bccause we assume that the rule
of a decision maker is the vest reply function determined by his/her preferences, f; cxpresses
composition of construction of his/her preferences from his/her schemes of profits and emotions,
and association of his/her rule with the prefercnces.

If the competitive situation satisfies that the profits of decision makers are common knowledge
among them, then we can regard the rule of a decision maker as depending on only the scheme
of emotions, that is, f;(e;) = ;. Moreover, if a decision maker has a fixed rule function through
the situation, changes of his/her rule induced by ncw information is reduced to changes of
his/her scheme of emotions. Then, considering that decision maker ¢’s scheme X;; is expressed
as a pair of decision maker 4’s perception X i and decision maker ¢’s view X*, and decision maker
i’s view can be decomposed into ji's schemes X;; for each 4 in N*\{i}, we cmploy three types
of functions to describe changes of perceptions caused by cxchanges of information: scheme
functions, perception functions, and view functions. Suppose the case that information 7 about
the rules of decision makers is conveyed to decision makers. We assume that the conveyance
of the information becomes common knowledge among the decision makers in the situation.
Changes of the scheme of a decision maker as a whole caused by ¢ is described by the scheme
function of the decision maker in terms of 7. A scheme function g;() of decision maker ¢ in
terms of 7 is a function from the set of all decision maker 4’s schemes of emotions to the sct
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itself, that is, g;()(e;) = €';. A perception function describes only the change of the perception.
A perception function h;(#) of decision maker ¢ in terms of 7 is a function from the set of
all decision maker i’s schemes of emotions to the sct of all decision maker ¢’s perceptions of
emotions, that is, ¢i(#)(e;) = €/*, wherc e; = (¢!, e'). A wiew function I;(#) of decision maker
in terms of # is a function from the set of all decision maker 4’s schemes of emotions to the set
of all decision maker i’s views of emotions, that is, ;(#)(e;) = €*, where ¢; = (¢, e).

2.4.2 Changes of Perceptions and Interperception

Since rule functions, scheme functions, perception functions, and view functions can be regarded
as components of the situation, we can introduce interperception by the decision makers into
the functions. Thus, given the set N of all decision makers in a situation and decision makers
pair (N, %) of a scheme and a set of strings of decision makers, we get, for any 4 in N and any
information 7, decision maker 7’s schemes, f;(7), g;(#), h;(#), and 1;(#), of rule functions, scheme
functions, perception functions, and view functions in terms of #, respectively.

On the one hand, for any 7 in N decision maker ¢ knows his/her own perceptions of emotions,
thus changes of his/her perceptions caused by new information can be expressed by his/her
perception function in terms of the information. On the other hand, because he/she does not
always perceive the cxact perceptions of emotions by the others, modification of his/her view
of emotions requires two steps (Figure 3). First, he/she creatc another view referring to the
existing view, the information, and his/her scheme f; of rule functions by using his/her view
function. This step means that after the exchange of information each decision maker tries to
reconstruct the states of the others’ schemes before the exchange of information. Then, in the
second step, each decision maker gets a view that is regarded as the present states of the others’
scheme, applying the perceptions of the others’ scheme functions to the view obtained in the
first step. We assume, therefore, the following relations among the schemes, g;(#) of scheme
functions, h;(#) of perception functions, and 1;(#) of view functions in terms of #: for any o in
Y, and any 7 in N°, '

95 (7) = (b5 (7), (93" (F)renin\(5y © 1 (F)),
and particularly, for any ¢ in NV,

g5(#) = (5(), (9 (P)rensyjy © 1(7)-

decision maker i's
scheme function

decision maker i's
perception function

decision maker i's
perception of
decision maker j's
scheme function

decision maker i's
view function

Figure 3. Relations among scheme functions, perception
functions, and view functions.
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This framework for expressing modification of decision makers’ perceptions of emotions caused
by information about the rules of decision makers can be applied to changes of perceptions of
any component of a situation caused by information about any component of the situation,
especially, perceptions and information of the components in a cooperative situation. In any
case, we define scheme functions, perception functions, and view functions in tcrms of the
information, and assume the rclations among the functions above.
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Chapter 3

Fundamental Concepts

In this chapter we provide definitions of concepts of inside common knowledge, integration of
perceptions, stability of emotions, and so on, that are esscntial for examinations of situations of
decision making. We also give fundamental properties of relations among the concepts.

3.1 Common Knowledge and Inside Common Knowledge

In this section we treat the concept of common knowledge [1, 24] and its generalizations. The con-
cept of inside common knowledge describes individual part of the concept of common knowledge.
Applying the idea of the concept of inside common knowledge to higher degree of perceptions,
we provide the gencralizations.

3.1.1 Common Knowledge

The concept of common knowledge expresscs a type of structures of decision makers’ perceptions.
If cach decision maker in a situation correctly perceives an event regarding the situation, and
if each decision maker believes that cach of the others corrcctly perceives the event, and if
each decision maker thinks that cach of the others believes that each of the others correctly
perceives the event, and so on, then the event is said to be common knowledge among the
decision makers. The concept of common knowledge is strictly defined and cxamined in the
framework of information structure by Aumann [1, 24] with the concepts of states of the world
and knowledge operators. The framework, however, requires the hypothesis of mutual rationality,
that is, the assumption that each decision maker correctly perceives what each of the others
perceives, and that cach decision maker believes that each of the others correctly perceives what
cach of the others perceives, and so on. The hypothesis restricts the extent of application of
the framework and the concept of common knowledge. In order to make it possible to use the
concept of common knowledge in more general contexts, we define the concept in our framework
for interperception. Consider the set N of all decision makers in a situation and decision makers’
pair (N, 2) of a scheme and a set of strings of decision makers. We dcfine decision makers’ pairs
in common knowledge, first.

Definition 33 (Pairs in Common Knowledge) The pair (N,) is in common knowledge,
if we have that $; = SF for any i in N, or equivalently, that N7 = N for any o in X and any
1 in N.

The equivalence can be shown as follows: assume that ¥; = X for any 4 in N. Then, by
the definition of decision maker’s pair, for any ¢ in 3;, we have ¢ is an clement of N7, and we
also have that j is an element of N7 for any j in N\{¢}, because the string jo is an element
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of ;. Oppositely, assume that N° = N for any ¢ in &; and any ¢ in N. Particularly, we have
that N? = N, because the string 7 is an element of ; by the definition of decision makers’
pair. Moreover, it is satisficd that for any j in N\{i}, the string j7 is an element of X; because
N? = N. Thus if string o in I} consists of two decision makers, then o is also an clement
of ¥;. Assumec that for any string o = ijia-- -4 in X that consists of ¢ decision makers, o
is an element of ¥;. Then by the definition of decision maker’s pair, for any j in N\{i1}, we
have that jo is an element of ¥;, because N¢ = N. Thus for any string in X7 that consists of
¢+ 1 decision makers is an clement of ;. Therefore, by mathematical induction, we have that
D

Next, consider decision makers’ scheme e = (e;)icy of emotions. We define decision makers’
scheme of emotions in common knowledge.

Definition 34 (Schemes in Common Knowledge) The scheme e of emotions is in com-
mon knowledge, if it is satisfied that for any i in N, any o in 3;, any j in N7, and any k in
NI7 N NJ, e}’-|k = eélk

If decision makers’ scheme of emotions is in common knowledge, then cach decision maker
correctly perceives the emotions of decision makers, and each decision maker believes that cach
of the others correctly perccives the emotions of decision makers, and each decision maker
thinks that each of the others believes that each of the others correctly perceives the cmotions
of decision makers, and so on.

In the case that decision makers’ pair (N, ) is in common knowledge, we can identify e
and e for any ¢ and j in N, because decision maker j’s perception of his/her emotions should
be regardcd as the true state of the cmotions of decision maker j by decision maker 2. Then we
have an equivalent definition of decision makers’ scheme of emotions in common knowledge to
the above definition. '

Definition 35 (An Equivalent of Common Knowledge) The scheme e of emotions 1s in
common knowledge, if we have that for any i and j in N, and any o in 37, ¢’ =¢ 77,

Tf decision makers’ pair (N,%) is in common knowledge, the former definition says that
decision makers’ scheme e = (e;);en of cmotions is in common knowledge if for any i, 7, k in
N, any o in BF, e7|p = €; 4|k, that is, e7 = ¢! Con31dermg another decision maker [ in N, we

have that for any ¢ and / in N, and any o in E o7 = cj = e;"l for any j in N, that is, e7 = ¢“ ol

Therefore we obtain the latter definition. Oppos1t01y, assume that for any ¢ and 7 in N, and
any o in X7, 7 = = ¢%7. Then we have that for a_uy ki 111 N, el =¢; o, Con51der1ng the case that

1=k and o = k, we have that for any 7 in N, ck =¢F 2 Identlfylng ck] and e, we obtains that
ek = ¢} for any j in N. Applying the assumption inductively, we have that for any ¢ in N, any
oin X7, any k in N, e‘,j:eli:j, for any [ in N.

We can apply the idea of common knowledge to any component of a situation: for any
component in a situation, we can define decision makers’ scheme of the component in common

knowledge.

3.1.2 Inside Common Knowledge

The concept of common knowledge involves decision makers’ scheme of a component in its
definition. Tt is difficult for a decision maker to check whether decision makers’ scheme of a
component is in common knowledge or not, because decision makers’ scheme includes not only
his/her own scheme but also the others’ schemes, and perceiving correctly all of the elements
in the others’ schemes requires the decision maker to gather huge amount of information. On



the contrary, whether decision makers’ scheme is in inside common knowledge or not is easily
checked. The concept of inside common knowledge describes individual part of the idea of
common knowledge, and only a decision maker’s scheme is involved in the definition of the
concept. If decision makers’ schemc is in inside common knowledge for a decision maker, then
the decision maker believes that decision makers’ scheme is in common knowledge (Figure 4).

X is in common knowledge.

Xis in inside common
knowledge for decision maker I.

Figure 4. Common knowledge and inside common knowledge.

Consider the set N of all decision makers in a situation and decision makers’ pair (N, X) of
a scheme and a set of strings of decision makers. We define decision makers’ pairs in inside
(
common knowledge for a decision maker ¢ in N.

Definition 36 (Pairs in Inside Common Knowledge) The pair (N, X) is in inside com-
mon knowledge for decision maker i, if we have that for any o in X;, N = N*.

Decision makers’ scheme e = (e;);cn of emotions in inside common knowledge for a decision
maker is defined as follows:

Definition 37 (Schemes in Inside Common Knowledge) Decision makers’ scheme e of
emotions is in inside common knowledge for decision maker i, if it is satisfied that for any o in
Y, any j in N7, and any k in N7, e‘jlk = e;|k :

For any 4 in N, if decision makers’ scheme of emotions is in inside common knowledge for
decision maker 4, then decision maker ¢ belicves that he/she correctly perceives the emotions of
decision makers, and that what each of the others believes about the emotions is the same as
decision maker 4’s perceptions of the emotions.

Under the condition that decision makers’ pair (N, X) of a scheme and a set of strings of
" decision makers is in common knowledge, decision makers’ scheme e = (e;);en of cmotions is
in inside common knowledge for decision maker ¢ in N if and only if for any ¢ in X7, any j and
any k in N, ef |, = eélk, that is, for any o in ¥7, e = e'. Then, considering another decision
maker [ in N, we have that for any [ in N, and any ¢ in X7, ¢ = ¢t = €!. Oppositely, if we

36



agsurmc that for any [ in N, and any o in 37, e = ¢l7 . then we have, particularly, that ¢” = ¢
for any ¢ in X¥. Thus for any ¢ in 3}, and any j and k in N, e le = cj &- Therefore, we have
an equivalent definition of in inside common knowledge for decision maker ¢ in N under the
condition of decision makers’ pair (N, %) in common knowledge.

Definition 38 (An Equivalent of Inside Common Knowledge) The scheme e of emo-
tions is in inside common knowledge for decision maker i, if we have that for any j in N
and any o in X7, e7 = ¢I7.

We can easily check the following relation between the concepts of common knowledge and
inside common knowledge under the condition of decision makers’ pair (N, X)) in common knowl-
edge. Suppose the set N of all decision makers in a situation, decision makers’ pair (N, ¥) of
a scheme and a set of strings of decision makers, and decision makers’ scheme e = (e;);en of
emotions. '

Proposition 4 Assume decision makers’ pair (N, X) is in common knowledge. If e is in com-
mon knowledge, then for any i in N, e is also in inside common knowledge for decision maker

(proof) Assume that e is in common knowledge. Then, we have that for any ¢ and j in N
and any o in B¥, e? = %, becausc decision makers’ pair (N, ) is in common knowledge. Thus
forany kin N, ef = er. Considering the case that ¢ = k and ¢ = k, we have that el = e]]zj for
any 7 in N. Since we can identify eﬁj with ci,, it 1s satisfied that for any 7 in NV, e’,j, = ei Given

a string 7 = 41ig - - -4, in X, we have that e} = ¢)) = e}/ =--- = ¢] for any k in N. Similarly,
for the string j7, we have that ef = ¢], = ¢! =¢]' - = ¢} for any k in N. Therefore for

any 7 in N and any 7 in X7, we obtain that e = el = e;” for any k in N, that is, ¢” = 7. |

As a corollary of this proposition, we have that if for some ¢ in N, decision makers’ scheme
of emotions is not in inside common knowledge for decision maker ¢, then the scheme is not in
common knowledge. This implies that if a decision maker does not belicve that the scheme is
in common knowledge, then the scheme is not in common knowledge, actually.

3.1.3 Generalizations of Inside Common Knowledge

We can generalize the concepts of common knowledge and inside common knowledge, applying
the idea to higher degree of perception. Consider the set N of all decision makers, decision
makers’ pair (N, X) of a schemc and a set of strings of decision makers, and decision makers’
scheme e = (e;);cy of emotions.

Definition 39 (Inside Common Knowledge for Strings) Foranyi in N and any o in Xy,
decision makers’ scheme e of emotions is in inside common knowledge for o, if it is satisfied
that for any 7 in Xy, any j in N7, and any k in NiT, e;lA = Gﬂk

Particularly, if the string o is equal to 4, the the definition of decision makers’ scheme of
emotions in inside common knowledge for ¢ i equivalent to the definition of the scheme in
inside common knowledge for decision maker 4. Moreover, we can verify the following relation
between schemes in inside common knowledge. Consider the set N of all decision makers in a
situation, decision makers’ pair (N, 2) of a scheme and a sct of strings of decision makers, and
decision makers’ scheme e = (e;);cny of emotions.
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Proposition 5 For any i in N, any o in 3;, and any 7 in S, if decision makers’ scheme e
of emotions is in inside common knowledge for o, then the scheme is also in inside common
knowledge for T.

(proof) Assume that the scheme is in common knowledge for ¢. Because ¥, is included in

. . . - . ! . gt 4 .
Y, for any 7' in X, we have that for any j in N7, and any k in N'7, e} | = €7 k. Since the
string 7 is also an clement in 3., we have that for any j in N7, and any k in N’7, el | = €] |x.

f P . . ; . oy . « . [
Because N7 and N’7 are included in N7 and N?7, respectively, it is satisfied that for any 7 in
t R o ' .. . .
N7, and any k in N77, el | = e7|x. Thus the scheme is in inside common knowledge for 7. m
) y » & 7 1k g

Examination of the aspect of interperception by decision makers requires classification of
decision makers’ schemes of any component of a situation. Such concepts of common knowledge,
inside common knowledge, and their generalizations can be defined on the schemes, and are
useful for the classification. '

3.2 Integration of Perceptions

We can often regard decision makers as involved in many situations each of which interacts with
the others. For example, a marricd business person may compete with his/her co-workers, and
may attempt to make his/her spouse happy. A company with several sorts of products may be
in compctition with rivals in each of the markets of the products, while not all of the products
may be allowed to be fully developed because of the financial constraints of the company. When
we describe a situation as a basc competition, the whole situation of a decision maker can be
expressed by several base competitions and interactions of them. The business person may be
regarded as being involved in a base competition of promotion on the one hand, and a basc
competition of a good husband and a good wife on the other hand. One of the interactions of the
base competitions in this case is a constraint on “time.” Similarly, competition among companics
in the market of each product may be identificd with a base competition, and the financial
constraints can be interpreted as interactions of the base competitions. Without considering
the interactions, we could not sufficiently understand the whole situation by analyzing the base
competitions with frameworks given in this paper and standard solution concepts in game theory.
We should construct a proper model of the whole situation considering not only the isolated base
compctitions but also the interactions of them. Thus we provide a formal method for making
an appropriate model of the whole situation. The method integrates all the base situations into
one taking the interactions of them into consideration so that the whole situation is described
as a single base situation. Hence, in analyzing it we can take full advantage of framcworks
provided in this paper and standard game theory.

In this paper we focus on formal treatments of the interactions that affect only possible actions
open to decision makers, but there exist various types of interactions among base competitions.
Actually, mutually interactive base compctitions and intcgration of them have been theoreti-
cally studied under the headings such as linkages between games [82], two-level games [20, 81],
composition of gamnes [96, 98], and so on. Radford comprehensively, but verbally, discusses the
issue of linkages between games [82]. He deals with several forms of linkages, and especially
points out that the linkages may affect the possible strategics open to the players in the games
and the preferences of the players for possible outcomes of the games. Putnam et.al. con-
" ceives of the connection between diplomacy and domestic politics as a two-level game [20, 81].
Since they focus on analyzing the entanglements of domestic and international politics, only
two games - an international negotiation game and a domestic politics game — are engaged
in their discussion. Srikant and Bagar study only two groups such that there arc strong interac-
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tions within each group and a weak interaction between the two groups [96]. Vilkov considers
composition of games whosc members are disjoint [98]. Our method can deal with finitely many
basc competitions whose members may mutually interscct.

Practically, the idea of integration of base competitions relates to procedures for modeling a
complex situation. We can recognize at least two types of methods to make a model. One is the
class of methods with which we construct a model of the whole situation dircctly gathering all
information about it [3, 41, 85]. These methods are used to analyze relatively simple situations.
The other type of methods separates the wholc situation into several parts, whose models we
combined into one considering interactions of them [82]. This typc of methods is more cfficient
to make a model of an extremely complex situation than the methods in the former class.
Although the integration of base competitions has been implicitly introduced into the methods
even in the latter class so far, we deal with them in an cxplicit manner. We can also utilize the
concept of integration of base competitions when we modify the model of the whole situation in
practice. The modification of a model is required when we face a new situation different from
the situation for which the modcl is constructed. If some of the components of the original
model are recyclable, in making a modified version of the model it is much more eflicient to
reusc the recyclable components than repeating all procedurcs for modeling from the scratch.

When we introduce the aspect of interperception by decision makers to the concept of in-
tegration of base competitions, the whole situation of a decision maker can be expressed by
several schemes of base competitions and interactions of them, and it is required to construct a
proper model of the wholc situation considering the interactions as well as the schemes of base
competitions. Replacing base competitions with schemes of base competitions in the discus-
sions above, we reach the idea of integration of schemes. We give, thercfore, a formal method
to integrate schemes of base competitions into onc as well as a method for intcgration of base
competitions.

3.2.1 Relations among Actions

In order to deal with decision makers involved in many competitive situations, we describe
each of the situations as a base competition, and interactions of the situations as relations
among actions. Then, the whole situation of the decision makers is represented as a single base
competition through a method of integration of base competitions. We provide a definition of
relations among actions, first. ’

Suppose that two companies, A1 and Ag, arc competing in a market (Table 5). If both
companies invest in developing a new product or both do not, they will obtain equal profits.
Each of them will get bigger profit in the former case than that in the latter case. If one of
them invests and the other does not, the former will be extremely successful, whereas the latter
will not get anything. This situation can be expressed by a base competition C' = (N, S, F),
where in this case we adopt cardinal profits F' of decision makers. That is, for any ¢ in N, the
profits of decision maker 4 is a function F; from the set S of all outcomes to the set R of all real
numbers, and F is the list (F;);en of the profits F; of decision maker ¢ for each 4 in V.
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Az

Invest Not Invest

Invest | (15, 15) (35, 0)

A,
Not Invest | (0, 35) (10, 10)

Million Dollers

Table 5. Competition in a market.

If Ay in Table 5 is diversified, it may participate in another market described as in Table
6 at the same time. In the market it is expected that the investment of A; will be very
efficient, since the existing facilities of the company can be utilized into production of a new
product, whereas As’s investment will lead the company to poor result because of the high cost of
introducing new facilities. When we analyze the whole situation of Ay, we have to take account of
interactions of all situations in which A is participating. Generally speaking, however, if many
competitive situations are mutually interactive, it is often difficult to express scparately each of
the situations as a basc competitions, since we frequently cannot determine the components of
a base competition without referring to the others. In particular, the profits of decision makers
in one base compctition often depend on the consequences of the other competitions. In this
paper, however, we analyze only competitive situations that can be described as base situations
the components of each of which are completely determined not depending on the other games.
Particularly, the profits of decision makers are cardinally and commensurably asscssed, e.g., as
in Table 5 and 6.

A

Invest Not Invest

nvest | (20,5) | (25, 0)

A1
Not Invest | (0, 0) (5, 5)

N Million Dollers

Table 6. Competition in another market.

There are various kinds of interactions between base competitions [82]. In particular, the
interactions may affect the possible actions and the profits of decision makers. If a decision
maker is involved in several base competitions, he/she has to make a sclection in each of them.
It is often impossible to take a particular combination of actions because of his/her constraints
of finance, time, and so on. For example, it may be impossible for A; to invest in two markets
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because of the financial constraints of the company. On the other hand, the profits of a decision
maker for a combination of outcomes may not be consistent with the profits in the individual
outcomes, even if they are cardinally assessed. A company may have a big profit cven combining
poorly assessed outcomes of investment, since the cost of facilities can be reduced. While the
both kinds of interactions have great importance, we treat only the interactions that affect the
possible actions, the interactions that are mathematically morc tractable than those affecting
profits. Thus we assume that the profits of a decision maker in a combination of outcomes is
additively determined by the profits in the outcomes, that is, the profits in the combination of
the outcomes is given by the sum of all cardinal profits in the outcomes.

In order to deal with the base competitions whose interactions affect the possible actions
of decision makers, we dcfine relations among actions of each decision maker. The relations
among actions of a decision maker is the sct of all possible combinations of actions of the
decision maker. An outline of the relations among actions is as follows. Suppose that a decision
maker is engaged in just two base competitions, a and S, simultancously. The decision maker
has to select a combination of two actions. Onc of them is for «, and the other is for 3. If the
decision maker sclects action s for «, and if action s is also one of the alternatives for 3, then the
decision maker must select the action for 3, since each decision maker has to select exactly one
action for each base competitions in which he/shc is involved. Thus the combination (s, s) of
actions must be an element of the relations among actions of the decision maker. Moreover, for
any action of the decision maker in ¢, e.g., ¢, there must exist at least one action of the decision
maker in 3, e.g., ¥, such that the combination (¢,t') of actions is possible to take, since each
action in « must have possibility to be sclected. The symmetric condition has to be satisficd
for cach action in . Generalizing these considerations, we obtain two conditions that have to
be satisfied by the relations among actions of a decision maker in a class of finitely many base
competitions. Let I be a finite index set, and consider a class ¢ = (¢#),er of base compctitions,
where ¢ = (N*, 8%, F#) is a bage competition for each p in I, called basc situation y. For
any 4 in U,er N¥, let I; be the set of all g such that decision maker ¢ is involved in ¢, that is,
M;={p€el]|i€ Nt}

Definition 40 (Relations among Actions) The relations among actions 6;(c) of decision
maker i in c is o subset of I],ep, St such that;

. . B . . . !
1. for any (s¥)er; in 0i(c) and any p in L, if there exists i/ in I; such that s} in St then

'
po_ Gk
s, =s;,

2. for any subset I' of I; and any s; in ﬂuiepsl’-”', there exists an element (i) er, of 8i(c)
such that for any u' in I', st = s;.

The relations among actions 6;(c) of decision maker ¢ in c is often denoted simply by 0; if
it does not cause confusion. Moreover, the list (6;(c));cu,¢,ne of the relations among actions
f:(c) in c for each player ¢ in U,erN# is denoted by 6, called the relations among actions of
decision makers in c.

For understanding the whole situation of a decision maker participates in many base com-
petition at once, it is often insufficient, and sometimes even inappropriate, to analyze only the
base competitions without considering the interactions of them. For example, examining cach
_of the base competitions in Table 5 and 6 separately by using the concept of dominant strate-
gics, we would suggest that A; should invest in both markets. The analyses, however, are not
useful for making decisions if financial constraints of the company do not allow to invest both
markets. Tn order to make an appropriate model of the whole situation for analyzing it more
properly, we propose the concept of integration of base competitions, that takes not only the
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base competitions but also the interactions of the base competitions into account. By using the
concept, the whole situation is described as a base competition.

Consider a class of base competitions and the relations among actions of decision makers in
the class. A decision maker involved in the clags has to select just one action for cach of the basc
competition in which he/she pafticipates. That is, he/she must sclect a combination of actions
from the possible combinations listed in the rclations among actions of the decision maker. If
each decision maker selects a combination, a list of outcomes for each of the basc competitions
in the class is determined. We can assess the profit of a decision maker for each list of outcomes,
since we assume that the profit is given by the sum of all profits of the decision maker for cach
of the outcomes. Thus we can express the whole situation as a base compctition, and obtain
the definition of integration of base competitions as follows.

Definition 41 (Integration of Base Competitions) Suppose a class ¢ = (¢*)uer of base
competitions, and the relations among actions 8 of decision makers in ¢, where for any p in I,
ct = (NH, Sk, F#). An integration },c; ¢ of ¢ in 8 is a base competition & = (N, S, F), where
N = UuerN#, S = [;c5Si, Si = 0i for cach i € N and F' = (F;), 5 where F; is defined by
Ey(8) = Youel, F,;”’((séf')jezvu) for anyi € N and any § € S.

Example 12 (Integration of Base Competitions) Suppose the base competitions described
as in Table 5 and 6, denoted by ¢ and ¢, respectively. Considering the financial constraints
of A1, we can give the relations among actions of cach decision maker in (¢, c?) as follows:

6141 = {(IaN)a (Na I)a (NaN)}70A2 = {I,N},9A3 = {I?N}

If each decision maker selects an element in the relations among actions of the decision maker, a
list of outcomes for each base competition is determined. For instance, if A1, Az, and As choose
(I,N), I, and N, respectively, the outcomes of ¢ and ¢® are (I,I) and (N, N), respectively. The
profit of each decision maker in the outcome is also determined. The profit of Ay is 20, since the
it gains 15 from ¢ and 5 from c®. Ay gets 15 from ¢ and Az gains § from ¢®. Consequently,
the integration of (c*,c?) in @ is depicted as in Table 7.

A3 A2 A3 A2
I l N N I N
(I, N) |(15, 15, 0)| (35, 0, 0) (I, N) |20, 15, 5)| (40, 0, 5)
Aq (N, 1) |(20, 35, 5)[(30, 10, 5)]  A; (N, I) (25, 35, 0)((35, 10, 0)
(N, N)| (0, 35, 0) [(10, 10, 0) (N, N)| (5, 35, 5) (15, 10, 5)

Million Dollers

Table 7. Integration of base competitions.

"3.2.2 Integration of Schemes

A scheme of base competitions, as well as a base competition, is a model of a competitive
situation. Thus we can regard decision makers in many competitive situations as engaged in
many schemes of base competitions. As in the case of integration of base competitions, we need
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to integrate schemes to understand the whole situation of the decision makers. Since a scheme
is defined on a pair of a scheme and a sct of strings of decision makers, we have to integrate
several pairs into one in order to obtain a way of integration of schemes.

Suppose that a decision maker is involved in several schemes of base competitions, then the
decision maker has the corresponding pairs of a scheme and a set of strings of decision makers
for each of the schemes. As in the case of integration of base compctitions, integrated schemes
should compose one scheme so as to express the whole situation, and to be analyzed by using
frameworks in this paper and various solution concepts of hypergame theory [100]. It requires
that intcgrated pairs must be one pair of a scheme and a sct of strings of decision makers. We
provide a definition of integration of pairs of a scheme and a sct of strings of decision makers,
and give a proposition which shows that the integration of pairs satisfies the conditions to be
a pair of a scheme and a set of strings of decision makers. Supposc the set N of all decision
makers in a situation and decision maker ¢ in N.

Definition 42 (Integration of Pairs) Given a class of decision makeri’s pairs (NH. S et
of a scheme and a set of strings of decision makers, where N = ((N*)7) yexp, an integration

/,EI(N“ ) of the pairs is the pair (N;, 3;) which satisfies that ¥ = Uuer2t, N; = (N”)Ueﬁi,
and N° = U,er, (NH)?, where I, ={p € I | 0 € B}

Proposition 6 (Integration of Pairs is Another Pair) The integration 3. c; (NE, 3HY of
the pairs (INY, S8 ic1 of a scheme and a set of strings of decision makers 15 also decision maker
i’s pair of a scheme and a set of strings of decision makers.

(proof) Firstly, & is a subsct of ¥, since ; = UMeIE“ and %! is a subset of X} for cach
pin I. Secondly, the string ¢ is an clement of 3, since 3 =U e 12‘ and the string i is in ©¥
for any g in I. Thirdly, for any string o = 414z - “+gg in 33, 41 is an element of (N*)? for any u
in I,. Thus 71 is an clement of N = = Uper, (N#)?. Fourthly, since for any string o = 4142 -
in 33; and any decision maker j in N°\{i1}, player j is an clement of (N*)7\{41} for some ,u
in I,, the string jo is an element of X!. Thus we have that the string jo is an clement of
¥ = UperZt. We have, moreover, that Nio = = Uy Eljo (N9 is included in N = = Uper, (N#)“,
since I, is included in I, and (N mMio arc included in (N#)7 for any p € Ij,. Fifthly, for any
string o = 4122+ - 44 in 3 (¢ =2,3,...) and any g in I, the string 7 = ii3- ‘g 18 in o, and
decision maker 41 is in (N /‘)T Thuq we have that the string 7 is an clement of 3 = U,,E =,
and decision maker 7; is in N7 = = Uper, (N¥)T. [ |

We are now able to integrate schemes into one. Consider a finite number of decision makers’
schemes (C*),er of base competitions. Assume that for each p in I, C! = (C!)icne, that is,
the sot of all decision makers involved in the scheme C# is N#. For any p in I and any 7 in
N*#, decision maker 4 has decision maker ¢’s pair of a scheme and a set of strings of decision
makers, denoted by (N, Xf). Thus, C! = ((¢")7)sexe and (¢ = ((N#)7,(S#)7, (F*)7) for
any o in X4, For any ¢ in N = Uuer N#, moreover, decision maker ¢ has decision maker é’s pairs
of a scheme and a sct of strings of decision makers for each of the schemes in which he/she
participates. Using the definition of integration of pairs, we have the pair (N;, ;) for any i in
N. We assume, furthermore, that for any class ¢ of base competitions which arc components of
the schemes, decision makers’ relation among actions 6 in ¢ is given. Let I, be the set of all us
“in I such that the string o is an element of 2 for some 4 in N.

- Definition 43 (Integration of Schemes) Suppose a class (C’ )HEI of schemes ()f base situa-
tions. An 1nteg1at1011 Y uer CF of the schemes is the scheme C = (Gy). icivs where i = (c")dez

for any i mn N, and &7 is the integration ((c*)7)uer, of base competitions for any o in 3.
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As in the casc of integration of basc competitions, integration of schemes is defined as to com-
pose one scheme. Thus the whole situation can be expressed by a scheme, and can be analyzed
by using frameworks in this paper and various solution concepts of hypergame theory [100].

3.3 Stability and Complete Stability of Emotions

The concept of balancedness in psychology by Heider [13, 35] gives us a type of structures of de-
cision makers’ perceptions of emotions. Heider’s theory on the concept have been considered as
about structural balance of actual relations among participants in a situation [13]. The original
idea of Heider, however, should be regarded as about stability of the participants’ perceptions
of the relations, because in the theory Heider employs the emotions of a decision maker toward
the others, the decision maker’s perceptions of the cmotions of the others, and so on. Thus, we
transfer the concept of balancedness to our framework for describing interperception by decision
makers in terms of emotions, and propose the concept of stability of emotions. Applying the
Heider’s idea to higher degrees of perceptions, we also propose the concept of complete stability
of emotions. Furthermore, we show the equivalence between the stability and the complete
stability under the condition of inside common knowledge. '

3.3.1 Stable Emotions

The original claim by Heider [35] is as follows: consider three participants, P, ¢ and O, in
a situation, and multiply the emotions of P toward @, the cmotions of I’ toward O, and P’s
perception of the emotions of Q toward O. If the consequence of multiplication is +, then P’s
perception of the structure of the relations among the participants is balanced, otherwise it is
not balanced (Figure 5).

balanced not balanced

Figure 5. Heider's balancedness of emotions.

" We should notice that all of the elements appeared in the multiplication arc included in
participant P’s scheme of emotions. Thus, balencedness is not a concept about the structure
of the relations among the participants but a concept about participants’ perceptions of the
structure of the relations. The concept of stable schemes defined below represents the idea.
Consider the set N of all decision makers in a situation, decision makers’ pair (N, T) of a
scheme and a set of strings of decision makers, and decision makers’ scheme e = (e;);en of
emotions.

Definition 44 (Stable Schemes of Emotions) For any i in N, decision makers’ scheme e
of emotions is stable for decision maker i, if for any j in N* and any k in N7, ej]; X €’ Ik = ellk.
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Decision makers’ scheme e of emotions is stable, if decision makers’ scheme e of emotions is
stable for decision maker i for any i in N.

We should check whether stable schemes exist. The following proposition shows the existence.

Proposition 7 (Existence of Stable Schemes) Consider decision maker ¢ in N and the
emotions ¢; of decision makeri. There are decision maker 1’s perceplions e of the emotions of
k= eilx for any k in N7*. Moreover,

s Lor 45 for anag 5 1 i\ 7 W1 . )
decision maker § for any j in N*\{} such that e}|; x % ‘
if the pair (N, %) is in inside common knowledge for decision maker i, then the perceptions e}
18 determined uniquely.

(proof) Let C; k be ei]; x il for any k in N7*. Then, we have that for any & in NI

eil; x eil = eily x (€fl; x eilx)
= (ejl; x €fl;) x eili

= +><6;:|k.

= el

If the pair (N, X) is in inside common knowledge for decision maker 7, and if e’;- also satisfies
i for any k in N7 = N*. This
means that ¢’; = €&, because it is satisfied that for any k in N7* = N*,

the condition, then we have that ef|; x €3y = €ilx = €il; x ¢

CI;|I¢ = 4+ X (ilélk

i X eily) x el

= ((j;
g X 6,;‘|k)
i % (eili < ejle)

(eil; x ¢

i x (¢

7
— .t
= ¢

7
I
¢;

j)XCé-

k
= +xe¢

k

== €i| k-
Thus the uniqueness of the pereeptions e; is showrn., [ |

This proposition implies that cach decision maker can establish decision makers’ scheme that
is stable for him/hersclf through appropriatc modification of only his/her perceptions of the
emotions of the others, whatever emotions he/she has.

3.3.2 Completely Stable Emotions

According to Heider [35], if decision makers’ scheme of emotions is stable for a decision maker
in a situation, then the decision maker feels balanced in terms of his/her perceptions of the
rclations among the decision makers in the situation. It is natural to think that each decision
maker feels more balanced if decision makers’ scheme is stable for the decision maker, and if
the decision maker believes that each of the others feels balanced. This consideration leads us
- to the concept of completely stable schemes. Completely stable schemes are defined as being
stable in each degree of decision makers’ perceptions of emotions.

Definition 45 (Completely Stable Schemes) For any i in N, decision makers’ scheme e
of emotions is completely stable for decision maker i, if for any o in 3;, any j in N°, any
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k in NI, and any | in Nkio, ”]k X ek = "|1 Decision makers’ scheme e of emotions s
completely stable, if decision makers scheme e of emotions is completely stable for decision
maker i for any 4 in N.

For any i in N, if decision makers’ scheme of emotions is completely stable for decision maker
i, then considering the case that ¢ = ¢ and j = 4, we have that it is also stablc for decision
maker 7. Moreover decision maker 4 believes that decision makers’ scheme of emotions is stable
for each of the others, that each of the others thinks that decision makers’ scheme of emotions
is stable for each of the others, and so on. We can also check the existence of completely stable
schemes.

Proposition 8 (Existence of Completely Stable Schemes) Consider decision makeri in
N and the emotions et of decision maker i. There are decision maker ¢’s perceptzons e of the
emotions of decision maker j for any j in N’\{z},.and decision maker i’s view €' = = (e” )gegi\{z}
on emotions such that e = (&;)icn, where e; = ((€}, (€%)ieni\(i}- €'), becomes a completely stable
scheme of emotions for decision maker i. Moreover, if the pair (N,X) is in inside common
knowledge for decision makers i, then the perceptions (¢t Sienivgsy and the view €' is uniquely
determined.

(proof) Let €} |1, be ei|; x ei|, for any k in N7°. Moreover for any o = 419244 in E\{}
any 7 in N7, and any k in N7, let ef |k be ¢ b, . Then for any ¢ in ¥;, any j in N7, a
k in N79, and any [ in N*7,

e x el = (ell; x eilr) x (eile x €ilr)

= ellj x (¢llr x ¢} b

eil; x + x eils

CZ]'XCZ;,

- @;'.|,

= C;‘rh.
Suppose the case that the pair (N,X) is in inside common knowledge for decision maker 4
and €, where €/; = ((ef, (€/7)ienivgi, €") and € = (€'7)sex;\ (i}, 18 also completely stable for
decision maker 7. Because both € and e arc stable for decision maker ¢, we have that e’ "- = e"-
for any j in N'\{4}. From the complete stability of e and e for demsmn makel z WC have
that for any j in N\{i}, any k in N7 = N*, and any lin Nkt = N7, il x ¢ ll = J|l
and €i|k x el = ¢ t|;. Since ek = ei‘|k and €|, = ¢}, for any k in N9 = N* and any [ in
NFit = Nt it is batlshed that for any 5 in N%\{d}, e’” = ek for any k in N7 = N* that is,

¢t = e#i. Assume that for any o = i1i2 - 4q in 3; that consists ¢ decision makers, ¢'? = e°.
By the complete btablhty of e and e for dCClSlOIl maker 4, we havc that for any jin N7 = N*,

any k in N77 = N', and any [ in NFki® = N¥, & X e’ffll = e ; and c”\k x el = e"ll Slnce
7k = €7k and € 7l = ef|i for any k in NJ" = N* and any lin N’”" = N, we have that
IJU'

for any 4 in N”:N‘ ; = ¢2%); for any k in N9 = N* and any [ in Nkic = N, that is
3 y 1 » k y Y ] 3
¢’? = ¢79. Therefore for any string 7 = 414y - - - igfgq1 in I; that consists ¢+ 1 decision makers,
¢'™ = ¢7. By mathematical induction, we have that for any o in 3;, € = e”. [

As in the case of stable schemes of cmotions, this proposition implies that each decision
maker can establish decision makers’ scheme that is completely stable for him /herself through
proper modification of his/her perceptions of emotion and his/her view on emotions, whatever
emotions he/she has.

46



3.3.3 Propositions on Stability of Emotions

Suppose the set N of all decision makers in a situation, decision makers’ pair (IN, ¥) of a
scheme and a sct of strings of decision makers, and decision makers’ scheme e = (e;)ien of
emotions. Concerning stable schemes of emotions, Cartwright and Harary [13, 28] have revailed
the following proposition. Assume that the pair (N, ) is in common knowledge.

Proposition 9 (Separation Theorem for Stable Schemes) For any 4 in N, we have that
decision makers’ scheme e of emotions is stable for decision maker i if and only if N'=N
is partitioned into two subsets Ni and No such that for any j in Ni=N and k in N* = N,
e}lk = +if j and k belong to the same subset, and eglk = — if i and j belong to different subsets.

A proof of this proposition is shown in [28].
We can show a similar property regarding completely stable schemes of emotions.

Proposition 10 (Separation Theorem for Completely Stable Schemes) For any i in
N, we have that decision makers’ scheme e of emotions is completely stable for decision maokerd
if and only if N* = N is partitioned into two subsets N1 and Na such that for any o in X; = X},
any j in N7 = N, and k in Ni® = N, eflk =+ if J and k belong to the same subset, and
ellk = — if j and k belong to different subsets.

(proof) Assumc that e is completely stable for decision maker 7. Becausc e is also stable for
decision maker 4, we have two subscts N and No that partition the set N such that for any j
in N'=N and k in N7 = N, ¢l = + if j and k belong to the same subset, and e’ lp = —if
¢ and 7 belong to different Subsets Because of the uniqueness of the scheme e, it 1s satisfied
that for any o in E =YY% any jin N = N, and any k in N¥% =N, ef |k = 61 |k Therefore, we
have that e7|, = c = 4 if j and k belong to the same subset, and ef |, = €} |k — if 7 and
k belong to dlffelent bubthb Oppositely, assume that N¢ = N is partltloned mt() two subsets
Ny and No such that for any ¢ in ¥; = Xf, any j in N = N, and k in Ni® = N, 7l =+
if 4 and k belong to the same subsct, and e?lk = — if j and k belong to different Subqets
Particularly, we have that for any j in N* = N and k in Ni* =N, e' | =+ if j and % belong to
the same subsct, and €] .|, = — if 4 and j belong to differcnt SU.bbGtS This leads the stability of
the scheme e for dec1310n maker 4. Therefore, it is satisfied that for any § in N* = N, and any k
in N7t = N, el|; x € Ik = ¢t Con31der1ng another [ in NV and the equations: e’ lj % e’ Ik = P,Ik,

ellr x ebl = e, md etl; x e |, = et|;, we have that for any 4, k, and [ in N, €}
Since for any ¢ in 3; = ©f, any j in N = N, and k in N9 = N, ef |k = € |k, we havc tha,t for
any o in 3; = 37, any j in N7 = N, any k in NJ? = N, and any [ in N’“J‘T =N,

)jd et ) i
eflkx el = €ilk x el
i
= ¢l
T
E‘]' |[
Thus, e is completely stable for decision maker i. [ |

We cxamine relations among the concepts of stability, complete stability and inside common
knowledge. In particular, we cxplore the conditions for schemes of cmotions to be completely
stable, because completely stable schemes correspond to the most balanced structure of decision
makers’ perceptions of the relations among the decision makers. Suppose the set N of all decision
makers in a situation, decision makers’ pair (N, X) of a scheme and a set of strings of decision
makers, and decision makers’ scheme e = (e;);en of emotions. Assume, moreover, that the
pair (N,3) is in common knowledge. First, we obtain a necessary condition for schemes to be
completely stable.
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Proposition 11 (A Necessary Condition for Complete Stability) Foranyic N, if de-
cision makers’ scheme e of emotions is completely stable for decision maker i, then the sch:ﬂmc
is in inside common knowledge for decision maker i.

(proof) Assume that decision makers’ scheme e of LIIlOthIlS is completely stable for decision
maker 4. From the uniqueness of the scheme e;, it is satisfied that for any o in 3; = = X7, any
jin N° = N, and any k in NV = N, 7l = }lk Thus the scheme e; i in inside common
knowledge for decision maker <. [ |

From this proposition, we can imply that if a decision maker does not pcrceive decision
makers’ scheme as being in inside common knowledge for the decision maker, then the scheme
of emotions is not completely stable for the decision maker.

We have already pointed out that for any 7 in N, if decision makers’ scheme of cinotions is
completely stable for decision maker i, then it is also stable for decision maker 7. Employing
the fact, we can provide a necessary and sufficient condition for the scheme to be completely
stablc.

Proposition 12 (An Equivalent Condition for Complete Stability) Foranyi€ N, de-
cision makers’ scheme e of emotions is completely stable for decision maker i if and only if the
scheme is stable and in inside common knowledge for decision maker i.

(proof) We have already shown that if decision makers’ scheme of emotions is completely
gtable for a decision maker, then the scheme is in inside common knowledge for the decision
maker. We have, moreover, already pointed out that if decision makers’ scheme of emotions
is completely stable for a decision maker, then the scheme is stable for the decision maker.
Thus, the necessity has been proven. To prove the sufliciency, assume that decision makers’
scheme e = (€;);en is stable and in inside common knowledge for decision maker ¢. Becausce the
scheme is stable for decision make i, we have that for any j in N* = N, and any &k in N =N,

elly x et lk = ¢!|;. Moreover, since the scheme is in inside common knowledge for decision maker
1, it is batlsﬁed that for any o in 3; = X7, any j in N7 = N, and any £ in Ni? =N, e7lk = ¢j
From the stability of the scheme, we have that for any 7, k,andlin N, e* | pXegl = 67 li because
of the equations of e}|; x ejlk. = ei|g, eilp x e, = € |1, and ct]; x €} |1 = ¢!|;. Thus, we have that
for any ¢ in X; = ¥}, any § in N = N, any k in N/7 = N, and any [ in N’”" =N,

efle x et =
il

7l

Thus, e is completely stable for decision maker <. ]

This proposition implics that if a decision maker perceives decision makers’ scheme as being
in inside common knowledge for the decision maker, then the scheme of emotions is completely
stable for the decision maker if and only if it is stable for the decision maker.

Each of the last two propositions shows that it is important for a decision maker to perceive
decision makers’ scheme of emotions as being in common knowledge in order to have balanced
perceptions of relations among decision makers.
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Chapter 4

Analyses

We treat in this chapter analyses of situations of decision making. First, dealing with honest,
confident, and partially confident decision makers, we specify decision makers’ selections in a
situation and outcomes of the situation. Moreover, we cope with issue of genceration of schemes,
and analyze decision makers’ selections in gencrated schemes. Secondly, we focus on exchanges
of information. In the issuc of deception we give sufficient conditions for inside strategyproofness
and outside strategyproofness, respectively, that mean senselessness of deception. Furthermore,
we define complete credibility of information, and prove the equivalence of the concept of credi-
bility to that of complete credibility under the condition of inside common knowledge. Thirdly,
we proposc a solution concept, whose definition involves the emotional and interperceptional
aspects of decision making as well as the cconomic aspect. Then we show that if the actual
outcome of a situation is not an emotional equilibrium, then decision makers in the situation
modify their perceptions of the situation. Fourthly, we deal with cooperative situations of deci-
sion making. Giving sufficient conditions for not to reach a deadlock and not to reach a complete
deadlock respectively, we show that it is important for progression of a meeting to built up stable
schernes of emotions.

4.1 Outcomes of Competitive situations

In this section we first examine 2 x 2 base competitions, that is, the situations that involve just
two decision makers each of who has just two possible actions. Subscquently, the concept of
generation of schemes of base competitions is defined by employing the concept of integration
of schemes of base competitions. Analyses of examples of integrated and generated schemes are
provided.

4.1.1 2 x 2 Base Competitions and ‘Soft’ Games

2 x 2 base competitions are the most simple and important group in base competitions. A 2 x 2
base competition involves just two dccision makers, and each of the decision makers has just
two actions. Thus the situations of “prisoners’ dilemma” (Table 8 (a)) and “chicken” (Table 8
(b)) are examples of 2 x 2 base competitions.
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Co do So Ko

Cq| (3,3) (1, 4) S1| 3,3) (2, 4)

(a) Prisoners' dilemma. (b) Chicken.

Table 8. 2 x 2 base competitions.

Definition 46 (2 x 2 Base Competitions) A base competition C = (N, S, F) is said to be a
2 x 2 base compctition if N consists of just two decision makers, and if S; includes just two
actions for any ¢ in N .

Adopting the assumptions about functions of emotions in ‘soft’ game theory [44, 49], and
employing the frameworks and the concepts provided in the preceding chapters in this paper,
we can analyze ‘soft’ games. Consider a 2 x 2 base competition C, and assume that the base
competition is common knowledge among the decision makers. That is, supposing decision
makers’ pair (N, Z) = (N;, Z;)iey that is in common knowledge, and decision makers’ schemes
C = (Cy)ien of base competitions, where C; = (C7)oey;, we have for any ¢ in N and any o
in ©; = ¥F, C7 = C. We also assumc that dccision makers’ schemc e = (ei)ien of cmotions is
in common knowledge. A ‘soft’ game is defined as a pair of decision makers’ scheme C of base
competitions decision makers’ schemc e of cimotions.

Definition 47 (‘Soft’ Games) A ‘soft’ gamc is a pair (C,e), where for any 4 in N and any
o in %, C° is equal to a 2 x 2 base competition C, and e is in common knowledge.

Let © = (r)ien be decision makers’ scheme of rules. In ‘soft’ game theory [44, 49] a type of
information about rules of decision makers, called inducement tactics, is treated.

Definition 48 (Inducement Tactics) An inducement tactic of decision maker i in N is
a tuple (p',1:), where p* = (p})jen in S andt; in Si, such that for any 7 in N\{i}, p’Fj(ti, 5-4)
for any s_; such that s_; # p'_,, where p'; = @;)jeN\{i}.

Inducement tactic ¢; of decision maker ¢ in N specifies rule 7; of decision maker 4 such that
ri(s-i) is ptif s_; = (p§)jen\(i}» Otherwise ¢;. We call the outcome p' = (pi)jen a promise of
decision maker 4, and the action t; a threat for the promise p* of decision maker 4. A list (t;)ien
of inducement tactics of decision makers is denoted by ¢, called decision makers’ inducement
tactic. For any inducement tactic ¢; = (p*,#;) of decision maker ¢ in N, the promise p' of decision
maker 4, is the outcome that decision maker 4 intends to realize in the ‘soft’ game that he/she
involved in. We assumec that a decision maker selects an outcome that he/she intends to realize
referring to the cconomic aspect F and the emotional aspect e of the ‘soft’ game. Thus any
outcome can be a promise of a decision maker as long as there is a threat for it. For example,
a decision maker can choose the least profitable outcome for him/herself as his/her promise
if there is a threat for the outcome. Similarly, any action can be a threat for an outcome if
the pair of the outcome and the action satisfies the condition in the definition of inducement

=
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tactics. The condition mcans that if decision maker 4 chooses the action ¢;, that is, the threat
for the promise p?, then other decision makers cannot reach the outcomes that are preferred
to p' by them. Thus the threat ¢; for the promise p* of decision maker i is conveyed to make
other decision makers obey the promise p° of decision maker . We assume that each decision
maker conveys an inducement tactic to the others, and that by inducement tactic ¢; = (p*,t;),
decision maker i tries to inform the others, “I will choose p!, if it is convincing that decision
maker j will choosc p;'- for any j in N\{i}. Otherwise, that is, if I am convinced that there
is decision maker j in N\{4} who will choose an action different from pj., then I will choose
t.” Especially, if inducement tactic ¢ = (p’,t;) satisfies that p! = ¢;, then it means, “I will
choose pi independently of the inference about others’ selections.” Furthermore, we assume
that inducement tactics arc exchanged once and simultaneously, and that each decision maker
chooscs an action independently and simultaneously after the exchange. Then the list of actions
chosen by all decision makers determines a final outcome.

The following property shows that in any 2 x 2 base compctition each decision maker has
inducement tactics to convey to the others.

Proposition 13 (Existence of Inducement Tactics) For any 2 x 2 base competition, each
decision maker in the competition has three or four inducement tactics.

(proof) It is suffice to prove in the case for decision maker 1 in N. We classify the proof
in terms of the profits Fy of decision maker 2. Let s* = (s7,s3) in S be the most profitable
outcome for decision maker 2, and s# = (sf, a# ) in S the second.

1. In the casc that s] = s*fé. Let Sy = {s1,s]}. Since s*F,s for any s in S, both (s*,s1)
and (s*,s)) arc inducement tactics. If s1 in 57 satisfies s1 # s], then (s7,51) is an
inducement tactic, but (s%, s7) does not satisfy the condition to be an induccment tactic,
since s% Fy(s7, 85) = 8*. If s = (81, 82) and 8’ = (51, 85) for {52, 5h} = So, then s, s’ Fos™, s*.
Thus neither (s, 87) nor (s, s7) is an inducement tactic. If sFy¢’, then (s,s1) docs not
satisfy the condition to be an induccment tactic. As a result, the number of inducement
tactics are four, that is, (s*,s1), (5%, 6}), (s%,51), and (s, 51) or (¢, s1).

2. In the case that s7 # s}'%. By the same reason as in the case that s7 = s#, both (s, s1)
and (s, s;) are inducement tactics. If s} = s1, then (5%, s1) does not satisfy the condition
to be an inducement tactic, since s# Fy(s1, 83) = s*. (8%, 5]) satisfics the condition to be
an inducement tactic. If So = {s9, 85} and s9 # 3, then none of (s, 1), (s,5)), (8, 81) and
(s',8}) is inducement tactics, since s, s'Fas*, 8% for s = (s1,s2) and §' = (5], s5). Thus
ouly (s*,s1), (5%,8}) and (s7, s}) arc inducement tactics. n

Example 13 (Examples of Inducement Tactics) In Table 8 (a), all inducement tactics of
decision maker 1 are ((c1,¢2),dy), ((c1,dg),c1), ((c1,d2),d1), and ((di,d2),d1). In Table 8 (b),
oll inducement tactics of decision maker 2 are ((wi,ws), k2), ((k1,w2), wa), ((ki,w2),k2), and
(w1, k2), ka).

In terms of the exchanges of inducement tactics, Howard [44] focuses primarily on the uni-
lateral transmission of inducement tactics, that implies that a specific decision maker has the
right of conveying information to the others. We consider the mutual exchanges of inducernent
tactics so as to give equal opportunity of conveying information to each decision maker.

Suppose that decision maker ¢ in N conveys inducement tactic ¢; = (p', %), where p* = (p%)jen,
to the others. If the rule induced by the inducement tactics is rational at (p}) jeN\{i}, then the
other decision makers will believe the promise that decision maker i will choose pi if it is



convincing for decision maker 7 that decision maker j will choose p§ for all j in N\{i}. On the
contrary, if there is an action s} in S; such that the outcome (s, pt ;) is more profitable for
decision maker 4 that p?, then it is natural for the other decision makers to doubt the promise
of decision maker i. The outcome (s},p%;) is called a temptation besctting the promise p* of
decision maker 7, and if a promise has a temptation, then the credibility of the promisc drops.

Definition 49 (Temptations Besetting Promises) Suppose inducement tactic t; = (p*,t;)
of decision maker ¢ in N. A temptation besetting the promise p' is an outcome s* = (sf,p%;)
such that sF # pt and s*F;p'. '

Similarly, we can define a temptation besetting the threat #; for the promise p* of decision
maker 5. The temptation reduces the credibility of the threat.

Definition 50 (Temptations Besetting Threats) Suppose inducement tactic v = (p', %)
of decision maker i in N. A temptation besetting the threat t; for the promise p' s an outcome
5" = (87)jen such that s; # ti, 57 #pj for some j in N\{i}, and s*F,(ti,s;)-

By the definitions of the temptations, we can immediately get the following properties about
them. Consider a 2 x 2 base competition C = (N, S, F), a decision maker ¢ in N, and an
inducement tactic ¢; = (p*, ;) of decision maker 2.

Proposition 14 (Unique Temptation Besetting Promises) It is satisfied that if there ex-
ists a temptation besetting the promise p*, then it is unique temptation besetting the promise.

(proof) It is suffice to prove the case of decision maker 1 in N. If there exists a temptation
besctting the promise, and both s and &’ satisfy the condition to be a tcmptation besctting the
g y g
promise, then we have that s = (s1,p}) and §' = (s}, ps) for some s; and s} in Si, because of
the definition of temptations. Since s1 # pl, 8| #p} and [S1| =2, 61 = 8|3 hence s = &', [ ]

Proposition 15 (Unique Temptation Besetting Threats) It is satisfied that if there ex-
ists a temptation besetting the threat t; for the promise p*, then it is unique temptation besetting
the threat for the promise.

(proof) It is suffice to verify the case of decision maker 1 in N. Suppose that both s and
s satisfy the condition to be a tcmptation besctting the threat for the promise. Assume that
s = (s1,82) and ¢ = (8], 85). It is suffice to show s1 = s} and s2 = sh. Since we have that
s1 # 1 and 8| # 11 and |S1] = 2, it i8 satisfied that s; = &}. Morcover, since s # pd and
sh # ps and |Sa| = 2, we have that sp = sb. |

Example 14 (Examples of Temptations) In Table 8 (a), regarding decision maker 1’s in-
ducement tactic ((c1,c2),d1), there is just one temptation (dy, co) besetting the promise (c1,c2)
of decision maker 1, and there is mo temptation besctting the threat di for the promise (c1,c¢2)
of decision maker 1. In Table 8 (b), for inducement tactic (w1, k2), ko) of decision maker 2,
there is mo temptation besetting the promise (w1, ka) of decision maker 2, and there is just one
temptation (k1,we) besetting the threat ko for the promise (w1, ko) of decision maker 2.

When we adopt the assumptions about functions of emotions as in ‘soft’ game theory [44, 45],
we have that positive cmotions of decision maker ¢ make decision maker ¢’s promise with a
temptation credible for the others, and that negative emotions of decision maker ¢ makes decision
maker #’s threat with a temptation credible for the others. We can strictly define the credible
promises and threats. Suppose a ‘soft’ game (C,e), and induccment tactic v = (p',t;) of
decision maker ¢ in N.



Definition 51 (Credible Promises and Threats) The promise p' is said to be credible for
decision maker j in N\{i}, if there 1s no temptation besctting the pr omise and/or ¢t|; = +. The
threat t; for the promise p* is credible for decision ma,lcc'ry in N\{i}, if there is mno temptation
besctting the threat for the promise and/or eil; =

Example 15 (Examples of Credible Promises and Threats) In Table 8 (a), for the in-
ducement tactic ((c1,c2),d1) of decision maker 1, if decision maker 1 has positive emotions
toward decision maker 2, that is, et|s = +, then the promise (ci,c2) is credible for decision
maker 2 by the function of positive emotions in spite of the existence of the temptation (d1,¢2)
besetting the promise. The threat dv for the promise is credible for decision maker 2, because
there is no temptation besetting the threat. In Table 8 (b), for the inducement tactic (w1, k), k2)
of decision maker 2, the promise (wy, ko) is credible for decision maker 1, because there is no
temptation besetting the promise. If decision maker 2 has negative emotions toward decision
maker 1, that is, €31 = —, then the threat ks for the promise is credible for decision maker 1 by
the function of negative emotions in spite of the cwistence of the temptation (k1,w2) besetting
the threat.

In a competitive situation each decision maker has to choosc just one actions referring to
his/her schemes of components of the situation: the basc competition, the emotions of decision
makers, the rules of decision makers, and so on. Given a ‘soft’ game, we express a way of the
selection by a decision maker with a mapping that indicates an action of the decision maker
corresponding to each possible pattern of the decision maker’s scheme of rules. The mapping
is called a decision function of the decision maker. Suppose a ‘soft’ game (C,e) and decision
makers’ scheme r of rules.

Definition 52 (Decision Functions) For any ¢ in N, a decision function di of decision
maker i is a mapping that indicates an action s; in S; of decision maker i corresponding to
decision maker i’s scheme v; of rules, that is, d;(r;) = s;. A list (di)ien of decision funclions
d; of decision maker i for each i in N is called decision makers’ decision function, denoted by
d.

We can regard decision function of decision maker ¢ as a componcnt of the situation. Thus
given decision maker 4’s pair (N;, ;) of a scheme and a sct of strings of decision makers, we
can define decision maker #’s scheme of decision functions, denoted by d;, and decision makers’
scheme of decision functions, denoted by d. For any ¢ in N, decision maker 4’s scheme d; must
be consistent with decision maker 4's scheme r; of rules. That is, for any decision maker 4’s
scheme r; of rules, it must be satisficd that di(r;) = rf((d; (rji))jeni\(iy), and generally, for any
o in %, and any j in N7, d9(rje) = r7((d} (vkjo) )kenio\(j})- These relations between d; and
r; arc depicted as in Figurc 6.



_ decision maker i's
- scheme of rules

decision makier i's
decision function

decision makier i's rule

Figure 6. Relations between decison functions and rules.

Given a ‘soft’ game (C,e), for each ¢ in N, decision maker ¢ constructs decision maker ¢’s
schemes r; and d; of rules and decision functions. At the same time, decision maker 4 chooses
an inducement tactic ¢; of decision maker ¢ to be conveyed. After decision makers’ inducement
tactic ¢ is exchanged among the decision makers, decision maker ¢ changes his/her schemes of
rules and decision functions from r; and d; to r: and d;, respectively, corresponding to the
inducement tactic. Then each decision maker chooses just one action according to decision
function d’ of the decision maker, and the final outcome is determined. These moves in a ‘soft’
game can be described as in Figure 7.

'soft' game (C, €)

decision makeri eeee decision maker |

final outcome

Figure 7. Moves in a 'soft' game.

We can describe a few types of decision makers depending on which inducement tactics the
decision makers convey, and which inducement tactics the decision makers believe. If a decision
maker conveys true information about his/her own rules, then the decision maker is said to
be honest, and if a decision maker believes any information conveyed by the others, then the
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decision maker is said to be confident. Moreover, if a decision maker believes only information
that is credible for the decision maker, then the decision maker is said to be partially confident.
Consider a ‘soft’ game (C, e), decision makers’ scheme r of rules, decision makers’ inducement
tactic ¢, and decision makers’ scheme v’ of rules after the exchanges of the inducement tactic ¢.

Definition 53 (Honest Dec1smn Makers) For any i in N, if mducemcnt tactic t; = (p',t;)
of decision maker i, the rule v} of decision maker i, and the mlc r'% of decision maker i after
the exchanges. of inducement tactm satisfy that for any s_; in S,

ey =1 P *”*”:(pé‘)jem“}
(5 ti if s—i # (DY) jen\(i}

then decision maker i is said to be honcst.

Definition 54 (Confident Decision Makers) For anyi in N and ) z"n, N\{i}, if inducement
tactic 1; = (p/,t;) of decision maker j and decision makeri’s perception 1’ of the rule of decision
moker j after the exchanges of inducement tactic v satisfy that for any s_j mn S’

i N p? if s_;= (p{f)kGN\{j}
ti if s—j #F PRrem\()

then decision maker i is said to be confident of inducement tactic v; of decision maker j. If
decision maker i is confident of any inducement tactic of any decision maker, then decision
maker i is said to be confident.

Definition 55 (Partially Confident Decision Makers) For any i in N and j in N\{z} if
inducement tactic v; = (p?,1;) of decision maker j and decision maker i’s perception r . of the
rule of decision maker j afte'r the exchanges of inducement tactic v satisfy that for any s_j in
S‘_],
pg if 5.5 = (Pi)keN\{j} and p’ is credible for decision maker i

'r’i-(s_ ) = Py if s—j= (p{Jg)k-eN\{j} and p’ is not credible for decision maker

e tj if s—j # Ween\yy) ondty is credible for decision maker i
1 if s—j# (Pi:)lceN\{j} and tj is not credible for decision maker i,

then decision maker 4 is said to be partially confident of inducement tactic v; of decision maker
- J, where p’; and t; are the actions such that (P}, 5-5) and (t,5-;) compose temptations besetting
P! and t;, respectively. If decision maker i is partially confident of any inducement tactic of any
decision maker, then decision maker i is said to be partially confident.

Thanks to the uniqueness of temptatlons we can say that the function »/ j above is well-
defined.

Example 16 (Partially Confident Decision Makers) In Table 8 (a), let decision maker 2
be a partially confident of inducement tactic of decision maker 1, and consider that decision
maker 1 conveys inducement tactic ((c1,c2),d1) to decision maker 2. If decision maker 1 has
positive emotions toward decision maker 2, then decision maker 2 belicves decision maker 1’s
promise (c1, o) in spite of the existence of temptation (di, c2) besetting the promise. If decision
maker 1 does not have positive emotions toward decision maker 2, then decision maker 2 believes
that decision make 1 will choose di instead of c1 when decision maker 1 is convinced that
decision maker 2 will choose co. In Table 8 (b), let decision maker 1 be a partially confident of



inducement tactic of decision maker 2, and consider that decision maker 2 conveys inducement
tactic (w1, ko), ko) to decision maker 1. If decision maker 2 has negative emotions toward
decision maker 1, then decision maker 1 belicves decision maker 2’s threat ko in spite of the
existence of temptation (ki,ws) besetting the threat ko. If decision maker 2 does not have
negative emotions toward decision maker 1, then decision maker 1 belicves that decision maker
2 will choose wo instead of ks when decision maker 2 is convinced that decision maker 1 will
choose k1.

Consider a ‘soft’ game (C, e), decision makers’ schemes, r and d, of rules and decision func-
tions, decision makers’ inducement tactic ¢, and decision makers’ schemes, r’ and d’, of rules
and decision functions after the exchanges of the induccment tactic ¢. In the situation cach
decision maker trics to perceive the correct action of the others by using the induccment tactic
¢ in order to select an appropriate action. Thus, for any 7 in N, the most desirable condition for
decision maker 4 is the state thaf d’; ‘ () =d J( r’;). We can show, however, that in the situations
of “prisoners’ dilemma” and “dnckcn ” thexg is a case that a decision maker misperceives the
correct action of the others even if we consider only honest and confident decision makers. Let
N be the set {1,2}.

Proposition 16 (Possibility of Misperception) Let (C,e) be a ‘soft’ game with decision
makers’ z'nducemcnt tactic v = (ti)ien = (01, 11), (%, t2)) such that p} = p?, p3 # p, t1 # p3,
and to = pz, and assume each decision maker is honest and confident. Then decision makers’
schemes, ' and d, of rules and decision functzons after the exchanges of inducement tactic ¢
do not satisfy either d'5(rh)) = d'5(rh) or d3(r),) = d1().

(proof) Assume that d'3(rh;) = d'2(r}) and d'3(r},) = d'}(r}). Then we have that -
1 1 g1
d(ry) = T’;(dlz(rfm)
L(d5(55))
= (7' 107 2)(d' (r12))

= ('] o P (' (X))

If we assume that d’ i(r’l) = s1, then it ig gatisfied that

;

s1 = p? and p3 = pd
pt if \ or .
12 s1 # py and t2 = p3
81 :T,1OT,2(51): R d 9 1
s1=p7 and p; # p;
t if or
81 # p7 and t2 # ps.

Thus, we have that

81 —p1 andpz—pz = p|=s =pi,
s1 #;.01 and to —p2 = pl=s #pl,
s1=p7 and p3 #£py = 4 =s1=0p7,

and
si#pland ta £py = i =s1#0pi.
If we have that s; = p?, then since it is assumed that ¢ satisfics that 3 ;é ps, we have that

t = pl, but it contradicts with the assumption that ¢ Sa,tlbﬁCb that ¢ # p3. If we havc that
s1 # p?, then since it is assumed that ¢ satisfies that ¢5 = ps, we have that pl # p%, but it



contradicts with the assumption that ¢ satisfies that p} = p%. Therefore, cither d'3(rh; ) # d'3(rh)
or d'{(v)y) # d'1(r) is satisfied. [

Because the situations of “prisoners’ dilemma” and “chicken” have decision makers’ induce-
ment tactics that satisfy the conditions in this proposition, in those situations it can be occurred
that a decision maker misperceives the correct action of the others cven if we consider only hon-
est and confident decision makers. Actually, in the situation of “prisoners’ dilemma,” decision
makers’ inducement tactic (((c1,da),d1), ((c1,¢2),ds)) satisties the condition, and in the situa-
gion of “chicken,” (((w1,ke), k1), (w1, w2), k2)) satisfies the condition.

In the case that decision makers’ inducement tactic ¢ = (;)ien = ((p', 1), (p?,12)) satisfies
that p' = p?, the outcome p = p! = p? should be selected as the final outcome, because
the promise of a decision maker is the outcome that the decision maker intends to achieve.
Howard [44] implies that if all decision makers are honest and confident, then p will be chosen
as the final outcome, but he docs not give any proofs of this property. We first deal with honest
and confident decision makers, and show that if cach decision maker belicves that the others
think that he/she will select the action that is required to realize p, then p will be selected as the
final outcome. Furthermore, treating honest and partially confident decision makers, we prove
that a sufficient condition for p to be chosen is that decision makers have positive cmotions
toward one another and they believe that they are thought to sclect the actions that are nceded
to rcalize p.

Proposition 17 (Confident Decision Makers Select p) Suppose a ‘soft’ game (C, e) with
honest and confident decision makers, decision makers’ schemes, v and d, of rules and decision
functions, and decision makers’ inducement tactic . = ((p',t1), W%, 1)) such that p = p* = p?.
Regarding decision makers’ schemes, ¥ and d', of rules and decision functions after exchanges
of the inducement tactic ¢, if we have that 4% (v'121) = p} and d'52(x'219) = p3 then d1(r}) = p!
and d'3(rh) = p3.

(proof) From the definition of decision functions, we have that

1 1, 41
dy(ry) = r'1(d'5(ra1))
1 1y, g21
= (r'yor'y)(d7 (r121)).
From the assumption that decision makers are honest and confident, we have that
1 r 1
" pi it so=ps
r'1(s2) = L
1(52) { t1 if s9 # p%,
and that ‘
= [ 0=0]
2 to if 81 F p%.

From the assumption that d'2' ('121) = p}, and that p' = p?, we have that

(1 or)d] () = ('1ory) )
('} o 13)(p})
r'1(p3)
= ()
= i
Similarly we also have that d’ 2(xh) = p3. . [



Example 17 ((c1,c2) in Table 8 (a) is Selected) In Tuble 8 (a), let decision maker 1 and
2 be honest and confident. Consider the case that decision maker 1 conveys inducement tactic

((c1,¢2),d1) to decision maker 2, and decision maker 2 conveys inducement mctw (((’1,(‘3) ds)
to decision maker 1. Thus decision makers’ inducement tactic satisfies that p' = =p? = (c1,¢2).

The proposition above implies that if decision maker 1 believes that decision maker 2 thinks that
decision maker 1 will select c1, and if decision maker 2 believes that decision maker 1 thinks
that decision maker 2 will select ¢z, then the outcome (c1,c2) becomes the final outcome.

Proposition 18 (Partially Confident Decision Makers Select p) Consider a ‘soft’ game
(C, e) with honest and partially confident decision makers, decision makers” schemes, r and d
of rules and decision functions, and decision makers’ inducement tactic ¢ such that p = pl =p?.
Regarding decision makers’ schemes, ¥’ and d', of mlcs and decision functwnb after ezchanges
of the inducement tacm L, if we have that d'+" (r 121) = p} and d'52 (0 919) = 3, and that el]o =
and €3|; = +, then d'; Yr)) =pt and 43 5(rh) =

(proof) From the definition of decision functions, we have that

2ih) = rida(r)
= (') or'y)(d7T (r1an)).

From the assumption that decision makers are honest and partially confident, we have that

1 e |
i, ~ ) opp if s2a=ps
i) = { ty if so # p,

and that

p3 if s =p%and p? is credible for decision maker 1
' s1) = ph %f 81 = pi and p? lb not .credi.ble forl Eiecision maker 1
2 ta if s1 # p? and 1y is credible for decision maker 1
L if sy # p? and ty is not credible for decision maker 1,

Where ph and t}, are the actions such that (ph,s1) and (tz, s1) compose temptations besetting
p? and t, respectively. Bccane € le = +, the prom1se p? is credible for decision maker ¢. From
the assumption that d’ (t'121) = p}, and that p' = p?, we have that

(" or DT () = (') ! or'5)(p})
= (' 07‘2)(1)1)
1(?2)
it
=
Similarly we also have that d'3(rh) = p3. [

We can imply from this proposition that it is not always necessary for each decision maker to
make all part of the inducement tactic of the decision maker credible for the others in order that
p is selected as the final outcome. Thus the ‘naivety’ of decision maker is not always nccessary
for p to be chosen as the final outcome.



Example 18 ((wi,wz) in Table 8 (b) is Selected) In Table 8 (b), let decision maker 1 and
2 be honest and partially confident. Consider the case that decision maker 1 conveys induce-
ment tactic ((w1,ws), k1) to decision maker 2, and decision maker 2 conveys inducement tac-
tic (w1, ws),k2) to decision maker 1. Thus decision makers’ inducement tactic satisfies that
p' = p? = (w1, w2). The proposition above implics that if decision maker 1 and 2 have positive
emotions toward each other, and if decision maker 1 believes that decision maker 2 thinks that
decision maker 1 will select w1, and decision maker 2 believes that decision maker 1 thinks that
decision maker 2 will select wa, then the outcome (w1, ws) 8 selected as the final outcome.

4.1.2 Integrated and Generated Schemes

Generally, a compctitive situation involves many decision makers, and each of the decision
makers has many actions. The concepts of integration, that have been proposed in a preceding
chapter in this paper, is useful when we analyze such an extremely complicated situation. We
furthermore provide a definition of generation of schemes, employing the concept of integration
of base competitions. The concept of gencration is useful to classify schemes of base competi-
tions. We analyzc an example of competitive situations to clarify the concepts of integration and
generation. In the example four companics are competing in three markets. We describe the
markets as base competitions, which constitute the schemes which are models of the whole sit-
uation of the companies. We also show that the rational actions for the companies arc changed
depending on their perceptions of the whole situation.

If we integrate a finite number of schemes of base competitions each of which is made of
finitely various base competitions, then the resulting scheme consists of finitely various base
competitions. There is an interesting relationship between the class of base competitions in the
original schemes and the class of base competitions which constitute the resulting scheme. Each
base competition in the latter class is an integration of a subsct of the former class. We call a
scheme each element of which is an integration of a subset of a finite class of base competitions
a scheme generated from the class. Let I be a finite index sct, and consider a class ¢ = (¢),er
of base competitions and the rclations among actions 6 of decision makers in ¢. Then we have
a integration ¢ = (]\7 .S, 13’) of ¢. Regarding the set N of all decision makers, moreover, supposc
decision makers’ pair (IN, X) of a scheme and a sct of strings of decision makers.

‘Definition 56 (Generation of Schemes of Base Competitions) A scheme C = (Cy)ic i

of base competitions, where C; = = (C%)geyx; for any i in N, is a scheme generated from c, if
for any 1 in N and any o in Li, there exists a non-empty subset I' of I such that C7 is an
integration of ¢’ = (c’” Ywer in 0. If C is generated from ¢ but not from any proper subset of
c, then c is called a basis of C, and each member of ¢ is called a base of C.

We give an example of competitive situations in order to make the concepts of integration
and generation clear. In the example four companics are competing in three markets, but they
do not always correctly perceive the situation. In general, we should treat the situations that
decision makers have definite but incorrect beliefs about decision makers, possible actions, and
profits. We should, furthermore, deal with emotional aspects as well as cconomic aspects of the
situation. In the example, however, we deal with only economically rational decision makers
who either perceive the relevant situation or have no view about it at all, for simplicity.

Consider that four companies, A1, Ag, Az, and A4, arc competing in three markets, «, 4, and
4. Ay is involved in o and 3, and A9 is engaged in @ and y. Az and A4 participate in 8 and 7,
respectively. Bach company has two actions, invest (=I) and not invest (=N), for cach markets.
a, 3, and v are described as base competitions in Table 9 (a), (b), and (c), respectively. The
base competitions are denoted by ¢®, ¢, and ¢7, respectively.



A
ce | 1 1N

| (15, 15)| (35, 0)
N | (0, 35) |(10, 10)

(a) Market o

A A
| 1 | N | 1 |°N
| | (20, 5) | (25, 0) 1 | (0,20)| (0,0)
A1 | A4
N|(0,0) | (55) N [(5,25) | (5,9)
(b) Market B (c) Market vy

Table 9. Base competitions of markets.

Assume that any company cannot invest in two markets at the same time. Then the relations
among actions § of the companies in the class ¢ = (¢, ¢, ¢7) are as follows;

64, = {(LN),(N,I),(N,N)}, 0.4, = {(L,N), (N, I), (N, N) },

04, = {I,N}, 04, = {I, N}

Table 10 (a), (b), (c) describe integrations of (¢, ¢?), (¢®, ¢7), and (¢, ¢#, ¢7) in 6, respectively.
The integration of (¢?,¢7) is meaningless, since no decision maker engages in both gamcs.
Outcomes underlined arc Nagh equilibria in the base compctitions.

(a) Integration of (c%, cP)
hs | 2N ol 0 2w
(I, N) {(15, 15, 0)| (35, 0, 0) (1, N) |(20, 15, 5)| (40, O, 5)
A4(N, 1) [(20, 35, 5)|(30, 10, 5) A¢(N, 1) |(25, 35, 0)|(35, 10, 0)
(N, N)| (0, 35, 0) |(10, 10, 0) (N, N)| (5, 35, 5) |(15, 10, 5)

(b) Integration of (c%, cv)

A4 A2 A4 A2
I (I, N) (N, 1) | (N,N) N[ (I, N) (N, D) | (N, N)
A I (15, 15, 0)|(35, 20, 0)| (35, 0, 0) A I {(15,20,5)|(35.25,5)| (35,5, 5)
1N (0,35,0) (10, 30,0) (10,,10, 0) 1N (0,40,5) |(10, 35, 5)|(10, 15, 5)
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(c) Integration of (c, cB, cv)

Ag | Ay _ AgN A,

Agtl| (LN) (N, 1) (N, N) Ag1| (LN (N, 1) (N, N)

(1, N) [(15,15,0,0) |(35,20,0,0) | (35,0,0,0) (1, N) | (20,15,5,0) | 40,20,5,0) | (40,0,5,0)
A{ (N, 1)[(20,35,5,0) |(30,30,5,0) | (30,10,5,0) | A4 (N, 1) | (25,35,0,0) |(35,30,0,0) | (35,10,0,0)

(N, N)| (0,35,0,0) [(10,35,0,0) {(10,10,0,0)| (N, N)| (5,35,5,0) |(15,30,5,0) |(15,10,5,0)

As | A, Az N A,

AsN| (LN (N, 1) (N, N) AyN| (ILN) (N, 1) (N, N)

(I, N) | (15,20,0,5) |(35,25,0,5) | (35,5,0,5) (I, N) | (20,20,5,5) | {40.25,5.5) | (40,5,5,5)
A{(N, 1) | (20.40,5.5)|(30,35,5,5) | (30,15,5,5) | A1 (N, 1) | (25,40,0,5) | (35,35,0,5) | (35,15,0,5)

(N, N)| (0,40,0,5) |(10,35,0,5) | (10,15,0,5)| (N, N)| (5,40,5,5) |(15,35,5,5) | (15,15,5,5)

Table 10. Integrations of base competitions.

The integrations of (¢, ¢?), (¢”,¢"), and (¢, ¢, ¢7) are denoted by ¢® + ¢, ¢ + ¢7, and
¢ + P + ¢, respectively. We can construct schemes of base competitions generated from the
class ¢ = (¢, ¢?, ¢7). We need to describe two types of A;’s perceptions of the situation.

e Type 1 expresscs the casc that Ay correctly perceives all base competitions, and thinks
that Ay and A4 perceive only ¢* and ¢7, that is, CM = @+ P ¢ and CA2h = CMA =
¢ +¢7. Ay also believes that As and A, think that ¢® +¢7 is common knowledge, that is,
CoA2dr = CmAA — @ L 7 for any possible o and 7. We assume in this case, moreover,
that A; thinks that As bclicves the same things that A; believes, that is, CcAsh = oM,
Co4M = 07M for any possible o.

e Type 2 describes that A; perceives only ¢® and ¢, and believes that ¢® + ¢ is common
knowledge, that is, C7 = ¢ + ¢? for any o in T4, .

Replacing A1 with Ay, As with A4, and ¢® with ¢7 in the definitions above, respectively, we
obtain the two types of As’s perceptions of the situation. If we combine a type of Ay’s percep-
tions and a type of As’s perceptions, and assume that A3’s perceptions and A4’s perceptions are
correctly perceived by A; and As, then we have four schemes of base competitions as follows:

e Scheme 1 — A; with Type 1 perceptions and Ao with Type 1 perceptions.
e Scheme 2 — A; with Type 1 perceptions and Ay with Type 2 perceptions.
¢ Scheme 3 — A; with Type 2 perceptions and Ao with Type 1 perceptions.
e Scheme 4 - A; with Type 2 perceptions and Ay with Type 2 pcrceptions.

In order to analyze the schemes, we determine the procedurc which each company obeys in
selecting an action as follows. We assume that the procedure is common knowledge among
decision makers.

1. If a decision maker belicves that the base competition he/she is participating is common
knowledge among the decision makers in the base competition, and if the base competition
has just one Nash cquilibrium, then the decision maker sclects the action which leads the
equilibrium. o
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2. Tf a decision maker does not believe the basc competition he/she is participating is common
knowledge, but if the action selections of all of the others can be inferred from the decision
maker’s perceptions of the others and the procedure, then the decision maker selects the
best reply action to these selections in the base competition he/she is participating.

3. If a decision maker does not belicve the base competition he/she is participating is common
knowledge, and if the selections of only some of the others can be inferred as in 2, and if
the decision maker has a dominant action in the restriction of the base competition he/she
is participating in terms of the selections, then the decision maker selects the dominant
action.

Using the rules, we can consider only the class of schemes in which any base competitions
belicved to be common knowledge have just one Nagh equilibrium, and wherc any decision maker
who belicves that he/shc is participating a basc competition which is not common knowledge
and is able to infer the selections of only some of the others has a dominant action in the
restriction of the base competition given by the selections. Before our analyses of examples, we
should notice that they satisfy the conditions. We show that in spitc of the fact that each of
the schemes is generated from the same basis, they come to different outcomes from each other.

e Scheme 1. From the procedure, Aq infers that Ao will select (N, TI), since A thinks that
As believes that ¢®+¢7 is common knowledge, and the unique Nash cquilibrium of ¢ +¢7
is (I, (N,I),N). Similarly, 4; infers that A4 will select N. Since (I,N) is a dominant
action of A; in the restriction of ¢* + ¢? + ¢7 in terms of the list of (N,I) and N, A;
selects (I, N). Aj believes the samc things that A believes, and the best reply of As to
(I,N), (N, I) and N is N. Similar consideration concludes that As selects (I, N), and that
Ay selects N. Thus the final outcome of Scheme 1 is ((I,N), (I,N),N,N).

e Scheme 2. Since As believes that ¢® -+ ¢7 that he/she is participating is common knowl-
edge, As selects (N, I) that is required to lead the unique Nash equilibrium of ¢®+¢7. Simi-
larly, A4 selects N. Since A; and As have the same perceptions as in Scheme 1, they select
(I, N) and N, respectively. Thus, the final outcome of Scheme 2 is ((I, N), (N, I),N,N).

e Scheme 3. A sclects (N, I) that is needed to lead the unique Nash equilibrium of ¢* +cP.
Ajs also selects I that is required to lead the unique Nash equilibrium of ¢* + ¢®. Since Ay
and A4 has the same perceptions as in Scheme 1, they select (I,N) and N, respectively.
Thus, the final outcome of this scheme is (N, I), (I, N),I,N).

e Scheme 4. The final outcome in this casc is the combination of the actions of 4; and Aj
in Scheme 3 and the actions of Ay and A, in Scheme 2, that is, (IN,I), (N,I),I,N),
since the perceptions of A and Ag are the same as in Scheme 3 and these of As and Ay
are the same as in Scheme 2.

The final outcomes, ((I, N), (N,I),N,N) in Scheme 2 and ((N,I), (I, N),I,N) in Scheme
3, are Nash cquilibria of ¢ + ¢® 4+ ¢7, that is the true basc competition in which the decision
makers are involved. In Scheme 1 and Scheme 4, on the other hand, each of A; and A can
improve their profit through changing their selection of action.

Through this cxample, we can sec that cven though a decision maker correctly perceives the
true base competition in which the decision maker is involved, the selection of the decision maker
is not always the best reply to the actions of the others. We can see, moreover, that if there is
a decision maker who perceives the true base competition and the others’ perceptions correctly,
the sclection of the decision maker is the best reply to the selections of the others. This example
shows us that interperception by decision makers play important roles in competitive situations
of decision making.
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4.2 Information in Decision Making

In this section we focus on cxchanges of information in situations of decision making. First we
deal with strategic information exchanges, called deception, by decision makers in competitive
situations. Treating interperception and interdependence in terms of decision makers’ prefer-
ences, we show two properties that indicate senselessness of deception. Onc gives a sufficient
condition for inside strategyproofness, where deception by a decision maker causes changes of
preferences of the decision maker, thus the deception cannot be effective. The other provide
a sufficient condition for outside strategyproofness, where any attempt of a decision maker to
change another decision maker’ preferences by deception will end in failurc. Next, we raise
the issue of credibility of information. Giving a definition of the concept of complete credibility
of information, we examine relations between decision makers’ perceptions of cmotions, and
credibility and complete credibility of information. We show the equivalence of credibility and
complete credibility under schemes of emotions in inside common knowledge.

4.2.1 Deception by Decision Makers

In a situation of decision making with incompletencss of information, decision makers may
deceive to induce a preferable outcome for him/her to the outcome that is obtained through
sincere information exchanges. In fact, Brams [9] examines situations with three decision makers
under incompleteness of information in terms of preferences of the decision makers, and shows
that a profitable outcome for a deceiver to the outcome realized through honest offers can be
achieved by deception. Brams [9] treats only decision makers with preferences independent of
the others’ preferences, but preferences of a decision maker often depend on the others’ in real
situations. Helping behaviors [27] and aggression [8] are examples that indicate the cxistence
of interdependence of decision makers’ preferences. Thus, we examine deception by decision
makers with interdependent preferences under incompleteness of information in terms of the
preferences.

Consider a competitive situation, the set N of all decision makers in the situation, and decision
makers’ pair (N, ) of a scheme and a set of strings of decision makers. Supposc, moreover,
decision makers’ schemes, C and e, of base competitions and cmotions, respectively, where
C = (Cien, Ci = (N;,;S;,F;) for any 4 in N, and e = (e;)ien. Referring to the schemes
F; and e;, decision maker ¢ in N constructs his/her scheme r; of rules. Then, assuming that
the scheme C is in common knowledge, we can regard the rule r; of decision maker ¢ in NV as
depending on only the scheme e; and relations between the scherces e; and r; by decision maker
s scheme f; of rule functions. That is, for any i in N, fi(e;) = r¢, and gencrally, for any o in
¥; and any j in N7, f7(ej;) =r].

We treat information about decision makers’ preferences is conveyed in the form 7 = (7:)ic v
of a rule of decision makers. More preciscly, for any ¢ in N, decision maker  conveys the
information #; to the others. Each decision maker can convey false information to the others,
but it is assumes that it becomes common knowlcdge among the decision makers that the
information # is conveyed. The information # may or may not cause changes of decision makers’
schemes of emotions and rules. For cxample, if decision maker ¢’s information #; implies a
helping rule to decision maker j, then decision makers may modify their schemes of emotions
$0 that decision maker ¢ has positive emotions toward decision maker 7, and consequently their
schemes of rules may be changed. Oppositely, if decision maker 4 belicves decision maker j's
information #; that means decision maker j’s aggressive rule to decision maker k, then decision
maker 4 may change his/her scheme e; of emotions so as to satisfy that cj, ¢ = —. Thesc
changes of schemes in terms of the information 7 are expressed by decision makers’ schemes,
g(#), h(#), and 1(#), of scheme functions, perception functions, and view functions in terms of 7.
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Completing these changes of the schemes, decision maker ¢ constructs new schemes, €} and r}, of
emotions and rules for cach ¢ in N. In this case decision makers’ prefercnces are interdependent,
because the preferences of each decision maker may change depending on information about the
others’ preferences.

Each decision maker tries to manipulate the others’ actions by deception in order to achieve
a preferable outcome for the decision maker to that led by sincere information exchanges, but
he/she conveys true information when the deception cannot be effective. We proposc two states
in which the deception will end in failure, inside strategyproofness and outside strategyproofness.

Definition 57 (Inside Strategyproofness) A competitive situation satisfies inside strate-
gyproofness, if for any ¢ in N, any e;, and any ¥, f; (e;) # 7 implies [} o gi()(e;) # files).

If a situation satisfies inside strategyproofuess, then for any ¢ in N, if decision maker i conveys
the falsificd information #; in order to manipulate the others’ actions, then the information
causes changes of decision maker ¢’s true rule, thus the falsification of information cannot be
effective.

Definition 58 (Outside Strategyproofness) A competitive situation satisfies outside strat-
egyproofness, if for any i in N, any e;, any j in N*, and any i, where e; = (¢',€") and
e' = (eji)jeni, there exists ©; such that fio g (7 Pi)(eji) = fieji).

In a situation that satisfies outside strategyproofness, then for any ¢ in N, decision maker ¢’s
attempts to manipulate the others’ actions by the deception 7 will end in failure becausc of the
information #_; that is conveyed by the other decision makers.

If a situation is in onme of the states, then decision makers convey information sincerely,
because strategic information exchanges cannot be effective. We explore sufficient conditions
for a situation to satisfy one of the statcs. First we provide definitions of several states of a
competitive situation. For any ¢ in N, m; denotes a projection map 0 the ith component.

Definition 59 (Separability of Beliefs) A situation is separable, if for any © in N, any
ei, any o in X, any k in N7, any j in Nk\{k}, any 7;, and any 7—; and 'f"_j, f]’-” om0
1 (3,7 ) (ero) = [ 0 mj o Uf (74,7 ;) (@ko)-

Considering the case that ¢ = ¢ and k = 4, we have that if a situation is separable, then if
for any 4 in N, any e;, any j in N*\{¢}, any #;, and any #_; and s, f; omj o li(fi,P_j)(e;) =
fi om0 li(f, 7 ;)(e;). Thus, if a situation satisfics separability, then decision maker ¢ infers
decision maker j’s rule referring to only the information #; about decision maker j5’s rule:
decision maker 5’s rule inferred by decision maker 7 is independent of the information 7#_; about
the other decision makers’ rules.

Definition 60 (Extremeness of Beliefs) A situation is said to satisfy cxtremeness, if for
any i in N, any e;, any o in Ti, any k in N7, any j n N*ko\{k}, any , and any s_j in SL;,

7i(s-3)
o mj 0 I7(7) (ere) (5-5) = o
¥ (ejko) (5-5)-
Considering the case that ¢ = ¢ and k = 4, we have that if a situation is cxtremencss, if
for any 7 in N, any e;, any j in N*\{¢}, any #, and any s—; in S*;, wherc e; = (e',e') and

_ =
e' = (eji)jen;

ko
J

. , 7i(s—5)
fiomjoli(f)(ei)(s—;) = or

fj(eji)(s—j)-
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Thus, if a situation satisfics extremeness, then decision maker ¢ infers that decision maker 5’s rule
is either the same as the information #; implies, or cqual to decision maker 17’8 perception f,j(ej:i)
of decision maker j’s rule before the cxchanges of information. Especially, if the perception
fj(eji) is the same as the information #;, then decision maker 4 believes that decision maker j’s

rule is f;(eﬁ) = fj.

Definition 61 (Incredibility) A situation is seid to satisfy incredibility, if for any 1 in N,
any e;, any j in N\{i}, there exists #; such that for any 7_;, fjom;o I4(F) (e;) # 7.

If a sibuation satisfies incredibility, then there exists decision maker j’s information that is
not credible for decision maker 1.

Definition 62 (Scheme Stability) A situation satisfies view stability, ¢f for any ¢ in N, any
e;, any o in Y, any k in N7, any j in Nko\{k}, any 7, ff" omjolf(f)(ers) = 7; implies
mj 0 g (F)(eko) = €jko-

Considering the case that o = ¢ and k = 4, we have particularly that if a situation satisfies
scheme stability, then for any 7 in N, any e;, any j in N i\{i}, and any 7, wherc e; = (', e)
and e’ = (eji)jenis fJ’ om; o li(7)(e;) = 7 implics 7; o 1i(7)(e;) = ej;. Thus in such a situation
decision maker 4’s perception ej; of decision maker j’s scheme of emotions do not changed when
decision maker i believes the information ; about decision maker j’s rule. Moreover, if decision
maker i thinks that decision maker k believes the information #; about rule of decision maker
4, then decision maker 4’s perception e;i; of decision maker k’s pereeption of decision maker j’s
scheme of cmotions is not modified.

Definition 63 (Perception Stability) A situation is said to satisfy perception stability, if
for any i in N, any e;, any o in L;, k in N7, and any 7, if either for any j in N*\{k},
77 omjolf (7) ers) = #;, or for any j in NF\{k}, [57omjolf (7)(exs) # j, then meohf () (ekr) =
ef.

Considering the case that ¢ = ¢ and k = ¢, we have particularly that if a situation satisfies
perception stability, for any 4 in N, any e;, and any #, if either for any j in N'\{i}, fjomjo
Ii(#)(e;) =}, or for any j in Ni\{i}, fJ‘ omjoli(f)(e;) # fj, then miohi(#)(e;) = ¢i. Thus, when
a situation satisfies perception stability, decision maker 4’s emotions is not changed if either
decision maker 4 believes all information #_; about the other decision makers’ rule, or decision

7 doubts all of the information.

Definition 64 (Confidence from Stability) A situation 15 said to satisfy confidence from
stability, if for any ¢ in N, any e;, any o in X, any k in N°, and any 7, o hi(7)(ers) = €f,
implies that for any j in N*\{k}, fJ’-“” omjolf(F)(exs) =75

Supposing the case that ¢ = ¢ and k = 4, we have that if a situation satisfies confidence from
stability, then for any ¢ in N, any e;, and any #, m; o hi(#)(e;) = e!, implics that for any j in
Ni\{i}, fiomjoli(f)(e;) = #;. Thus, in this situation decision maker i believe the information
#; about decision maker j’s rule, when no changes in decision maker ¢’s emotion are caused by
the information #. Moreover, it is satisfied that if decision maker ¢ believes that decision maker
k’s emotion is not changed by the information 7, then decision maker ¢ thinks that decision
maker & belicves the information #; about decision maker j’s rule.

Definition 65 (Inside Commonality of Rules) A situation if said to satisfy inside com-
monality of rules, if decision makers’ scheme of rules is always in inside common knowledge,
that s, for any i in N, any e;, any o in S;, and any j in N7, it is satisfied that f (ejo) = fileq).
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Considering the case that o = k¢ and j = 4, we have that if a situation satisfies inside com-
monality of rules, then decision maker ¢ believes, not only before the exchanges of information 7
but also after the exchanges, that decision maker k perccives the correct rule of decision maker
7.

The following conditions are technical, but are required for verifying propertics about inside
and outside strategyproofness.

Definition 66 (0th Degree Equivalence relation) For any i in N, any o in X, and any
4 in N7, the 0th degree equivalence relation ~0 on jo’s schemes of emotions is defined as

jo
follows: for any jo’s schemes, ejo and e, of emotions,

jo’
ejp 0, €, & el = e’
io ~jo €je < € = €5

Definition 67 (Well-Definedness of Schemes of Decision Functions) For any ¢ in N,
decision maker i’s scheme £; of decision functions is said to be well-defined in Oth degree, if for
any o in S; and any j in N7, f7 satisfies that for any jo’s schemes, ejo and e;-(,, of emotions,
if ejo N?(, e, then f7(ejs) = fi(ehs).

If decision maker i’s scheme of decision functions is well-defined in Oth degree, then we have
particularly that decision maker 4’s rule is determined on only the emotions ¢! of decision maker

Definition 68 (1st Degree Equivalence relation) For any i in N, any o in i, and any
j in N7, the 1st degree equivalence relation N}U on jo’s schemes of emotions is defined as
follows: for any jo’s schemes, ej, and egg, of emotions,

1 l

€jg ~ig €

1jo
jo Sjo :

S el’ =e¢
Definition 69 (Injectivity of Schemes of Decision Functions) For any i in N, decision
maker i’s scheme £ of decision functions is said to be injective in 1st degree, if for any o
in B;, and any j in N°, f7 ,sl’atz'sﬁes that for any jo’s schemes, ejs and e}a, of emotions, if

o — f.(a! ” . /
f(ejo) = filel,), then ejo ~j, €55

Tf decision maker i's scheme of decision functions is injective in 1st degree, then we have
particularly that if two distinct decision maker i’s schemes, e; and €}, of cmotions induces
the same rule of decision maker 4, then decision maker 7’s perceptions, ¢’ and e, of emotions
coincide.

Now, we can provide sufficient conditions for a situation to satisfy inside strategyproofness
and outside strateqyproofness, respectively.

Proposition 19 (A Condition for Inside Strategyproofness) Consider o situation that
satisfies the following conditions:

1. inside commonality of rules,

2. scheme stability,
and

3. confidence from stability.
Then, if for any i € N, decision maker i’s scheme f; of decision functions is injective in 1st

degree, then the situation satisfies inside strategyproofness.
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(proof) For any ¢ in N, any e;, and any 7, assumec that fio gi(f)(e) = fi(e;). Because
decision maker 4’s scheme f; of decision functions is injective in 1st degree, it is satisfied that
gi(#)(e;) ~} (e;). By the definition of the equivalence relation ~! we sec that hi(7)(e;) = ¢".

On the one hand, because we have that m; o hi(#)(e;) = e, it ;s satisfied that for any 7 in
N\{i}, fjopjoli (#)(e;) = #;, by coufidence from stability. By scheme stability, moreover,
it is satisfied that m; o [{(#)(e;) = (e);i) for any j in N*\{i}. On the other hand, because
we have that m; o hi(7)(e;) = ¢j for any j in Ni\{i}, it is satisfied that for any j in N*\{i},
mj 0 h;- (#) o ;o Li(ry)(ei) = e:‘;. identifying e?i with eg-. Thus we have that for any j in N*\{s},
mj o hi(f)(eji) = ¢;. By confidence from stability, for any j in N\{i} and any k in N7\{j},

,“zz 0T © Zj (#)(ej;) = 7¢. By schemc stability, morcover, 7 o lj (#)(eji) = (egji). Thus, for any j
in N\{i} and any & in NIA\{j1, f,gi(ekji) = 7). Bspecially, for any j§ in N\{z}, ffi(e,iji) = 7.
Then, by inside commonality of rules, f{(e;) = r;. For any ¢ in N, therefore, if f}(e;) # 7, then

fiogi(#)(e;) # file). ‘ n

Proposition 20 (A Condition for OQutside Strategyproofness) Suppose o situation that
satisfies the following conditions:

1. separability of beliefs,
2. extremencss of belicefs,

3. incredibility,
and

4. perception stability.

Then, if for any i in N, decision maker i’s scheme fi of decision functions is well-defined in
Oth degree, then the situation satisfies outside strategyproofness.

(proof) For any ¢ in N, any e;, any j in N\{i}, and any #;, wherc e; = (ef,e') and
e = (eji)jeni, we have that either f{* o m o I}(#,7-i)(ej;) = Fi for cach 7, or fi'omo
HGE #_;)(ej;) # #; for each #_; by scparability of Beliefs.

1. In the casc that f;” 0 ;O l;(fi,f_i)(eji) = #; for each #_;. For any k in N7\{i, 7}, let
# be fi'(e;i). Because for any 7, fiiopro l;'-('f'k,'r_k)(eji) = 7, by extremeness of
beliefs, we have that for any &k in N7\{j}, f' o pi o I;(fi,7-i)(eji) = Fi. By perception
stability, we have that h;: (Fi,7—i)(eji) = ej-. Then, we have that g.';:(h,f_,i)(ej,;) N% eji,
because gi(F) = (h5(), (g% (F))keni\ gy © 1i(#)) for any . Thus, by the assumption that
decision maker j’s scheme of decision functions is well-defined in Oth degree, we see that

fio gi(ii, i) (eji) = fileji).

2. Tn the case that fI' o o li(#i,7_i)(eji) # i for each 7_;. For any k in NIN\{i, 5},
there exists 7 such that for any r_i, fi' opp o l;:('r“k,fr;/c)(eﬁ) #+ 7 by incredibility.
Then for any k in N7\{j}, fI' opi 0 l;‘(f,-,'f'_i)(eji) # #,. Thus, by perception stability,
we have that h;(f,-,f'_,-)(eji) = e5. Then, similarly to the previous case, we sce that
fio gi(#i,7-i)(eji) = [i(egi)- | "
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Treating decision makers with preferences independent of the others’, Brams [9] shows that a
profitable outcome for a decciver to the outcome rcalized through honest offers can be achieved
by deception. On the contrary, the propositions above imply that strategic information ex-
changes cannot be effective, and thus manipulation of actions of decision makers by deception
can be impossible, when decision makers’ preferences are interdependent. Interdependence of
decigion makers’ prefercnces crucially affect decision makers’ behaviors in a situation of decision
making. ‘

4.2.2 Credibility and Complete Credibility of Information

Exchanges of information about decision makers’ actions in a competitive situation and cred-
ibility of the information are important for decision makers to make proper decisions in the
situation. Because we assume that the actions depend on the emotions of the decision makers,
and that the decision makers know the assumption about the dependence of the actions on
the emotions, the credibility of information about the actions is also affected by the emotions.
Actually, in ‘soft’ game theory [44], positive and negative emotions are considercd to be able to
make unwilling promises and unwilling threats credible, respectively. The concept of credibility
of information in [44], however, is defined under completeness of information in terms of the
emotions. In order to examine relations between the emotions and the credibility of informa-
tion about decision makers’ actions, we should deal with the credibility of information under
incompleteness of information in terms of the emotions. We employ the framework given in this
paper for describing interperception by decision makers in terms of emotions, and two concepts,
credibility and complete credibility of information, to analyze relations betwecn decision makers’
emotions and credibility of information about decision makers’ actions. Credibility has already
defined in a preceding chapter in this paper, and complete credibility is obtained applying the
idea of credibility to each degree of perceptions of decision makers.

Consider the set N of all decision makers in a situation, and decision makers’ pair (N, £) of
a scheme and a set of strings of decision makers. For any ¢ in N, morcover, suppose decision
maker #’s schemes, C;, e;, P;, and r;, of base competitions, cmotions, preferences, and rules,
respectively. Given string o in ¥;, we can define rational, helping, and aggressive rules for o.
Consider decision maker j in N7,
Definition 70 (Rational Rules for Strings) For any 5—; wn S_], if jo’s perception r’;a of
the rule of decision maker j satisfies that (r ’j-”(b_]),sﬁj)ﬁ’;- (8j,5-) for any s; in Sjo, then
117 is decision maker j’s rational rule for o at s—;.
Definition 71 (Helping rules for Strings) Consider decision maker k in Ni?. For any

S—j in S’J, if jo’s perception r ’7‘7 of rule of decision maker j satisfies that (S*Ji”,s_J) Pl

(r’;- (s_]),s_j), then 137

where s*7 satisfies that (b*” $—j) Fjg (85,5-5) for any sj in Sg”.

18 dccmon maker j’s helping rule to decision maker k for o ot s_;,

Definition 72 (Aggressive Rules for Strings) Consider decision maker k in NJ7. For any
S_j in ,S’J_J, if jo ’s perception 7"” of rule of decision maker j satisfies that (r’]a(s_j) S—j) PN
(s*"}g, 3_]), then r’i
where 77 satisfies that (s*“’ s 3) F5° (sj,8-3) for any s; in SI°.

s a deczszon maker j’s aggressive rule to decision maker k for o at s—j,

Considering the case that ¢ = 4, we have the definitions of rational, helping, and aggressive
rules for decision maker § given in a preceding chapter in this paper. As the definition of credible
information for a decision maker in the chapter, we can also define credible information for a
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string of decision makers. For any ¢ and j in NV, information ; about the rule of decision maker
j is said to be completely credible for decision maker 4, if #; is credible for any string o in ;.
Consider decision maker 4 and j in N and information #; about the rule of decision maker 7.

Definition 73 (Completely Credible Information) For any o in Xi and any s—; o ij,j,
information #; is credible for o at s—j, if we have either

1. #; is decision maker j’s rational rule for o at s_j,

2. there cxists decision maker k in N77 such that e?"]k. = + and 7; is decision maker j’s
helping Tule to decision maker k for o at s—;,
or

3. there exists decision maker k in N7° such that ¢}y = — and 75 is decision maker j's
aggressive Tule to decision maker k for o at s_;.

If for any o in T; and any s—j in 8”7, 7; is credible for o at s_j, then 7 18 said to be completely
credible for decision maker ¢.

Considering the case that ¢ = 7, we have the definition of credible information for decision
maker i. Then we examinc relations among credibility, complete credibility, and interperception
in terms of emotions. Assume that for any i in N, decision maker i’s schemes, C;, e;, Py,
and r;, of base competitions, emotions, preferences, and rules is in inside common knowledge,
respectively. Then, we can provide a proposition about one of the relations.

Proposition 21 (Credibility and Complete Credibility) For any ¢ and j in N and in-
formation #; about the rule of decision maker j, ; is completely credible for decision maker ¢
if and only if it is credible for decision maker 4.

(probf) From the definition of completely credible information, it is apparent that if 7; is
completely credible for decision maker ¢, then it is credible for decision maker 4. Oppositely,
assume that #; is credible for decision maker ¢. Then, for any s_; in S’_'j, we have either

L. (75(s—j),5-5)F; (8j,5-;) for any s; in ST,

9. there exists decision maker k in N7* such that c§7|k =+ and (s*?i, S_,_j)P]gi('f'j (5-5),5-4),

or
3. there exists decision maker k in N7 such that ¢}'|;, = — and (7;(s—;), s )P (™) 8-),

where s*; satisfies that (s™; ,s_J)Fj (8j,5-;) for any s; in.Sj . Because decision maker 4’8
schemes, C;, e;, P;, and r;, of base competitions, emotions, preferences, and rules is in inside
common knowledge, respectively, it is satisfied that for any ¢ in ¥; and any k in N77, e“}o| k=
ek, F}7 = FI', and PJ” = PI*. Thus, for any o in ¥; and any s_; in §7% = S, we have
either

1. #; is decision maker j's rational rule for o at 5,

9. there exists decision maker k in N77 such that e§”|k = + and #; is decision maker j’s
helping rule to decision maker k for o at s—j,
or

3. therc exists decision maker k in N77 such that c§”|k = — and #; is decision maker j’s
aggressive rule to decision maker k for o at s—;.
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Thus, #; is completely credible for decision maker 7. [ |

This proposition implies that if decision maker ¢’s schemcs, C;, e;, P;, and r;, of base com-
petitions, emotions, preferences, and rules is in inside common knowledge, respectively, then a
piece of information about the rule of decision makers is credible for decision maker ¢ if and
only if it is completely credible for decision maker ¢. Thus under the condition that a decision
maker has schemes in inside common knowledge, the concept of credibility is cquivalent to that
of complete credibility.

4.3 A Solution Concept Involving Emotions

Many solution concepts, such as Nash equilibrium [23] in game theory, metagame equilib-
rium [41] in metagame theory, sequential stability [100] in hypergame theory, and so on, have
been proposcd, but they are defined not referring to emotional aspects of decision makers. When
we analyze a compcetitive situation in which emotional aspects of decision making is engaged, we
need solution concepts that involve the emotional aspect in the definition. Considering a com-
petitive situation as in Table 11, in which economic rationality of decision makers is common
knowledge, we can have the casc that information in terms of the way of selection is incomplete.
In fact the situation has two Nash equilibria, (s1,s2) and (t1,%2), and we cannot specify which
outcome will be selected as the final outcome, because economic rationality of the actions of
one decision maker depends on the other’s selection. The final outcome of the situation can
be even (s1,t2) or (t1, s2) if each of the decision makers incorrectly infers the other’s sclection.
In that case each decision maker changes his/her perceptions of the others’ way of selection,
because he/she can find that he/she has made an incorrect inference. On the other hand, if
one of the Nash equilibria is achicved, decision makers do not change their perceptions, because
cach of them can see that he/she correctly infers the others’ actions. Thus we can regard Nash
equilibria as outcomes that do not induce changes of decision makers’ perceptions. Applying
this view of Nash equilibria to our frameworks, we can define a solution concept called emotional
equilibriwm. In the definition we sce the final outcome of a situation as a piece of information
about the rule of decision makers. An emotional equilibrium is defined as an outcome that docs
not induce any changes of decision makers’ schemes. Morcover, we provide a sufficient condition
for an outcome to be an emotional equilibrium.

So i

S1 (4, 4) (2, 1)

t1 (1, 2) (3, 3)

Table 11. A competitive situation with two Nash Equilibria.

S
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4.3.1 Emotional Equilibria

Consider the set N of all decision makers in a situation and decision makers’ pair (N, ) of a
scheme and a set of strings of decision makers. Suppose, morcover, decision makers’ schemes,
C, e, P, f r, and d of base competitions, emotions, preferences, rule functions, rules, and
decision functions, respectively. For any ¢ in N, decision maker ¢ chooses just one action s! in
Si employing his/her decision function dj and his/her scheme r; of rules, that i, di(r;) = st
He/she, at the samec time, makes infercnces about the others’ selections. For any j in N¢, if it
is satisfied that d% (rj;) = 53", decision maker ¢ thinks that decision maker j will select s}" in
571 Moreover, decision maker ¢ makes inferences about the other decision makers’ inferences
about decision makers’ selections. Generally, for any o = 4142+ -4, in X; and any j in N7,
if dg”(rja) = (950, then decision maker 4 = i, thinks that decision maker 4, thinks that ...
decision maker i1 thinks that decision maker j will choose s7”. Thus gathering 57" for any o
in 3; and any j in N7, we can form a scheme of actions, that is, (s7)gex;. We call it decision
maker i’s scheme of final selections, denoted by s;. Moreover, a list (si)ien of decision maker ¢’s
schemes s; of final outcomes for each i in N is called decision makers’ scheme of final outcomes,
denoted by s.

After each of the decision makers selects an action, the final outcome s = (s));en is deter-
mined. Then each decision maker may modify his/her schemes so as to be consistent with
the final outcome. If the final outcome s does not cause any modifications of decision makers’
schemes, then the outcome is said to be an emotional equilibrium.

Definition 74 (Emotional Equilibria) Consider for any i in N, decision makeri’s schemes,
C;, e, Pi, £, r;, and d; of base competitions, emotions, preferences, rule functions, rules, and
decision functions, respectively. Supposc that the final outcome s = (di(r;))ien 18 given, and
modifications of decision makeri’s scheme X; of component X in terms of s, where X can be
C,e, P, f,r, ord, is expressed by decision maker i’s scheme function gi(s)x that indicates
new scheme X' corresponding to old scheme X, that s, g:(s)x (X;) = Xi. If we have that for
any i in N and any X, 9i(8) x (Xi) = X, then the final outcome s is an emotional equilibrium.

Because an emotional cquilibrium in a situation is the outcome that is chosen by decision
makers as the final outcome and docs not causc any modification of decision makers’ schemes,
we have that if the decision makers repeatedly participate in the same situation, and once they
achieve an emotional equilibrium, then they will choose the equilibrium in every time after that.

4.3.2 Emotional Equilibrium and Correctness of Inferences

In order to give a sufficient condition for an outcome to be an emotional equilibrium, we provide
some definitions of states of a situation. Consider outcome s = (s;)ien is choscn by decision
makers in a situation as the final outcome, that is, for any 4 in N, di(r;) = s;. For any 4 in N,
modifications of decision maker i’s scheme X; of X is expressed by decision maker 4’s schemes,
g:(s)x, hi(s)x, and Li(s)x, of scheme functions, perception functions, and view functions, in
terms of s.

Definition 75 (Correct Inferences) For anyi in N, decision maker i has correct inferences
if for any j in N'\{4}, dj (rji) = 5.

If a decision maker has correct inferences, then the decision maker exactly infers the others’
selections.
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Definition 76 (Perception Stability from Coincidence) For any i in N, decision maker
i has perception stability from coincidence if we have that for any o in i and ony k in N7, if
for any j in N*\{k}, s; = djk”(rjkg), then for any X, i (s)x(Xpo) = X*7.

If decision maker 4 has perception stability from coincidence, then considering the case that
o =4 and k = 4, we have particularly that if for any j in N*\{i}, s; = d;fl(rj,-), then decision
maker 4’s perceptions of component X does not modified for any X.

Definition 77 (Scheme Stability from Coincidence) For any ¢ in N, decision maker %
has scheme stability from coincidence if we have that for any o inY;, any k in N7, and any J
in Nk\{k}, if s; = d;k”(rjk.g), then for any X, m; 0 189(8) x (Xio) = Xjko -

If decision maker i has scheme stability from coincidence, then considering the casc that o = ¢
and k = i, we have particularly that for any j in N N{i}, if s; = d?’(rﬂ), then decision maker
i’s perception of decision maker j’s schemc of X is not modified for any X.

Employing these definitions, we provide a sufficient condition for the final outcome s of a
situation to be an emotional equilibrium. Assume that decision makers’ pair (IN, 2) of a scheme
and a set of strings of decision makers is in common knowledge, and is not modified through
scheme functions.

Proposition 22 (A Condition for Emotional Equilibria) If it is satisfied for any i in N
that decision makers’ scheme s of final selections is in inside common knowledge for decision
maker i, and decision maker i has correct inferences, perception stability from coincidence, and
scheme stability from coincidence, then the final outcome s of the situation is an emotional
equilibrium.

(proof) It is suffice to show that for any 4 in N, any component X, decision maker ¢’s scheme
X; of X is not modified by the scheme function gi(s)x, that is, if X} denotes gi(s)x (X;) =,
then it is enough to prove that for any o in X;, X7 = X '7  Because decision makers’ scheme s
of final selections is in inside common knowledge for decision maker 4, we have that for any o in
%, and any k in N7, and any j in N*\{k}, s/"7 = s]". Decision maker i has correct inferences,
thus we have that d}'(rj;) = s;. Since 57 = ' (rj;), it is satistied that sﬂ-’tw = s;. From the
perception stability from coincidence, the scheme stability from coincidence, and the relations
among g;(s)x, hi(s)x, and 1;(s)x such that for any o in X; and any j in N7,

97 (8)x = (15 (8)x, (gl ()X kensinrgsy © &5 (8)x);

then we have that for any ¢ in B;, X = X'7. In fact,.becausc it is satisfied that hi(s)x (Xi) =
X' from the perception stability, we have that X* = X'*. Moreover, from the scheme stability, we
have that m; o I{(s)x (X;) = Xji, and X,.]:i = hi'(s)x omj o Li(s)x(Xi) = b (s)X(in).” Because
the perception stability implies that hjj"(s) x(X;;) = X7 Thus we have that X" = X7,
Considering inductively, we have the result. |

Intuitively, we think that if cach decision maker in a situation correctly infers the others’
selections, then decision makers’ perceptions of the situation is not modified. This proposition
shows, however, that in order that no modification of decision makers’ perceptions is implied
by the correct inferences, we nced such conditions as inside commonality, perception stability,
and scheme stability. Under the conditions, moreover, we have that if the final outcome is not
an emotional equilibrium, then there cxists a decision maker whosc inferences of the others’
selections are incorrect.
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4.4 Deadlock in a Meeting

A meeting is often held to make a group decision. Since a meeting is often time-consuming,
it is harmful for persons to attend the meeting. Delay of the decision affects the cfficiency of
the organization for which the meeting is held, because the organization cannot make actions
before the decision is made. Morcover, the decision made not in time is often not optimal for the
organization. Thus, the meeting should be carried out smoothly. We can often sce several stages
in a meeting. At the first stage, decision maker in the meeting have to learn the components
of the meeting; which decision makers are participating in the meeting, which alternatives are
available, decision makers’ favors for the alternatives, the rule of final voting, and so on. At
the next stage, the decision makers interact each other. Bach of the decision makers tries to
persuade others to agree on the alternative that is moat preferable for the decision maker.
Some decision makers may compromise and others not. The final stage is devoted to the actual
voting, and an alternativce is chosen by using a given voting rule. Because one of the most time-
consuming stages is the interaction stage, we should examine the stage in detail. In spite of
the existence of formal models for the last stage [80], however, there are only verbal models for
the interaction stage [85]. We propose a framework for formal treatment of intcraction among
decision makers in a meeting, particularly, persuasion and compromise by the decision makers.

The most time-consuming event in the interaction stage of a mecting is that the meeting
reaches a state in which a disagreement cannot be settled. We call the state a deadlock, and
formally describe it as a state that there is no alternative that seems to be chosen, but no
interaction such as persuasion and compromise is occurred. Because we regard compromise
lead from persuasion as helping behavior, the concept of cmotions plays an important role in
the formal definition of a deadlock. We also define the concept of a completely deadlock, applying
the idea of deadlock to higher degrees of perceptions. The concept of complete deadlock implies
that of deadlock. Thus we first give a sufficient condition for a meeting not to reach a complete
deadlock, and then we provide a sufficient condition for a meeting not to reach a deadlock. We
also show an cxample that implies the importance of stability of decision makers’ schemcs of
emotions for smooth progression of a meeting.

4.4.1 Deadlock and Complete Deadlock

Consider the set N of all decision makers in a situation and decision makers’ pair (N,3)
of a scheme and a set of strings of decision makers. Supposc decision makers’ schemecs, M,
e, P, of base mcetings, emotions, and preferences, respectively, where M = (M;);eny and
M; = (N;, W;, A;,F,) for any ¢ in N. Assume that M is in common knowledge.

Regarding functions of emotions, we have assumed that positive and negative emotions from
a decision maker to another causc his/her helping and aggressive behaviors to another, respec-
tively. Applying the assumptions to rclations among persuasion, compromise, and cmotions,
we can assume that if decision maker 4 has positive emotions to decision maker j, then decision
maker j’s persuasion to decision maker 7 will succeed, and that if decision maker 7 has negative
cmotions to decision maker 4, then decision maker j’s persuasion to decision maker ¢ will end
in failure (Figure 8).
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Figure 8. Relations among persuasion, compromise, and emotions.
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If a decision maker thinks that persuasion to another will succeed, then the decision maker
will make the persuasion, because we assumc that if decision maker j’s persuasion to decision
maker i has succeeded, then decision maker ¢ comes to prefer most the altcrnative that decision
maker j prefers most. The changes of preferences of decision maker 7 is a special type of helping
behaviors of decision maker 4 to decision maker 5. In spite of the existence of other types, we
adopt the type in this case, because we focus on mecetings with majority rule, and other types
of changes of preferences do not affect the outcome of the final voting.

We assume, morcover, that the relations among persuasion, compromise, and emotions are
common knowledge among decision makers. Thus if decision maker ¢ thinks that decision maker
4 has negative emotions to decision maker ¢, then decision maker ¢ will not persuade decision
maker §, since decision maker ¢ thinks that decision maker j will not compromise. Because of the
relations, a meeting sometimes reaches a situation in which a disagreement cannon be scttled.
We call the situation a deadlock. A deadlock is described as a situation in which each decision
maker thinks that there is no alternative that sccms to be selected in the voting stage under
the current states of decision makers’ preferences, and that therc is no opponent who seems
to cooperate with the decision maker under the current states of decision makers’ emotions.
Our formal definition of a dcadlock requires some additional concepts such as agreement and
winning decision makers. For any set A and any linear ordering P on A, maxP denotes the
highest alternative in terms of the ordering P.

Definition 78 (Agreement) For any i in N, any o in 3y, and any j and k in N°, decision
maker j agrees with decision maker k for o, if mazl’] = maxP] .

If decision maker ¢ agrees with decision maker 4, then they prefer the same alternative most.
A decision maker whose the most preferable alternative scems to be selected at the final voting
stage is called a winning decision maker.

Definition 79 (Winning Decision Makers) For any i in N, any o in %, and any § in N7,
decision maker § is winning for o, if there exists a winning coalition S in W27 such that for
any k in S, decision maker k agrees with decision maker j for jo.

Tn order to express a meeting at a deadlock formally, we should consider when a decision
maker persuades another. Firstly, we can obviously say that if the decision maker is a winning
decision maker, then it is not necessary for the decision maker to persuade others to change
their preferences, and it is useless for others to persuade the decision maker, because it will end
in failurc. Secondly, it is also obvious that if two decision makers agree on an alternative, then
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persuasion will not occur between them. Thus when a decision maker tries to persuade another,
there must be a disagreement between them. Thirdly, because of the assumptions about the
function of emotions, we should have that if decision maker i persuades decision maker j, then
decision maker 4 thinks that decision maker j has positive cmotions to decision maker i. Using
this consideration about persuasion and the definition of winning decision makers, we define a
meeting at a deadlock.

Definition 80 (Meetings at a Deadlock) A meeting is said to be at o deadlock, if for any
i in N, it is satisfied that for any j in N*, decision maker j is not winning for i, and decision
maker § agrees with decision maker i for i and/or ¢}

j = —

Applying the idca of deadlock to higher degrees of perceptions, we can define the concept
of complete deadlock. Tf a meeting is at a complete deadlock, then cach decision maker in the
meeting thinks that that the mecting is at a deadlock is common knowledge among decision
makers. '

Definition 81 (Meetings at a Complete Deadlock) A mecting is said to be at o complete
deadlock, if for any i in N, any o in Xy, and any k in N7, it is satisfied that for any j in N,
decision maker j is not winning for ko, and decision maker j agrees with decision maker k for
ko and/or elf"|k = —.

We should notice that a meeting at a complete deadlock is also at a deadlock. Thus to be at
a complete deadlock is a stronger condition for a meeting than to be at a deadlock.

4.4.2 TImpossibility to Reach a Deadlock or a Complete Deadlock

We nced some concepts to provide propositions about a deadlock and a complete deadlock in a
mecting. First, we define meetings with magjority rule.

Definition 82 (Majority Rule) A meeting is said to be with majority rule, if it is satisfied
that for any i in N and any o in Sy, S is included in W if and only if |S] is larger than |N7|/2.

We treat only meetings with odd number of decision makers for simplicity.

Definition 83 (Odd Number of Decision Makers) A meeting is said to be with odd num-
ber of decision makers if for any i in N and any o in 5;, there czists a non-negative integer n
such that |[N7| = 2n + 1.

For any i in N, any o in %;, and any j in N7, let D7 be the set {l € Nio | mawPf” #
mawPJj" and ¢]%|; = —}, called decision maker j’s depressing set for o. Considering the case
that o = i, if decision maker [ is an element of decision maker j's depressing set for 4, then
decision maker 7 thinks that decision maker j believes that decision maker [ does not agree
with decision maker 4, and decision maker ¢ thinks that decision maker j believes that decision
maker [ has negative emotions toward decision maker j. That is, decision maker 4 thinks that
decision maker j will not persuade decision maker I. In terms of depressing set, we have the
following proposition.

Proposition 23 (Intersection Theorem under a Complete Deadlock) If a meeting ot a
complete deadlock, then for anyi in N, any 0 in %, any j in N, and any S in WI7, S intersects
decision maker j’s depressing set D7 for o.



(proof) For any ¢ in N, any o in %, any j in N7, consider decision maker j 's depressing
set DY for o, that is, {I € NI? | mazP! # ma,LP7 and €]’|; = —}. A meeting is at a
cornplete deadlock if and only if it is satleﬁed that f01 any ¢ in N, any o in %;, any k in N7,
and any j in N®7, we have that for any S in Wik there exists decision maker [ in S such
that maal’/ ko 4 maxP!"" k7 and that mcuP’“" = magPF? and/or ¢¥ 7]y = —. Supposing the case
that & = j, we have that fox any ¢ in N, any ¢ in %;, any j in N 7 and any S in W79, there
exists decision maker [ in S such that mazP] # ma:LPJ . Because S in a subsct of N7, we
have that [ is an element of N77. Thus from the abbumptwn that the meeting is at a complete
deadlock we also have that for any ¢ in N, any ¢ in %, any j in N7 ma.LPj = ma:z:PJ and/or
61 ; = —. Therefore, we have that for any ¢ in N, any o in X, any 7 in N7, and any S in
Wi7 there exists decision maker [ in S such that mazP?” # maszjU and ¢/7|; = —. Because
decision maker 7 in S satisfies the condition to be an elem(,nt of decision maker j’s depressing
set DY for o, we have that S and D7 are mutually intersect. [ |

Now, we can provide a proposition that gives a sufficient condition for a meeting not to reach
a-complete deadlock.

Proposition 24 (Impossibility to Reach a Complete Deadlock) If a meeting has ma-
jority rule, odd number of decision makers, and completely stable scheme of emotions, then
the meeting is not at a complete deadlock.

(proof) Assumec that a meeting has majority rule, odd number of decision makers, and
completely stable scheme of emotions. Since we arc considering a mecting with decision makers’
N scheme of decision makers in common knowledge, it is satisfied that for any ¢ in N and any
g in X; = XF, N = N, and from the assumption that the meeting has odd number of decision
makers, we have that there exists a non negative integer n such that for any ¢ in N and any
oin 5 = BF, [N?| = 2n + 1. From the separation theorem for completely stable schemes of
cmotions, N = N can be partitioned into two subsets, N; and Ng such that for any 7 and %
in N7, e | =+ if 7 and k arc — if § and %k arc belong
to dlﬂcxent subsets. We may assume that |Nq| is Lugex than n. Then we have that Nj is an
clement of W€ for any ¢ in N and any o in &; = 37, because the meeting has decision makers’
scheme W of winning coalitions in common knowledge and majority rule. For any [ in Nj,
D¢ N Ny = ¢, because Df € No. Thus, the meeting is not at a complete dcadlock from the
intersection theorcm under a complete deadlock. [ |

Example 19 (Possibility to Reach a Complete Deadlock) Consider a meeting with the
set N = {1,2,3} of all decision makers and the set A = {a;b,c} of all alternatives. Assume
that decision makers’ schemes, S, A, W, and F, of decision makers, alternatives, winning
coalitions, and favors, are in common knowledge, respectively. Assume, moreover, that for any
i in N and any o in Ty, it is satisfied that maxl’y = a, moxPs = b, and mazPy = ¢, and that
"|k — for any j and k in N” = N such that j # k. If the meeting has magjority rule, then
the meeting is at o complete deadlock.

Since € 103 # € 13, the mecting does not have completely stable scheme of emotions. The
proposition and example implies that complete stability of emotions is essential for a meeting
not to reach a complete deadlock under the condition of majority rule and odd number of
decision makers. ‘

In order to verify a proposition that implics impossibility to reach a deadlock, we need an
intersection theorem under a deadlock.
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Proposition 25 (Intersection Theorem under a Deadlock) If a meeting is at a deadlock,
then for any i in N, and any S in W', S intersects decision maker i’s depressing set Dt for .

(proof) For any i in N, consider decision maker j’s depressing set D for 4, that is, {I € N*
| mazP} # mazP} and €]; = —}. Since the meeting is at a deadlock, it is satisfied that for
any 4 in N, any j in N’ and any S in Wi, there cxists k in S such that ma:rP] # maJ;PJ
Particularly, consudermg the case that j = 4, we have that for any ¢ and any S in we, thexc
exists [ in S such that magrl’, =+ m(u,Pi On the other hand, from the assumption that the

meeting is at a deadlock, we have that mazl} = mazP} and/or eili = Thexofore, for any ¢
in N and any S in W*, there exists k in S such that mazP;} # mazP} ¢ . Because k
satisfics the condition to be an element of D, we have the resuls. [ |

Now, we can provide a proposition that gives a sufficient condition for a meeting not to reach
a deadlock.

Proposition 26 (Impossibility to Reach a Deadlock) If a mecting has majority rule, odd
- number of decision makers, and stable scheme of emotions, then the meeting is not at o deadlock.

(proof) Assume that a mecting has majority rule, odd number of decision makers, and
stable scheme of emotions. Since we are considering a meeting with decision makers’ N scheme
of decision makers in common knowledge, it is satisfied that for any 4in N and any o in ¥; = 37,
N° = N, and from the assumption that the meeting has odd number of decision makers, we
have that there exists a non negative integer n such that for any ¢ in N and any o in &; = X7,
|N?| = 2n + 1. From the scparation theorem for stable schemes of emotions, N { = N can be
partitioned into two subsets, N1 and N2 such that for any 7 and k in N¢, ’Ik = + if 7 and
k are belong to the same subset, and ¢} — if j and % are bclong to dlfferent subscts. We
may assume that |Nq| is larger than n. Then we have that Ny is an element of W for any
i in N, because the meeting has decision makers’ scheme W of winning coalitions in common
knowledge and majority rule. For any [ in Ny, Dl N N1 = ¢, because Dl C Niy. Thus, the
meceting is not at a deadlock from the intersection theorem under a deadlock. |

Because not to be at a deadlock implics not to be at a complete deadlock, the proposition about
impossibility to reach a deadlock refines the proposition about impossibility to reach a complete
deadlock. That is, we have that if a mceting has majority rule odd number of decision makers,
and stable scheme of emotions, then the meeting is not at a complete deadlock. Moreover,
the example about possibility to reach a complete deadlock implies that a meeting that has
majority rule, odd numbers of decision makers, and not stable scheme of ecmotions can reach a
deadlock. These propositions and the example, therefore, indicate the importance of stability
of emotions for smooth progression of a meeting.
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Chapter 5

Conclusions

5.1 Summary

In this paper we dealt with situations of decision making with interperception by decision mak-
crs. In spite of the existence of the aspect of interperception by decision makers in the rcal
world, the aspect has been treated only in limited extent in existing theorics for decision mak-
ing such as gamec theory [23, 73, 80], metagame theory [41], hypergame theory [5, 100], and
‘soft’ game theory [44]. Game theory and metagame theory have the assumptions of complete
information and economic rationality, the assumptions that restrict treatment of the aspect of
interperception. Although the assumption of complete information in terms of components of
a situation is eliminated in hypergame theory, we still have the assumption of cconomic ratio-
nality in the theory. Because ‘soft’ game theory focuses on economically irrational behaviors of
decision makers, we do not have the assumption of economic rationality in the theory, but corm-
pletencss of information in terms of components of a situation, especially, in terms of emotions,
is assumed. In this paper we eliminated both of the assumptions, and analyzed situations of
decision making with interperception.

In order to make analyses of situations of decision making with interperception, we need
frameworks for treating incompleteness of information and cconomically irrational behaviors,
respectively. Even in hypergame theory and ‘soft’ game theory, however, only unsuitable frame-
works have been provided. The framework for investigating the incompleteness in hypergame
theory [5, 100] deal with decision makers’ perceptions of the set of all decision makers inap-
propriately. ‘Soft’ game theory [44] does not have a formal framework for coping with the
economical irrationality, thus arguments in the theory often have some extent of vagueness. In
this paper we provided formal and strict frameworks for describing decigion makers’ misper-
ception and emotional behaviors, respectively. We expressed decision makers’ perceptions of a
component of a situation by introducing the concept of schemes. Bffects of emotions to decision
making were described by the concept of credibility of information. Thanks to these frame-
works we could give acceptable cxaminations of incompleteness of information and economic
irrationality.

Morcover, for satisfactory analyses of situations of decision making with interperception, we
provided a framework for dealing with exchanges of information and changes of perceptions.
Existing theories such as hypergame theory [5, 100] and information structure [1, 24] do not
supply satisfactory frameworks that meet our purposes in this paper. The former does not focus
on changes of perceptions, and the latter requires a special hypothesis. Thus we provided a more
general framework for examinations of the aspect of exchanges of information and changes of
perceptions, where three types of functions, scheme functions, perception functions, and view
functions, express transitions of perceptions. The framework makes it possible to investigate
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the aspect strictly.

Employing the frameworks above, we defined concepts such as inside common knowledge, inte-
gration of perceptions, and stability of emotions, the concepts that enable us to describe decision
makers’ perceptions of a component of a situation in morc detail than existing concepts such as
common knowledge [1, 24], composition of games [96], and balancedness. [13, 35]. The concept
of inside common knowledge focuses individual aspect of common knowledge, and expresses the
states that a decision maker believes that a piece of information is common knowledge among
all decision makers in a situation. Integration of perceptions provides us a formal method to
construct a model of a whole situation that consists of many smaller models and interactions
among them. We can apply the method to more general situations that those currently in
usc [82, 85]. The concept of stability of emotions is a formal and proper expression of the idea
of balancedness that has been treated inappropriatcly. Thanks to the formal expression, we
could employ several mathematical propertics such as the separation theorem [13, 28] to our
analyses. In this paper all these concepts encouraged our analyses of situations of decision mak-
ing with interpcrception by decision makers. Actually, the concept of inside common knowledge
and its generalizations were used to classify types of structures of decision makers’ perceptions.
The concept of generation of schemes was defined by using integration of perceptions, and we
could categorize situations with interperceptions by decision makers by the concept. The con-
cept of stability of emotions bore the concept of complete stability of emotions, and these could
be applied to classification of structures of decision makers’ perceptions of einotions.

In terms of these concepts, in this paper, we verified properties essential for analyses of situa-
tions of decision making with interperception by decision makers. For example, we showed that
schemes in common knowledge is also in inside common knowledge, and this implies that if a
decision maker in a situation does not think that a picce of information is not in common knowl-
cdge, then the information is not in common knowledge actually. Then, regarding integration
and gencration of schemes, we provided an example that means that situations generated from
the same basis can reach different final outcomes. Moreover, in terms of stability and complete
stability of emotions, we proved that stable and completely stable schemes of cmotions exist,
respectively, and that the equivalence of stability and complete stability under the condition of
inside common knowledge. By using these properties, we could efficiently examine situations of
decision making with interperception by decision makers.

In this paper analyses were done in terms of four topics. First, we examined relations among
decision makers’ perceptions of situations, decision makers’ emotions, and final outcomes of
situations. We showed that misperception can be occurred in a situation even if only honest
and trustful decision makers are participating in the situation. We intuitively thought that
honest and confident decision makers can correctly perccive cach other, but this intuition was
denied by the proposition. We proved, moreover, that when all decision makers prefer the
same outcome, if each of the decision makers has positive emotions to the others, and believes
that he/she is thought to select the action that is required to rcalize the outcome, then the
outcome will be achieved. Thus we could justify Howard’s [44] claim that if ‘naive’ decision
makers unanimously intend to get the same outcome, then the outcome will be chosen. This
proposition also implies that perceptions in inside common knowledge and positive emotions arc
needed to conclude the outcome that is hoped by all decision makers to be realized. Secondly, we
treated information in situations of decision making. In this paper we focused information about
rules of decision makers’ behaviors. Then we proposed two types of strategyproofness, inside
strategyproofness and outside strategyproofness, and provided sufficient conditions to satisfy
the states, respectively. Because we have that a deceiver can induce more profitable outcome
though deception than that concluded by sincere exchanges of information under the condition
that decision makers’ preferences are mutually independent [9], we could sce that the aspect
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of interperception, especially that of interdependence of preferences, greatly affects the final
outcome of a situation. We also dealt with the concept of credibility and complete credibility of
information, and showed a proposition that implies the equivalence of credibility and complete
credibility under the condition of inside common knowledge. We can utilize this proposition
when we categorize types of information in situations of decision making. Thirdly, we proposed a
solution concept, called emotional equilibrium, and showed a sufficient condition for an outcome
to be an emotional equilibrium. Roughly, we defined an emotional equilibrium in a situation as
an outcome that does not induce any changes of decision makers’ perceptions of the situation,
and the proposition implics importance of inside commonality of perception for an outcome to
be an cmotional equilibrium. Fourthly, we focused cooperative situations of decision making at
a deadlock. We examined meetings with majority rule and odd number of decision makers, and
proved that it is impossible for a mecting with stable scheme of emotions to reach a deadlock.
We also provided an example that shows a meeting with not stable scheme of cmotions can
reach a deadlock, thus stability of cmotions plays important roles in smooth progression of a
meeting.

To sum up, properties shown in this paper implics great differences between situations under
completeness of information and economic rationality and thosc under incompleteness of infor-
mation and economic irrationality, and thus importance of analyses of situations of decision
making with interperception by decision making. The frameworks and the concepts provided
in this paper is useful for formal analyses of the situations.

5.2 Comments for Further Researches

We have further the topics concerning analyses of situations of decision making with interper-
ception by decision makers.

e Other types of rclations between profits and preferences. In this paper we employed the
concept of emotions to describe a type of relations between profits and prefcerences. We
can, however, consider other types of relations, particularly, the relations induced from
threc or four types of emotions [44, 49]. We should examine the relations gencrally. What
kind of rclations can be identified by three or four emotions? What properties should
the rclations have? Arc the properties mutually consistent? We should answer these
questions.

e Treatment of a group as a decision maker. We provided a sufficient condition for a group
of decision makers in a competitive situation to achicve cooperation. If a group always
obtain the outcome that they should get, then the group can be regarded as a decision
maker as a whole. We should formally define the groups that can be scen as a decision
maker, and cxamine their behaviors in a situation of decision making. They may mis-
perceive the situation they arc participating, and may act cconomically irrational. Thus
we need to determine groups’ pereeptions, groups’ emotions, and so on, in order to treat
a group as a decision maker. Moreover, since groups can composc a group as a decision
maker, we can think of a group of groups. Analyscs of the hierarchy of decision makers
arc useful for understanding of behaviors of organizations.

e Situations between competition and cooperation. In this paper decision makers’ coopera-
tion induced from their cmotions is occurred in a competitive situation. Thus the situation
is not purely competitive. Similarly, we treated aggressive behaviors in cooperative situ-
ations. The situation, therefore, is not purely cooperative. Generally, we should analyze
situations between purely competitive ones and purely cooperative ones. Such analyses
will help us to understand behaviors of organizations.
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Distance of decision makers’ preferences. We proposed a metric on the set of possible pat-
terns of prefercnces of a decision maker. We should investigate the metric and the other
metrics in more detail. Especially, we should examine the validity of the metrics in terms
of the definitions of helping and aggressive behaviors of decision makers. '

Information in decision making. We treated in this paper only information about rules
of decision makers’ behaviors. We can, however, think of various types of information,
and thus we should deal with exchanges of other types of information and changes of
perceptions induced by the information. In the analyses we should describe rclations
betwecn types of information and changes of perceptions.

Convergence of perceptions. If decision makers participate a situation, and repcat cx-
changes of information, then their perceptions of the situation may change subsequently.
We should examine the state that the perceptions will reach, and relations between the
state and the emotional equilibrium. The cxaminations is uscful to infer actions of decision
makers in a situation.

Classification of situations. We provided scveral concepts useful for classification of situ-
ation. The concepts, inside common knowledge, integration, and generation can be em-
ployed to categorize situations in terms of structures of decision makers’ perceptions of
the situations. We should proceed the classification for efficient analyses of the situations.
Moreover, we should explore relations among the concepts.

Strategyproofncss. The property of strategyproofness is required for a situation to induce
sincere exchanges of information. We proposed in this paper two types of stratcgyproof-
ness. We should investigate other types as well. Moreover, we should provide necessary
conditions to satisfy strategyproofness. We treated manipulation of information in only
competitive situations, but manipulation of information can be occurred in cooperative
situations. Thus, insincerc information exchanges and strategyproofness in cooperative
situations should be analyzed. :
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