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Single-Layer Trunk Routing Using Minimal 45-Degree Lines*

Kyosuke SHINODA††*, Nonmember, Yukihide KOHIRA††, and Atsushi TAKAHASHI†††, Members

SUMMARY In recent Printed Circuit Boards (PCB), the design size and density have increased, and the improvement of routing tools for PCB is required. There are several routing tools which generate high quality routing patterns when connection requirement can be realized by horizontal and vertical segments only. However, in high density PCB, the connection requirements cannot be realized when only horizontal and vertical segments are used. Up to one third nets can not be realized if no non-orthogonal segments are used. In this paper, a routing method for a single-layer routing area that handles higher density designs in which 45-degree segments are used locally to relax the routing density is introduced. In the proposed method, critical zones in which non-orthogonal segments are required in order to realize the connection requirements are extracted, and 45-degree segments are used only in these zones. By extracting minimal critical zones, the other area that can be used to improve the quality of routing pattern without worry about connectivity issues is maximized. Our proposed method can utilize the routing methods which generate high quality routing pattern even if they only handle horizontal and vertical segments as subroutines. Experiments show that the proposed method analyzes a routing problem properly, and that the routing is realized by using 45-degree segments effectively.
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1. Introduction

Printed circuit board routing realizes connections between elements, and is requested to achieve the specifications related to delay and noise, for example. Designers generate a routing pattern that achieves the specifications by using orthogonal segments as well as non-orthogonal segments effectively. While the quality of the routing pattern obtained by automatic PCB routing tools is inferior to the routing pattern obtained by designers, and the routing pattern of high-density PCBs are still obtained by hands. However, the number of nets on a PCB has increased due to the emergence of elements which have numerous I/O pins such as BGA packages. The design scale increases and approaches the limit of manual design, and the time required to complete PCB design by hands increases. Therefore, the quality enhancement of automatic PCB routing tools is needed in order to shorten the design period.

There are several routing tools that generate high-quality routing patterns when only horizontal and vertical segments are used. However, non-orthogonal segments are often essential in order to realize the connection requirements. Up to one third nets can not be realized if no non-orthogonal segments are used. Tools that handle only horizontal and vertical segments cannot be used for actual PCB routing design. There exist several routing methods that can handle non-orthogonal segments in multi-layer VLSI routing [2]–[4]. However, in the routing methods proposed in [2]–[4], non-orthogonal segments are primarily used to shorten the wirelength. These methods do not effectively use non-orthogonal segments to realize connection requirements when the routing resources are limited.

In a typical PCB routing design flow, first, in the global routing phase, the global structure of the routing pattern is determined for each net group, which consists of related nets as the result of layer assignment, area assignment, etc. Then, in the detailed routing phase, the detailed structure of routing pattern of each net group is determined within the assigned routing area. In the detailed routing phase, the detailed routing problem of a net group is usually divided into two types of subproblems, namely, escape routing and river routing.

Escape routing is primarily used to find an escape route for each net from highly congested areas where I/O pins are closely arranged [5]–[9]. On the other hand, river routing is used to connect the terminals of each net, which are arranged on the boundary of a less congested routing area of a single layer, as well as to achieve various specifications.

In the river problem, a routing pattern should connect the terminals of each net and achieve various specifications [10]–[16]. A typical river routing problem is modeled as a trunk routing problem in which the routing area can be bifurcated such that each area contains one terminal of a net [16]. The trunk routing problem is a key problem because this problem corresponds to a subproblem for a typical net group that consists of nets connecting two modules. The formulation of the trunk routing problem is simple, but an inferior routing pattern, as compared to manual design, is often obtained by current automatic PCB routing tools. A feasible routing pattern that realizes the connection requirement will be obtained if the route of a net is determined along the boundary of the routing area, including non-orthogonal segments, so that the design rule is satisfied. However, the
obtained routing pattern will contain a number of unnecessary bends and detours, and the total length will be large. The quality might be improved by post-processing, but this would require too much time to obtain a satisfactory routing pattern if the initial routing pattern is too poor. The quality improvement in the trunk routing problem is needed in order to improve the quality of automatic PCB routing tools.

In this work, in order to generate a satisfactory routing pattern in trunk routing problem in short time, we propose a routing method for a trunk routing problem in which 45-degree segments are used locally to relax the routing density. In the proposed method, critical zones in which non-orthogonal segments are required in order to realize the connection requirements are extracted, and 45-degree segments are used only in these zones. By extracting minimal critical zones, the other area that can be used to improve the quality of routing patterns without worry about connectivity issues is maximized. This will relax the design constraints and will increase the probability that the routing methods generate the high quality routing patterns even if the methods cannot use non-orthogonal segments outside the critical zones.

The proposed method identifies the critical zones by flow and determines the routing pattern in these zones using 45-degree segments as well as horizontal and vertical segments without loss of connectivity. The connection requirements are then realized by generating a routing pattern of the non-critical zones, in which no non-orthogonal segments are required. The proposed method efficiently generates a feasible routing pattern. Although the detail of the quality improvement of a routing pattern is beyond the scope of this paper, the proposed method will enable us to obtain a satisfactory routing pattern in short time.

2. Preliminaries

In this paper, we consider the single-layer routing problems which satisfies the trunk routing topology condition. The trunk routing topology condition is defined in [16] as follows:

Trunk routing topology condition

1. Each net consists of two terminals, namely, a source terminal and a sink terminal.
2. All terminals of nets are set on the boundary of the routing area.
3. The sequence of terminals along the boundary consists of the sequence $S$ of source terminals of all nets and the sequence $T$ of sink terminals of all nets, where $T$ is the reverse of $S$, and vice versa.

In the following, we assume that the boundary of the routing area is divided into the left, the right, the top, the bottom boundaries and that the source terminals and the sink terminals are set on the left boundary and the right boundary, respectively. A single-layer routing problem that satisfies this topology condition, called a trunk routing problem, is defined as follows:

Trunk routing problem

Input: Single-layer routing area $A$ with obstacles $B$, and the set of nets $N$ where $n = |N|$ that satisfies the trunk routing topology condition.

Output: Routing pattern $W$ that connects all nets by wires without violating the design rule.

The routing area is modeled on the XY coordinate plane. In this paper, the distance is the Euclidean distance. Also, the x-distance and the y-distance are the x-component and the y-component of the Manhattan distance. In our problem formulation, the width of each wire, the minimum distance between adjacent wires, and the minimum distance between a wire and an obstacle are set to zero, one, and one unit length as the design rule, respectively. The number of nets that can be connected by wires without violating the design rule depends on the design style.

The design styles used in this paper are defined by using the concept of track. In the routing area, the tracks on which wires run are defined. All wires run only on these tracks. No wire runs on a part of a track on which an obstacle exists. Three types of tracks, namely, horizontal tracks ($H$ tracks), vertical tracks ($V$ tracks), and ±45-degree tracks ($X$ tracks) are defined. Both $H$ tracks and $V$ tracks are defined as having a separation of one unit length and are defined over the entire routing area, and referred to as $HV$ tracks. $X$ tracks are defined locally with the same separation. Details are given in Sect. 3. When wires run only on HV tracks, it is called the HV design style. While, when wires run on X tracks as well as HV tracks, it is called the HVX design style.

The intersection of an $H$ track and a $V$ track is referred to as a grid-point. Let $(x_p, y_p)$ be the coordinate of grid-point $p$. Let $\Delta x_{pq} = |x_p - x_q|$ and $\Delta y_{pq} = |y_p - y_q|$ be the x-distance and y-distance between grid-points $p$ and $q$, respectively. An obstacle is assigned a set of grid-points such that no wire can separate the grid-points without violating the design rule. A grid-point is called an off-point if it is contained in an obstacle and is otherwise called an on-point.

An example of a routing area is shown in Fig. 1. In this example, $H$ tracks, $V$ tracks, and $X$ tracks are represented by the horizontal, vertical, and 45-degree lines, respectively. An off-point that corresponds to an obstacle is represented by a black dot. A wire cannot use a track if the track is in a
gray region that surrounds a black dot. A terminal of a net is represented by a thick white circle.

Flow graph is defined to help analyze a given trunk routing problem. The flow graph $G$ with vertex capacity is defined in [16] as follows. The vertex set of $G$ consists of the primary source, the primary sink, and vertices that correspond to on-points. For each on-point in the routing area, one vertex is included in the vertex set of $G$. The edge set of $G$ consists of the following three types of directed edges: type-1) a directed edge from the vertex of an on-point to the vertex of an adjacent on-point; type-2) a directed edge from the primary source to the vertex of the on-point to which a source terminal is assigned; type-3) a directed edge from the vertex of an adjacent on-point to the primary sink. The capacity of a vertex is one if the vertex corresponds to an on-point, and is infinite if the vertex is the primary source or the primary sink.

The capacity of an edge is infinite. A vertex set $V_c$ of a cut is defined in [16] as follows. The vertex set of $G$ is called a cut if the deletion of $V_c$ from the flow graph disconnects the primary source and the primary sink, and if the deletion of any proper subset of $V_c$ does not. The capacity $C(V_c)$ of a cut $V_c$ is the sum of the capacities of vertices in $V_c$. A cut whose capacity is minimum among all cuts is called a minimum cut. The capacity of a minimum cut is equal to the maximum number of unit flows from the primary source to the primary sink in $G$ [17]. Unit flows in $G$ do not intersect because the capacity of each vertex is set to one. In the trunk routing problem, each unit flow in $G$ in unit flows of the maximum number corresponds to a routing pattern using only HV tracks if the maximum number is equal to the number of nets. The maximum number of nets which can be connected using only HV tracks is determined by the capacity of the minimum cut of $G$.

For example, the flow graph with vertex capacity corresponding to the routing area shown in Fig. 1 is shown in Fig. 2. The cut which is represented by black vertices is a minimum cut of the flow graph. The capacity of the cut is 5. Although the maximum number of routes using only HV tracks is 5, the maximum number of routes that satisfies the design rule is 7. The routing pattern using HV and X tracks shown in Fig. 3 satisfies the design rule.

3. X Track

The X tracks defined in part of the routing area are specified by the pitch and the offset. The pitch of the X tracks is the Manhattan distance between X tracks, and the offset of the X tracks is the reminder of the y-intercepts of the X tracks divided by the pitch of the X tracks, as if they are extended to intersect to y-axis. The pitch and offset of the X tracks should be defined carefully because they affect the connectivity.

The distance between adjacent wires should be at least one by the design rule. If the distance between adjacent tracks is set to less than one, whether a wire can use a track depends on whether an adjacent track is used by other wire. In order to make the routing procedure simple, that is, in order to make the decision whether a wire can use a track possible independent of an adjacent track, the pitch of X tracks is determined so that the distance between adjacent tracks is at least one. Although the number of X tracks is maximum when the pitch is set to $\sqrt{2}$, the routing tool may cause a malfunction due to rounding error, for example. In the proposed method, the pitch is set to 1.5 so that an X track intersects an HV track either at a grid-point or at the middle point of adjacent grid-points. Even though the distance between X tracks is greater than one, in most cases, maximum connectivity is achieved.

Since the pitch is defined to make the distance of X tracks at least one, the offset of the X tracks also affects the connectivity. Let us consider the number of wires that run between the two obstacles at (0,0) and (3,3) shown in Fig. 4(a) where the pitch of the X tracks is 1.5. The routing results when the offset of the X tracks is set to 0.0, 1.0, and 2.0 are shown in Figs. 4(b), 4(c), and 4(d), respectively. The maximum number of wires that can run between the obstacles is 3 only if the offset is 0.0. In general, the number of wires that can run between obstacle at grid-point $p$ and obstacle at grid-point $q$, where $x_p < x_q$, is maximized if the offset is set to $(x_p + y_p) \mod 3$. In other words, the number of wires is maximized when the offset of the X tracks is set so that the Manhattan distance between the obstacle and the X tracks is 1.5.

The maximum number of wires that can run between
obstacles depends on the design style. Let HV, X, and HVX capacities between two obstacles \(B_i\) and \(B_j\) be the maximum number of wires that can run between \(B_i\) and \(B_j\) by using HV tracks, by using X tracks, and by using HVX tracks, respectively, when the pitch of the X tracks is 1.5 and the offset of the X tracks is set appropriately. HV, X, and HVX capacities are denoted by \(C_{HV}(B_i, B_j)\), \(C_X(B_i, B_j)\), and \(C_{HVX}(B_i, B_j)\), respectively. Note that \(C_{HV}(B_i, B_j) = \min_{p \in B_i, q \in B_j} \left( \max \left( \Delta x_{pq}, \Delta y_{pq} \right) \right) - 1\), \(C_X(B_i, B_j) = \min_{p \in B_i, q \in B_j} \max \left( 0, \frac{2 \left( \Delta x_{pq} + \Delta y_{pq} \right)}{3} - 1 \right)\), and \(C_{HVX}(B_i, B_j) = \max(C_{HV}(B_i, B_j), C_X(B_i, B_j))\).

The wires that can run between \(B_i\) and \(B_j\) increase by changing design style from HV to HVX if grid-points \(p \) and \(q\) that determine \(C_{HVX}(B_i, B_j)\) satisfy \(2\Delta x_{pq} - 3 \geq \Delta y_{pq} \geq \frac{\Delta y_{pq} + 3}{2}\). The HVX capacity between an obstacle at \((0, 0)\) and another obstacle at \((x, y)\) is shown in Fig. 5. In Fig. 5, the number on each grid-point means the HVX capacity between an obstacle at \((0, 0)\) and another obstacle at each grid-point. In the dotted frame, the HVX capacity between two obstacles is larger than the HV capacity.

The wires equal to the HVX capacity can run between \(B_i\) and \(B_j\) if the offset is set appropriately. An appropriate offset of X tracks depends on the pair of obstacles. In the proposed method, the critical zones, in which X tracks are essential in order to realize the connection requirements, are identified between two obstacles, and the offset of the X tracks is defined for each critical zone.

4. Critical Zone

In this section, we discuss the critical zone which is defined in a routing problem that satisfies the trunk routing topology condition.

Let HV and HVX capacities of a cut \(V_c\) be the maximum number of wires that can pass over the line in the routing area that corresponds to \(V_c\) by using HV tracks and by using HVX tracks, respectively, when the pitch of the X tracks is 1.5 and the offset is set appropriately. HV and HVX capacities of \(V_c\) are denoted by \(C_{HV}(V_c)\) and \(C_{HVX}(V_c)\), respectively. Note that \(C_{HV}(V_c) = C(V_c)\). If \(C_{HVX}(V_c) \geq n\) for all cuts \(V_c\), then all nets can be connected using only HV tracks. Whereas, if there exists a cut \(V_c\) such that \(C_{HV}(V_c) < n\), then not all nets can be connected using only HV tracks. Even though not all nets can be connected using only HV tracks, all nets can be connected using HVX tracks if \(C_{HVX}(V_c) \geq n\) for all cut \(V_c\).

A cut \(V_c\) is said to be critical if \(C_{HV}(V_c) < n\). Not all nets can pass over the line that corresponds to a cut \(V_c\) using only HV tracks if \(V_c\) is critical. In order to obtain a feasible routing pattern, X tracks should be introduced for each critical cut. However, the number of critical cuts would become exponential. Thus, it is impractical to introduce X tracks for all critical cuts individually.

The line that corresponds to a cut may pass over obstacles. An interval of a cut is a subset of the cut that corresponds to a part of the line that corresponds to the cut such that both ends are located on an obstacle or the boundary of the routing area, which does not pass over any obstacle. That is, a cut consists of several intervals.

Let \(V'_c\) be a cut which consists of intervals \(I'_0, I'_1, \ldots, I'_m\), where \(I'_j\) is an interval between obstacles \(B_i\) and \(B_{i+1}\) (0 ≤
Let us consider a critical zone between \( B_i \) and \( B_{i+1} \) in terms of \( \mathcal{B} \) over which \( K(i, \mathcal{B}) \) nets pass. The boundary of the critical zone is the set of grid-points \( g \) such that \( C_{HV}(B_i, g, B_{i+1}) = K(i, \mathcal{B}) \) and that surround the grid-points of the critical zone. The boundary of a critical zone is divided into the source terminal side boundary and the sink terminal side boundary each of which has at least \( K(i, \mathcal{B}) \) grid-points. The \( i \)-th X track from the top is labeled \( x_i \) (\( 1 \leq i \leq K(i, \mathcal{B}) \)). Among the grid-points in the source terminal side boundary, \( K(i, \mathcal{B}) \) grid-points are selected so that they can be connected to X tracks by using HV tracks without intersecting each other, and labeled \( s_1, s_2, \ldots, s_{K(i, \mathcal{B})} \) so that \( s_j \) is connected to \( x_i \) (\( 1 \leq j \leq K(i, \mathcal{B}) \)). H track and V track that passes over \( s_j \) are labeled \( h'_j, v'_j \), respectively. Similarly, \( K(i, \mathcal{B}) \) grid-points in the sink terminal side boundary are selected and labeled \( t_1, t_2, \ldots, t_{K(i, \mathcal{B})} \). H track and V track that passes over \( t_i \) is labeled \( h'_i, v'_i \), respectively.

5. Proposed HVX Routing

The proposed routing method consists of three phases. In the first phase, the proposed method analyzes the given trunk routing problem and extracts critical zones from the routing area. In the second phase, a routing pattern in each extracted critical zone is determined using H, V, and X tracks. In the third phase, a routing pattern outside the critical zone is determined.

5.1 Extracting Critical Zones

In the first phase, the proposed method analyzes the given trunk routing problem to determine whether a feasible routing pattern can be obtained. If a feasible routing pattern can be obtained in the HVX design style, the proposed method extracts critical zones from the routing area.

First, a flow graph with vertex capacity is constructed from a given routing area. Then, a minimum cut of flow graph is obtained by a flow method [17] to check whether there exists a critical cut in the flow graph. Let \( V_c \) be the found minimum cut. If \( C_{HV}(< n) \), then there is no critical cut and the proposed method proceeds to the third phase.
Otherwise \( V_c \) is a critical cut. If \( n > C_{HVX}(V_c) \), then the proposed method stops since no feasible routing pattern is obtained. Otherwise, that is, if \( C_{HVX}(V_c) \geq n > C_{HV}(V_c) \), then the proposed method extracts the critical zones each of which corresponds to an interval of \( V_c \).

Even if the critical zones in terms of \( V_c \) are extracted, there may exist other critical zones in terms of other critical cuts. In order to find the other critical zones by eliminating \( V_c \) from the flow graph, the flow graph is modified as follows.

1. The vertices corresponding to the critical zones and the edges incident to the vertices are deleted.
2. Edges with infinite capacity connecting a vertex on the source terminal side boundary of the critical zones and a vertex on the sink side boundary of the critical zones are inserted.

Then, a minimum cut in the modified flow graph is obtained and the capacities of the found minimum cut are checked as above.

This procedure is repeated until the capacity of a minimum cut of the flow graph becomes at least equal to the number of nets or a cut that cannot be passed is found or critical zones with overlap are found.

For example, the minimum cut obtained by the flow method that consists of black vertices is shown in Fig. 2. In this example, the black vertices and gray vertices are extracted as a critical zone. The modified flow graph obtained from the flow graph in Fig. 2 is shown in Fig. 7. The obtained minimum cut in Fig. 7 is represented by black vertices. Figure 8 shows the flow graph before extracting the last critical zone. The last obtained minimum cut is represented by black vertices. The minimum cut consists of two intervals \( I_0 \) and \( I_1 \). The capacity of the critical zone that corresponds to \( I_0 \) can not be increased more, since it had been already extracted and HVX design style is assumed in it. While the critical zone that corresponds to \( I_1 \) is extracted. The amount of flow becomes equal to the number of nets by modifying the flow graph in terms of the critical zone that corresponds to \( I_1 \).

The proposed method stops if critical zones with overlap are found. In cases that there exist intersections of critical zones defined between different pairs of obstacles, the proposed method can not find a feasible routing pattern. For example, critical zones with overlap are shown in Fig. 9. The white squares represents the critical zone between \( B_0 \) and \( B_1 \) and the circles indicated by striped lines represents the critical zone between \( B_1 \) and \( B_2 \) when the numbers of wires that pass over are 7 and 9, respectively. The grid-point at lower-right of the obstacle \( B_1 \) is contained in both of these critical zones. In Fig. 9, the routing pattern of each critical zone generated by the procedure described in the next subsection is shown. Although a feasible routing pattern can be obtained in each critical zone, the routing pattern obtained by merging is them is infeasible. While, there exists a feasible routing pattern as shown in Fig. 10. In this situation, there is the critical zone between \( B_0 \) and \( B_2 \). The white circles represents the boundary of three critical zones. Enhancement of the proposed method to handle such cases is in our future works.

5.2 Critical Zone Routing

In the second phase, a routing pattern is generated for each critical zone. In each critical zone, X tracks are first generated so that the number of wires that can pass the critical zone is maximized. In other words, the offset of the X tracks is set so that the Manhattan distance between the obstacle and the X tracks is 1.5.

The route of a net that passes \( s_i \) on the boundary of a critical zone is then determined so that the route connects \( s_i \) and \( t_i \) using \( h_i^s, v_i^s, x_i, h_i^v, \) and \( v_i^v \). First, the net passes through \( h_i^s \) or \( v_i^s \) to the cross point of the track and \( x_i \). Then, the net passes through the \( x_i \) to the cross point of \( h_i^v \) or \( v_i^v \) and \( x_i \). Finally, the net goes to the \( t_i \). The wire of each net uses a part of an X track in the zone and uses HV tracks if necessary. An example of routing patterns in a critical zone are shown in Fig. 11. The grid-points on the source terminal side boundary and the sink terminal side boundary are represented by circles.
In the first phase, each critical zone between \( B_i \) and \( B_{i+1} \) in terms of \( B \) is defined assuming that \( K(i, B) \) nets pass over between \( B_i \) and \( B_{i+1} \). However, the number of wires that pass over between \( B_i \) and \( B_{i+1} \), which corresponds to the amount of flow that passes over vertices that correspond to the grid-points between \( B_i \) and \( B_{i+1} \) in the final flow graph, might be less than \( K(i, B) \). If the number of wires that pass over between \( B_i \) and \( B_{i+1} \) is less than \( K(i, B) \), then each critical zone is redefined using the number of wires that pass over between \( B_i \) and \( B_{i+1} \) instead of \( K(i, B) \). The number of wires that pass over between obstacles does not necessarily be equal to the amount of flow. It may have flexibility, and the quality of routing patterns may depend on it. The assignment of the number of wires between obstacles to improve the quality of routing patterns is in our future works.

5.3 Non-critical Zone Routing

In the third phase, the routing pattern outside the critical zones is determined. In this phase, the routing problem is divided into several subproblems by regarding critical zones as obstacles and by arranging terminals on the boundaries of critical zones. Each subproblem satisfies the trunk routing topology condition and the connection requirement can be realized using only HV tracks. Although the detail of the routing method used in this phase is out of scope of this paper, any routing method can be applied, even methods that cannot handle X tracks appropriately.

The routing pattern of the proposed method is obtained by merging the routing patterns of critical zones obtained in the second phase and the routing patterns of non-critical zones obtained in the third phase. Since the routing patterns of zones are merged without taking various indices into account, the routing pattern obtained might not be satisfactory. For example, it may contain a lot of unnecessary bends. The right angle of a bend might not be allowed in the design rule. However, the number of bends would be easily reduced by post processing. A right angle would be easily modified to an obtuse angle by post processing. The post processing that improves various indices is beyond the scope of this paper.

6. Experimental Results

The proposed routing method is implemented in C++, which is compiled with gcc4.2.4 and executed on a PC having a 2.66-GHz Intel Core2 CPU and 4 GB of RAM. The routing patterns in non-critical zone are generated by using CAFE router [16]. In the experiments, the computation time of the proposed method to get a routing pattern is less than 1 second.

Three sets of instances that reflect the characteristics of various practical instances are generated to evaluate the proposed method. The instances in the first set contain two obstacles located diagonally. The instances in the second set contain many obstacles in the routing area. The instance in the third set contains many critical zones with complex structure generated artificially.

In the first experiment, the proposed method applies 400 instances each of which contains 50 times 40 grid-points and two obstacles \( B_0 \) and \( B_1 \). In each instance, obstacles \( B_0 \) and \( B_1 \) are put so that all nets pass over between \( B_0 \) and \( B_1 \). The \( x \)-distance and \( y \)-distance are ranged from 1 to 20, respectively. The number of nets are set to \( C_{HVX}(B_0, B_1) \). Our proposed method obtains feasible HVX routing patterns in all instances. An example of the obtained routing pattern is shown in Fig. 12. In Fig. 12, both the \( x \)-distance and \( y \)-distance between \( B_0 \) and \( B_1 \) are 20, and the
number of nets is 27.

In the second experiment, the proposed method is applied to four instances each of which contains 50 times 40 grid-points and many obstacles. In each instance, two obstacles $B_0$ and $B_1$ are 20. Also, obstacles whose sizes are 1 are put in the middle of the routing area of 20 times 20 grid-points. The obstacle ratio in the middle of the routing area is changed from 0.05 to 0.20 in 0.05 increments. The number of nets are set to 27. In Table 1, the numbers of nets that are realized in HV and HVX design style are shown. Bold font is used if the number of nets that are realized in the HVX design style is larger than that in the HV design style. The obtained routing pattern of data 2 in which the obstacle ratio is 0.05 is shown in Fig. 13.

In the third experiment, the proposed method is applied to the instance generated artificially. The size of the routing area is 31 times 40, and the number of nets is 7. The critical zones in the instance are properly identified by the proposed method.

Although the detail of a routing pattern generation in non-critical zones is beyond of the scope of this paper, the routing patterns in non-critical zones are generated in order to confirm that the proposed method is useful to achieve specifications. The routing patterns in non-critical zone are generated by using CAFE router [16] by three routing modes, namely Shortest, Equal, and Longest. Routing patterns by three modes are generated so that the wirelength of each net is minimized, the difference of the wirelengths is minimized, and maximized, respectively. In CAFE router, the target length of each net in Shortest, Equal, and Longest is set to 1, the maximum wirelength of nets obtained by Shortest, and the size of routing area, respectively.

The routing pattern of three instances selected from three sets of instances are obtained by CAFE routing in three modes. In Table 2, the routing results of three instances are summarized. In this experiment, Equal mode achieves the minimum difference of the wirelengths under the assumption that HV routing is used in non-critical zones. Examples of routing pattern obtained are shown in Figs. 12, 13, and 14. In Figs. 12, 13, and 14, the routing patterns obtained by using Shortest, Equal, and Longest modes are shown, respectively. These results show that the proposed method is expected to be able to achieve various specifications efficiently.

7. Conclusion

In this paper, we introduce a routing method for a trunk routing problem in which the connection requirements are realized in one routing layer using 45-degree segments as well as...
as horizontal and vertical segments. The method extracts every critical zone efficiently and then obtains a routing pattern in the critical zone using horizontal segments, vertical segments, and 45-degree segments. Although the achievement of various specifications is beyond the scope of this paper, the proposed method will be helpful for improving various indices related to various specifications. The improvement of various indices will be achieved by applying routing tools that effectively take various indices into account in non-critical zones. The routing tools that handle horizontal and vertical segments only are applicable because non-orthogonal segments are not required. Of course, the routing tools that handle non-orthogonal segments can be used. These routing tools can be used to achieve various specifications without worrying about connectivity issues.

In the future, we intend to enhance the proposed method to enable various indices, such as length, bends, and delay, to be taken into account. In addition, we will develop a PCB routing system that uses the proposed method as a subroutine.
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