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We present a high-resolution three-dimensional (3D) holographic display using a set of elemental images obtained
by passive sensing integral imaging (II). Hologram calculations using a high-density ray-sampling plane are achieved
from the elemental images captured by II. In II display, ray sampling by lenslet array and light diffraction limits the
achievable resolution. Our approach can improve the resolution since target objects are captured in focus and then
light-ray information is interpolated and resampled with higher density on ray-sampling plane located near the
object to be converted into the wavefront. Numerical experimental results show that the 3D scene, composed of
plural objects at different depths from the display, can be reconstructed with order of magnitude higher resolution
by the proposed technique. © 2012 Optical Society of America
OCIS codes: 090.0090, 090.1760, 090.2870, 100.6890, 110.4190, 110.6880.

Integral imaging (II) is a three-dimensional (3D) imaging
technique that uses a lenslet array to sample and recon-
struct the light rays coming from an object [1]. In the
pickup process, the intensity and direction of the rays
that pass through a lenslet array are captured as a set of
elemental images by an image sensor. Reconstruction is a
reverse of the pickup process and the 3D information is
visualized with full parallax. However, due to the influ-
ence of ray sampling by the lenslet array and diffraction
at the lenslet aperture, there is a trade-off between the
spatial resolution and depth of field [2–4].
Holography can reproduce high-resolution 3D images

free from the aforementioned limitations by using coher-
ent light. For an electronic display of holography, a digi-
tized interference pattern is required, and can be obtained
through digital holography from a real object or scene. An
interference pattern can also be calculated from virtual
3D data, known as computer-generated hologram (CGH).
Recently, Mishina and Okano proposed a CGH calcula-
tion method from the elemental images captured by II
technique for a real scene [5]. In his technique, recon-
structed wavefront by II display is simulated numerically
and recorded on the CGH plane; therefore, image resolu-
tion is identical with the II display case.
Recently, we proposed a CGH calculation method

using a virtual ray-sampling (RS) plane located near the
object, as shown in Fig. 1 [6]. On the RS plane, the rays
from the object are sampled in high density spatially and
angularly. Ray information of each sample point corre-
sponds to the projection image and can be obtained by
using general rendering software from 3D data in compu-
ter. Complex amplitude distribution around each RS
point is derived by applying Fourier transform for each
projection image based on the angular spectrum theory.
This process is considered as the conversion from ray
information into the wavefront. Then, wave propagation
from RS plane to CGH plane is calculated to obtain the
wavefront on the hologram. In [5], we optically demon-
strated image reconstruction for only the virtual object.

In this Letter, we show a new application of our CGH
computation method for a real scene with II sensing. To
reconstruct a high-resolution image for a deep 3D scene,
plural objects located at different depths are captured
in focus. Then, light rays captured as elemental images
are interpolated and converted into wavefronts on the
RS plane set near each object. The hologram pattern is
obtained by synthesizing the wavefronts from those
objects. This approach can overcome the resolution of
general II display or II-based holographic displays.

In II display, there are two types of reconstruction [4].
One is resolution priority II (RPII) where the distance be-
tween the lenslet array and an imaging device should be
larger than the focal length of the lenslet to focus on the
object. Another one is depth priority II (DPII) where an
imaging device is located at the focal plane of the lenslet.

In practical cases, since a discretized imaging device is
used, rays are sampled angularly and the reconstructed
image has a resolution limit δa given by

δa � jzobjectj ·Δθa; (1)

where zobject is the distance from a lenslet array to the
object’s surface and Δθa is the angular resolution of
sampled rays. Even if the rays are sampled with high den-
sity to achieve small Δθa, image resolution is still limited
by light diffraction. In RPII case, each lenslet behaves as
an imaging lens and the light is focused on the lens image
plane (LIP). In this case, the resolution limit δd−RPII
[Fig. 2(a)] is approximately given by

δd−RPII �
λjzLIPj

d
; (2)

CGH planeRS plane

Projection image
(=ray information)

2-D Fresnel 
diffractionRS point

FFT
Wavefront Reference beam

z

Object

Fig. 1. CGH calculation model using ray-sampling (RS) plane.
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where λ is the wavelength of the light. In addition, due to
divergence of the light from LIP, resolution limit δb for an
out-of-focus image is proportional to the image distance
from LIP [see Fig. 2(a)] as

δb �
djzobject − zLIPj

jzLIPj
: (3)

According to Eqs. (2) and (3), due to trade-off by lenslet
size d, it is not possible to reconstruct higher-resolution
images for deep 3D scenes. In DPII case, each lenslet be-
haves like a collimating lens.Reconstructed rays shouldbe
plane waves with diffracted beams broadening, as shown
in Fig. 2(b). The ray broadening angleΔθd is sin−1�λ∕�2d��.
The resolution limit δd−DPII on the image is given by

δd−DPII � d� λjzobjectj
d

: (4)

DPII system with larger lenslets is better for degradation
due to light diffraction for deep 3D scene. However, reso-
lution limit δd−DPII cannot be less than lenslet size. Even if d
is decreased, the light diffraction will increase and the
depth priority will suffer. The limitations of ray sampling
and light diffractionmake it difficult to reproducean image
withhigher resolution fordeep3Dscenebyconventional II
and II-based holographic displays.
The proposed approach is executed through the follow-

ing procedure. Initially, a set of elemental images is
obtained as input images by a synthetic aperture II (SAII)
system [7] in RPII mode. In the case of a target scene
that consists of plural objects located at different depths,
each object is captured in focus respectively. Then, ray
information on the RS planes are resampled as projection
images from input images by using image-based rendering
(IBR) technique [see Fig. 3(a)]. Several IBR techniques
have been proposed by geometric model, depth infor-
mation, and feature matching, and the proper one should
be selected with consideration for the parameter of input
images and target scene. Light field rendering (LFR) is
one kind of IBR technique that permits the rendering
of a free-viewpoint image from a set of multi-view images
by simply using a single plane, called focal plane, to ap-
proximate the object space [8]. Since each object is
assumed to have narrow depth range in this Letter, LFR

by a single focal plane is applied for the resampling pro-
cess. If the objects have wide depth ranges, layered focal
planes to synthesize free blurring artifacts from approx-
imation proposed by Isaksen et al. can be applied [9].

Figure 3(b) shows a configuration of ray resampling
process byLFR. lj and ej denote the jth lenslet and elemen-
tal image, respectively. Focal plane is referred to the near-
by object, and thus is located on the LIP of RPII pickup
system. The RS plane is located near the focal plane.
Now, a desired ray’s intensity r, which intersects current
RS point and the focal plane at I, will be obtained from the
intensity of rj . rj intersects I and lj that r passes through
the lenslet array. This is the simplest LFRmodel. Note that
the unsampled ray by pickup system such as r is interpo-
lated on the condition that the focal plane (i.e., the object
approximated plane) emits equivalent intensity between
the desired ray and closest sampled ray. The projection
image can be obtained by repeating this process for each
ray on the RS point. Projection images obtained by resam-
pling process aremultiplied by random phase distribution
to equalize the power spectrum on the RS plane, and then
are transformed into the complex amplitude distribution
by using fast Fourier transform. By tiling the complex am-
plitude distribution of each projection image, the whole
two-dimensional (2D) wavefront on the RS plane is ob-
tained. Light propagation from the RS plane to CGH plane
is calculated by 2D Fresnel diffraction. Finally, the inter-
ference pattern between the wavefront from the RS plane
and reference beam is calculated.

Reconstructed image resolution by our approach
should be estimated from three factors: resolution limita-
tion by pickup process, degradation by ray sampling, and
light diffraction on the RS plane.
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Fig. 2. Resolution factors by light diffraction. (a) RPII and
(b) DPII.
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Fig. 5. (a) Subset of elemental images focusing on object1 (see
Fig. 4), (b) resampled rays on the RS plane of object1 (a white
square illustrates a projection image of a RS point), (c)–(h) re-
constructed images by numerical simulation (top row focusing
on object 2 and bottom row focusing on object 1), (c), (d) results
by RPII-based CGH, (e), (f) results by DPII-based CGH, and (g),
(h) results by proposed approach.
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Fig. 4. (a) Pickup scene by SAII. (b) Scheme of holographic
display.

5104 OPTICS LETTERS / Vol. 37, No. 24 / December 15, 2012



Because each object located at different depth is cap-
tured in focus, high resolution images are obtained in the
pickup process. To avoid multiple capturing for plural
objects, one-shot capturing with filtering tool to extend
the depth of field can be also applied for the pickup pro-
cess [10]. The resolution limitation by ray sampling and
light diffraction on an RS plane can be estimated using
Eqs. (1) and (4) since each RS point behaves like a lenslet
of DPII. Here, d and zobject in these equations correspond
to the pitch of RS points and distance between the RS
plane and the object, respectively. Since an RS plane is
set near each object and rays are sampled with high den-
sity (i.e., d and zobject are much smaller than conventional
DPII case), those degradation factors can also be sup-
pressed for even a deep 3D scene with plural objects.
We performed numerical simulation to confirm that

the proposed approach can overcome the limitation of
conventional II-basedholographic display. Reconstructed
images by the proposed approach are compared with the
conventional CGHs based on RPII and DPII displays.
In the pickup process, 16 × 16 elemental images in

256 × 256 pixels each (Δθa � 0.029 deg) were captured
by a SAII system [7]. Two objects were located at 150 and
350 mm from SAII [Fig. 4(a)]. Lenslet pitch p, equal to
lenslet size d, was 1.5 mm. For conventional CGHs based
on RPII or DPII, elemental images were captured focus-
ing on the object 1 (i.e., zLIP � 150 mm) or infinity to set
the image sensor at focal length of camera lens as DPII
sensing, respectively. For the proposed approach, both
objects were captured in focus respectively.
In both conventional and proposed approaches, holo-

graphic displays were set at the SAII plane [Fig. 4(b)].
Final CGHs had 8192 × 8192 pixels with 2 μm pixel pitch.
In conventional CGHs, the parameters of the lenslet were
identical to the pickup process. Outgoing wavefronts by
RPII/DPII from the lenslet array were calculated by simu-
lating light propagation from input images and the phase
modulation of lenslets then recorded as holograms.
In the proposed method, RS planes were set at 5 mm
in front of both objects and have 256 × 256 RS points
with 64 μm pitch. Each point resamples 32 × 32 rays
(Δθa � 0.23 deg) as projection image by LFR [Fig. 5(b)].
After the wave propagation from the RS planes to the
CGH plane, the wavefronts from both planes are super-
posed on the CGH plane to obtain the final wavefront.
In numerical reconstruction, an observer was set

100 mm from CGH displays and the observer’s eye ima-
ging (pupil size is 7 mm) was simulated in wave optics.
Wavelength λ was 532 nm in this simulation.
The estimated resolution factors by Eqs. (1)–(4) of each

approach are shown in Table 1. In the conventional CGH
displays, each factor is estimated with the parameters
of the pickup process, Δθa � 0.029 deg, d � 1.5 mm,

zLIP � 150 mm since LIP was set at object 1 in the RPII
case. Maximum values for each object are underlined
in the table as a dominant factor of resolution. Object 1
can be reconstructed with high resolution by the RPII
case, but object 2 in the RPII case and both objects in
the DPII case are degraded significantly.

For the proposed method, δa and δd−RPII from the pick-
up process were derived with the same Δθa, d, zobject in
the RPII case, and zLIP � 150 mm∕350 mm for object1∕
object2 in Eq. (2) since both objects were captured in fo-
cus. δa (in parentheses in Table 1) and δd−DPII due to ray
sampling and light diffraction by RS plane were derived
with zobject � 5 mm,Δθa � 0.23 deg, d � 64 μm for both
objects. Thus, dominant resolutions for object 1 and ob-
ject 2 are estimated as 0.10 and 0.17 mm, respectively.

Reconstructed images by numerical simulation are
shown in Figs. 5(c)–5(h). The proposed approach sharply
reconstructs each object [Figs. 5(g) and 5(h)] for deep
scene consistent with the estimated theoretical resolu-
tions. The conventional CGH displays produce blurred
images for deep scene [Figs. 5(c)–5(f)].

In conclusion, a high-resolution 3D holographic dis-
play using elemental images captured by II [1–4,11,12] is
described. We demonstrated that the proposed approach
may overcome the resolution limitation of the displays
based on II by ray interpolation and resampling on the
RS plane by IBR technique. Numerical simulation shows
that the proposed method can reconstruct a 3D scene
composed of plural objects located at different depths
from display with higher resolution than conventional
CGH display based on the II reconstruction.
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Table 1. Estimated Image Resolutions by Each Approach

RPII-Based CGH DPII-Based CGH Proposed CGH

Resolution Factor Object 1 Object 2 Object 1 Object 2 Object 1 Object 2

δa by Eq. (1) 0.075 0.17 0.075 0.17 0.075(0.02) 0.17�0.02�
δd−RPII or (δb) by Eqs. (2) and (3) 0.053 �2.0� — — 0.053 0.12
δd−DPII by Eq. (4) — — 1.55 1.62 0.10 0.10
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