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Abstract

EFFICIENT VOICE ACTIVITY DETECTION AND SPEECH

ENHANCEMENT ALGORITHMS BASED ON SPECTRAL

FEATURES

Yanna Ma

Department of Communication and Integrated Systems

Tokyo Institute of Technology

A novel and robust Voice Activity Detection (VAD) algorithm utilizing long-term

spectral �atness measure (LSFM) and an e�cient speech enhancement (SE) algorithm

based on modi�ed Wiener �ltering method have been proposed in this thesis. The

LSFM-based VAD improves speech detection robustness in various noisy environments

by employing a low-variance spectrum estimate and an adaptive threshold. The

discriminative power of the new LSFM feature is shown by conducting an analysis of

the speech/non-speech LSFM distributions. Based on the analysis, we �nd that LSFM

has the potential to be used as a robust feature for VAD. The proposed LSFM-based

VAD algorithm was evaluated under twelve types of noises (eleven from NOISEX-92

and Speech shaped noise) and �ve types of signal-to-noise ratio (SNR) in core TIMIT

TEST corpus. Comparisons with three modern standardized algorithms (ETSI AMR

option 1&2 and ITU-T G.729 AnnexB) demonstrate that our proposed LSFM-based

VAD scheme achieved best average accuracy rate. A long-term signal variability

(LTSV)-based VAD scheme is also compared with our proposed method. The results

show that our proposed algorithm outperforms it for most of the noises considered

including di�cult noises like Machine gun noise and Speech babble noise.

After the introduction of the LSFM-based VAD, we continue to show the proposed

e�cient SE algorithm. It utilized constraints to the Wiener gain function in which

the wavelet thresholded multitaper spectrum was taken as the clean spectrum for the

constraints. The proposed algorithm was evaluated under eight types of noises and



ii

seven SNR levels in NOIZEUS database and was predicted by the composite measures

and the SNRLOSS measure to improve subjective quality and speech intelligibility in

various noisy environments. Comparisons with two other algorithms (KLT and WT)

demonstrate that in terms of signal distortion, overall quality and the SNRLOSS mea-

sure, our proposed constrained SE algorithm outperforms the KLT and WT schemes

for most conditions considered.
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Chapter 1

Introduction

Contents

1.1 Research Signi�cance and Problem Statement . . . . . . . . . 1

1.2 Motivations for the Present Works . . . . . . . . . . . . . . . . 2

1.2.1 Motivation for VAD . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2.2 Motivation for SE . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3.1 Objective for VAD . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3.2 Objective for SE . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.1 Research Signi�cance and Problem Statement

The speech signal has been studied for various reasons and applications by

many researchers for many years. Among them voice activity detection (VAD)

is widely used within the �eld of speech communication for achieving high cod-

ing e�ciency and low-bit rate transmission. VAD is the method to discriminate

voice activity (i.e., speech presence) and silence (i.e., speech absence) from the

input noisy speech. Researchers have proposed a variety of features exploit-

ing di�erent properties of speech and noise to achieve a better VAD accuracy.

However, the VAD in low signal-to-noise ratios (SNR) and some speci�c noises

such as babble noise and machine gun noise still remain challenging and require

the design of further robust features and algorithms.
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We are living in a noisy world where the noise generated from either natural

sources or human activities can be found almost everywhere: car, train, street,

restaurant, etc. Those noises are captured by the microphone during voice

communication and adversely a�ect the quality of voice communication [1]. To

address this problem, noise reduction, also called speech enhancement (SE),

technology is developed to remove those noise components, and produce an

enhanced speech signal that sounds more pleasant to human ears.

1.2 Motivations for the Present Works

1.2.1 Motivation for VAD

The primary motivation for VAD stems from the fact that a typical speech

conversation is characterized by a speech to non-speech ratio of forty to sixty.

Therefore, it can be used as an important preprocessing stage to identify and

compress silence in communication systems. VAD's bene�ts in applications

such as speech coding and voice over IP (VoIP), include decreasing the average

bit rate, increasing the number of users and lowering the power consumption.

Furthermore, VAD can be also used to improve recognition accuracy in an

automatic speech recognition (ASR) systems.

Most parametric representations of speech for the VAD problem have used

time-domain features (e.g., energy, zero crossing rate) or features derived from

the spectral shape (e.g., cepstral features). In general, time-domain parameters

exhibit dependencies on estimates of background noise and changes in thresh-

olds. Spectral shape, on the other hand, tends to lose its e�ectiveness with an

increase in noise level. This would lead to a poorer discrimination between the

speech and non-speech regions. Furthermore, the majority of the VAD algo-

rithms encounter problems in low SNR conditions, particularly when the noise

is nonstationary. Therefore, a more robust representation needs to be explored.
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1.2.2 Motivation for SE

The objective of SE algorithms is to improve one or more perceptual aspects of

the noisy speech by decreasing the background noise without a�ecting the in-

telligibility of the speech [2]. Much progress has been made in the development

of SE algorithms capable of improving speech quality [3, 4] which was evalu-

ated mainly by the objective performance criteria such as SNR [5]. However,

SE algorithm that improves speech quality may not perform well in real-world

listening situations where background noise level and characteristics are con-

stantly changing [6]. The �rst intelligibility study done by Lim [7] in the late

1970s found no intelligibility improvement with the spectral subtraction algo-

rithm for speech corrupted in white noise at -5 to 5 dB SNR. Thirty years

later, study conducted by Hu and Loizou [2] found that none of the examined

eight di�erent algorithms improved speech intelligibility relative to unprocessed

(corrupted) speech. Moreover, according to [2], the algorithms with the highest

overall objective quality may not perform the best in terms of speech intelli-

gibility (e.g.,the Log Minimum Mean Square Error (logMMSE) [8]). And the

algorithm which performs the worst in terms of overall quality may perform

well in terms of preserving speech intelligibility (e.g.,the generalized Karhunen-

Loeve Transform (KLT) approach [9]). To our knowledge, very few speech

enhancement algorithms [10, 11, 12] claimed to improve speech intelligibility

by subjective tests for either normal-hearing listeners or hearing-impaired lis-

teners. Hence, we focused in this thesis on improving performance on speech

intelligibility of SE algorithm.

1.3 Objectives

1.3.1 Objective for VAD

The primary objective of this work is to design a new robust VAD scheme. The

goals of this part are:

• To �nd a new robust feature to discriminate speech from noisy signals in



4 Chapter 1. Introduction

high e�ciency and design the whole system for VAD.

• To analyze the robustness of the proposed feature.

• To test the new proposed system on di�erent noises and compare the

results with other advanced VAD schemes.

1.3.2 Objective for SE

As for SE algorithm, we intend to achieve the following goals:

• To understand the reasons why most existing SE algorithms can't improve

the performance on speech intelligibility.

• To utilize the useful �nding of [5] about the di�erent perceptual e�ects of

attenuation and ampli�cation distortion on speech intelligibility.

• To evaluate the performance of the proposed SE algorithm on improving

subjective quality and speech intelligibility through comparing with other

e�ective SE algorithms.

1.4 Thesis Organization

This thesis is organized as follows. Chapter 2 gives a comprehensive review

of the stat-of-the-art VAD and SE algorithms. The proposed VAD algorithm

utilizing logn-term spectral �atness measure (LSFM) is presented in Chapter 3.

In Chapter 4, the SE method imposing constraints to the Wiener gain function

is described. Chapter 5 gives a summary of our contributions.
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2.1 Three Modern VAD Standards

For the performance comparison with the proposed method, three modern stan-

dardized VAD schemes are introduced here. They are ITU G.729 Annex B

VAD, ETSI AMR VAD Option1 and Option2.
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2.1.1 ITU G.729 AnnexB VAD

International Telecommunication Union (ITU) recommendation G.729 Annex

B (G.729B) VAD [13] makes a VAD decision every 10 ms. The block diagram

of the algorithm is shown in Figure 2.1. The sampling frequency for the test

speech is 8 kHz.

G729B VAD uses a piecewise linear discriminant based on the full band

energy Ef , the low band energy El, the zero-crossing rate ZC and line spectral

frequencies LSFi. LSFi is derived from the set of linear prediction coe�cients

which is derived from the autocorrelation, the details are described in Section

3.2 of [14]. The long-term averages of the parameters during non-active voice

segments follow the change nature of the background noise. A set of di�erential

parameters is obtained at each frame. These are a di�erence measure between

each parameter and its respective long-term average. These four di�erential

parameters are de�ned as follows [15]:

• Spectral Distortion ∆LSF :

∆LSF =

p∑
i=1

(LSFi − LSFi)2 (2.1)

• Full band energy di�erence:

∆Ef = Ef − Ef (2.2)

• Low band energy di�erence:

∆El = El − El (2.3)

• Zero crossing di�erence:

∆ZC = ZC − ZC (2.4)
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where LSFi, Ef , El and ZC are line spectral frequencies (LSF), current

frame full band energy, current frame low band energy and the zero crossing

rate respectively.

Furthermore, LSFi, Ef , El and ZC are the running averages of the cor-

responding parameters of the background noise. The �rst Ni frames are used

to initialize the running averages of the background noise characteristics. The

running averages have to be updated after the VAD decision when only the

background noise is present .

The initial decision is made by using multi-boundary decision regions in

the space of the four di�erential parameters. A �nal detection is obtained by

smoothing the initial decision using energy consideration and neighboring past

decisions.

2.1.2 ETSI AMR VADs

In this subsection, we will introduce European Telecommunications Standards

Institute (ETSI) recommendations AMR VAD option1 (AMR1) and option2

(AMR2) [16]. They are spectral shape based VAD methods which use sub-band

and channel energies, respectively, to make the VAD decisions in conjunction

with an extensive hangover scheme. They make a decision every 20ms. The

sampling frequency for the test speech of their system is 8 kHz. A brief de-

scription of the two AMR VAD options is provided herein.

2.1.2.1 ETSI AMR VAD Option 1

The block diagram of the AMR1 algorithm is shown in Figure 2.2. The VAD

algorithm uses parameters of the speech encoder to compute the VAD decisions.

The input signal is divided into frequency bands using a 9-band �lter bank.

Cut-o� frequencies for the �lter bank are shown in Table 2.1. The input frames

are divided into sub-bands and level of the signal in each band is calculated. The

energy of the input speech signal from nine frequency sub-bands is computed.

The bandwidths of these sub-bands are non-uniform in nature, with the lower
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frequency sub-bands having smaller bandwidths. Open-loop lags, which are

calculated by open-loop pitch analysis of the speech encoder, are input for the

pitch detection function. A pitch �ag is then computed for the indication of
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Figure 2.2: Block diagram of the AMR1 VAD algorithm.

the presence of pitch. The purpose of the pitch detection function is to detect

vowel sounds and other periodic signals. Tone detection function calculates a

tone �ag which indicates the presence of an information tone, since the pitch

detection function cannot always detect these signals. Tones are detected based

on pitch gain of the open-loop pitch analysis. The pitch gain is estimated using

autocorrelation values received from the pitch analysis.

Complex Signal Detection Function calculates the complex warning which

indicates the presence of a correlated complex signal such as music. Correlated

complex signals are detected based on analysis of the correlation vector available

in the open-loop pitch analysis. An estimate of the background noise energy is

needed for the VAD decision function. Intermediate VAD decision is calculated
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Table 2.1: Cut-o� frequencies for the �lter bank

Band number Frequencies

1 0-250 Hz

2 250-500 Hz

3 500-750 Hz

4 750-1000 Hz

5 1000-1500 Hz

6 1500-2000 Hz

7 2000-2500 Hz

8 2500-3000 Hz

9 3000-4000 Hz

based on the comparison of the background noise estimate and levels of the

input frame. Finally, the VAD decision is smoothed by adding hangover scheme

to the intermediate VAD decision.

2.1.2.2 ETSI AMR VAD Option 2

The block diagram of the AMR2 algorithm is shown in Figure 2.3. The input

signal is pre-emphasized and windowed by a rectangular window. Frequency

domain conversion is performed using the Discrete Fourier Transform (DFT).

Channel energy and SNR are then estimated. The spectral deviation estima-

tor is used as a safeguard against erroneous updates of the background noise

estimate. If the spectral deviation of the input signal is too high, then the

background noises estimate update may not be permitted.

AMR2 also estimates sub-band SNRs. However, the number of sub-bands

is sixteen while in AMR1 it is nine. Also the nonlinear scale used in band

grouping is di�erent from that of AMR1. The estimation of the background

noise energy in each sub-band is similar to that of AMR1, i.e., using a �rst order

auto-regressive model. AMR2 also makes VAD decisions using an adaptive

threshold. Non-stationary noise is handled by measuring the variance of the
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Figure 2.3: Block diagram of the AMR2 VAD algorithm.

instantaneous SNRs, estimated every frame. Finally, the decisions are smoothed

by a hangover scheme. This scheme is based on peak-to-average SNR ratio.

2.1.3 Statistical model-based VAD

In 1998, Sohn and Sung [17] proposed an robust VAD algorithm that uses a

novel noise spectrum adaption employing soft decision techniques. The decision

rule was derived from the generalized likelihood ratio test by assuming that the

noise statistics are known a priori. An enhanced version [18] of the original VAD

for the application to variable-rate speech coding was developed by employing

the decision-directed parameter estimation method for the likelihood ratio test.

And an e�ective hang-over scheme which considers the previous observations of
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a �rst-order Markov process modeling speech occurrences was also proposed in

[18]. The algorithm outperformed the G.729B VAD in terms of speech detection

and false-alarm probabilities in various environmental conditions.

2.1.4 Long-term Signal Variability (LTSV) Scheme

For a better evaluation of our proposed VAD algorithm, except the comparison

with three modern standards, we also compared it with a long-term signal

variability (LTSV) based VAD algorithm proposed by P. K. Ghosh et al [19].

Figure 2.4 illustrates the block diagram of the LTSV based VAD algorithm

which calculates the sample variance of the entropy measure on the normalized

short-time spectrum. The details are as follows:

Bartlett

Welch

Method

Compute
)(lLx

)(nx )(nxl
Hann

Window

),( mlS x

Voting

Threshold

Calculation

VAD
Long-term

Decisions



)(lLx

Figure 2.4: Block diagram of the LTSV based VAD algorithm.

First, to alleviate the discontinuities and reduce the spread of the spectral

energy into the side lobes of the spectrum, the input signal x(n) is Hann win-

dowed. Then, the windowed signal xl(n) is used to estimate the power spectrum

by Bartlett-Welch method. The entropy measure on the normalized short-time
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spectrum is then computed. The LTSV measure at the lth window, Lx(l), is

the sample variance of the entropy measure which describes the degree of non-

stationarity of the signal. Because a �xed threshold does not work for all noises,

an adaptive threshold γ was designed to meet this requirement. Finally, the

long windows voting scheme is used to make the �nal VAD decisions.

2.2 Speech Enhancement algorithms

SE is concerned with improving some perceptual aspect of speech that has been

degraded by additive noise. SE techniques have a broad range of applications,

from hearing aids to mobile communication, voice-controlled systems, multi-

party teleconferencing, and automatic speech recognition (ASR) systems. In

most applications, the aim of speech enhancement is to improve the quality and

intelligibility of degraded speech.

The algorithms can be summarized into four classes: spectral subtractive,

subspace, statistical model based and Wiener type algorithms.

2.2.1 Spectral-Subtraction

The spectral subtractive algorithm is historically one of the �rst algorithms

proposed for noise reduction [4]. It is based on a simple principle. Assuming

additive noise, one can obtain an estimate of the clean signal spectrum by

subtracting an estimate of the noise spectrum from the noisy speech spectrum.

The noise spectrum can be estimated, and updated, during periods when the

signal is absent. The assumption made is that noise is stationary or a slowly

varying process, and that the noise spectrum does not change signi�cantly

between the updating periods. The enhanced signal is obtained by computing

the inverse discrete Fourier transform of the estimated signal spectrum using

the phase of the noisy signal. The algorithm is computationally simple as it

only involves a forward and an inverse Fourier transform.

The subtraction process needs to be done carefully to avoid any speech

distortion. If too much is subtracted, then some speech information might be
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removed, whereas if too little is subtracted, then much of the interfering noise

remains. Many methods have been proposed to alleviate or eliminate most of

the speech distortion introduced by the spectral subtraction process. Please

refer [20] for the details of the basic spectral subtraction algorithm.

2.2.2 Subspace method: Karhunen-Loeve transform (KLT)

The idea behind subspace methods is to project the noisy signal into two sub-

spaces: the signal subspace and the noise subspace. The clean signal can be

estimated by removing the components of the signal in the noise subspace be-

cause it contains signals from the noise process only. There are two methods to

decompose the space into two subspaces: singular value decomposition (SVD)

[21] or the eigenvalue decomposition (EVD) [22, 23].

The KLT based subspace approach proposed by Ephraim and Van Trees [23]

is undoubtedly one of the most important work in speech enhancement area. By

assuming that the additive noise is wide-band and that the speech signal only

occupies a portion of the vector space, they sought for an optimal estimator

that would minimize the speech distortion subject to the constraint that the

residual noise fell below a preset threshold. Using the EVD of the covariance

matrix, Ephraim and Van Trees showed that the decomposition of the vector

space of the noisy signal into a signal and noise subspace can be obtained by

applying the theorem Karhunen-Loeve transform (KLT) to the noisy signal.

A generalization of the Ephraim and Van Trees approach for white noise was

derived in [9]. It is a generalized subspace approach with built-in prewhitening

for enhancing speech corrupted with colored noise. A nonunitary transform

based on the simultaneous diagonalization of the clean speech and noise covari-

ance matrices is used in this approach to project the noisy signal into a signal

subspace and a noise subspace. Two estimators were derived based on this

nonunitary transform, one based on time-domain constraints and one based on

spectral domain constraints. This KLT algorithm was proved in [2] and [10]

by subjective tests to perform well in terms of preserving speech intelligibility

for normal hearing listeners, and improving speech intelligibility signi�cantly
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for cochlear implant users in regards to recognition of sentences corrupted by

stationary noises, respectively.

2.2.3 Statistical-model based methods

Statistical-model-based methods focus on nonlinear estimators of the magni-

tude using various statistical models and optimization criteria. These nonlin-

ear estimators take the probability density function (PDF) of the noise and

the speech discrete Fourier transform (DFT) coe�cients into account and are

often combined with soft-decision gain modi�cations that take the probability

of speech presence into account. Several statistical-model-based methods in-

cluding maximum-likelihood estimator, Minimum Mean Square Error (MMSE)

magnitude estimator and log-MMSE estimator for optimal spectral magnitude

estimation were discussed in [4].

2.2.4 Wiener-type

The optimal �lter that minimizes the estimation error is caller the Wiener �lter,

named after the mathematician Norbert Wiener [24], who �rst formulated and

solved this �ltering problem in the continuous domain. The Wiener �ltering

approach derives the enhanced signal by optimizing a mathematically tractable

error criterion: the mean-square error. More speci�cally, the Wiener �lters

were derived by minimizing the speech distortion subject to the noise distortion

falling below a given threshold level (e.g., masking threshold).

According to [4], the Wiener �lters are considered to be linear estimators

of the clean signal spectrum, and they are optimal in the mean-square sense.

These �lters are constrained to be linear which means that the enhanced time

domain signal is obtained by convolving the noisy speech signal with a linear

(Wiener) �lter. Equivalently, in the frequency domain the enhanced spectrum

is obtained by multiplying the input noisy spectrum by the Wiener �lter. The

linear estimators, however, are not necessarily the best estimators of the clean

signal spectrum. Nonlinear estimators of the clean signal spectrum could po-
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tentially yield better performance.

The Wiener �lter can also be expressed as a function of the ratio of the

clean signal power spectrum to the noise power spectrum, i.e., the a priori

SNR. Several algorithms have attempted to estimate the a priori SNR, rather

than the clean signal power spectrum [25, 26, 27].

2.3 Speech and Noise Database

2.3.1 VAD: TIMIT corpus and NOISEX-92 database

In this subsection, the test speech corpus and noise database used in our re-

search are introduced. They are the DAPRA TIMIT Acoustic-Phonetic Con-

tinuous Speech Corpus (TIMIT) [28] and the NOISEX 92 noise database [29].

2.3.1.1 TIMIT corpus

The TIMIT corpus is designed for the development and evaluation of automatic

speech recognition systems. The sampling frequency of the corpus is 16 kHz.

TIMIT corpus contains a total of 6300 sentences, 10 sentences spoken by each of

630 speakers from 8 major dialect regions of the United States. It includes the

training corpus and test corpus. In the training corpus, there are 462 speakers

with 4620 sentences while there are 168 speakers with 1680 sentences in the test

corpus. The components of the TIMIT corpus are described by the Table 2.2.

2.3.1.2 NOISEX 92 database

The noises used in this research are from the NOISEX 92 database. In total

there are 11 types of noise which include the followings:

• Stationary noise: White and Pink.

• Non-stationary noise: Tank, Military vehicle, Jet cockpit, HFchannel, F16,

Factory, Car Interior, Machinegun, Babble.
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Table 2.2: The components in each �le of TRAIN and TEST

File name TRAIN Number TEST Number

DR1 38 11

DR2 76 26

DR3 76 26

DR4 68 32

DR5 70 28

DR6 35 11

DR7 77 23

DR8 22 11

2.3.2 SE: NOIZEUS corpus and AURORA database

2.3.2.1 NOIZEUS corpus

NOIZEUS [30] was s a noisy speech corpus developed by [4] to facilitate compar-

ison of SE algorithms among di�erent research groups [6]. The noisy database

contains thirty IEEE sentences [31] which were recorded in a sound-proof booth

using Tucker Davis Technologies (TDT) recording equipment. The sentences

were produced by three male and three female speakers (5 sentences/speaker).

The IEEE database was used as it contains phonetically-balanced sentences

with relatively low word-context predictability. The thirty sentences were se-

lected from the IEEE database so as to include all phonemes in the Ameri-

can English language. The sentences were originally sampled at 25 kHz and

downsampled to 8 kHz. The details about the thirty sentences were given in

Table 2.3.

2.3.2.2 AURORA database

The AURORA database [32] include the following recordings from eight di�er-

ent places: Train, Babble (crowd of people), Car, Exhibition Hall, Restaurant,

Street, Airport and Train Station.
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2.4 Conclusions

In this chapter, for the comparison with our proposed VAD scheme, a brief

review of the three standard VAD schemes, namely, G.729B, AMR1 and AMR2

were provided. Also, the newly proposed LTSV based VAD is presented in this

chapter. Four kinds of SE algorithms including spectral-subtractive, subspace,

statistical-model based and Wiener-type methods were also introduced brie�y.

Finally, the test speech corpus and noise database for VAD and SE algorithms

are also described. Although signi�cant progress has been made in the above

mentioned methods, each of them has its own drawbacks and limitations. In

the next two chapters, we will derive our own VAD and SE algorithms.
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Table 2.3: List of sentences used in NOIZEUS.

Filename Speaker Gender Sentence text

sp01 CH M The birch canoe slid on the smooth planks.

sp02 CH M He knew the skill of the great young actress.

sp03 CH M Her purse was full of useless trash.

sp04 CH M Read verse out loud for pleasure.

sp05 CH M Wipe the grease o� his dirty face.

sp06 DE M Men strive but seldom get rich.

sp07 DE M We �nd joy in the simplest things.

sp08 DE M Hedge apples may stain your hands green.

sp09 DE M Hurdle the pit with the aid of a long pole.

sp10 DE M The sky that morning was clear and bright blue.

sp11 JE F He wrote down a long list of items.

sp12 JE F The drip of the rain made a pleasant sound.

sp13 JE F Smoke poured out of every crack.

sp14 JE F Hats are worn to tea and not to dinner.

sp15 JE F The clothes dried on a thin wooden rack.

sp16 KI F The stray cat gave birth to kittens.

sp17 KI F The lazy cow lay in the cool grass.

sp18 KI F The friendly gang left the drug store.

sp19 KI F We talked of the sideshow in the circus.

sp20 KI F The set of china hit the �oor with a crash.

sp21 SI M Clams are small, round, soft and tasty.

sp22 SI M The line where the edges join was clean.

sp23 SI M Stop whistling and watch the boys march.

sp24 SI M A cruise in warm waters in a sleek yacht is fun.

sp25 SI M A good book informs of what we ought to know.

sp26 TI F She has a smart way of wearing clothes.

sp27 TI F Bring your best compass to the third class .

sp28 TI F The club rented the rink for the �fth night.

sp29 TI F The �int sputtered and lit a pine torch.

sp30 TI F Let's all join as we sing the last chorus.

All the sentences were used in the evaluation.
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3.1 Introduction

Voice activity detection (VAD) is a method to discriminate speech segments

from input noisy speech. It is an integral part to many speech and audio pro-

cessing applications and is widely used within the �eld of speech communication

for achieving high coding e�ciency and low bit rate transmission. Examples

include noise reduction for digital hearing aid devices [33], mobile communica-

tion services [34], voice recognition systems [35], compression [36], and speech

coding [37].

A typical VAD system consists of two core parts: feature extraction and

speech/non-speech decision mechanism. Researchers have proposed a variety

of features exploiting di�erent properties of speech and noise to achieve bet-

ter VAD performance. In early VAD algorithms, short-term energy [38] and

zero-crossing rate [39] were widely used features because of their simplicity.

However, the performance degrades easily when faced with low signal-to-noise

ratio (SNR) or non-stationary background noise. To solve this problem, ro-

bust acoustic features such as spectrum [40], autocorrelation [41], power in the

band-limited region [42], and higher-order statistics [43] have been proposed

for VAD. Most of those methods assume the background noise to be stationary

during a certain period; thus, they are sensitive to changes in SNR of the ob-

served signal. Some works [44, 45] proposed noise estimation and adaptation

for improving VAD robustness, but those methods are computationally expen-

sive. Most of those features mentioned work su�ciently well in stationary noise

and higher than 10-dB SNR cases. When facing with lower SNR cases or when

the background noise contains complex audible events appearing occasionally,

such as babble noise in a cafeteria and machinery noise in a factory, there will

be cases when most of the speech spectrum is corrupted, which destroys the

overall statistical as well as structural properties of the speech signal [46]. In

general, VAD algorithms based on a particular feature or speci�c set of features

are still far from e�cient especially when they are operating in adverse acoustic

conditions. Therefore, the VAD algorithm in low SNRs and some speci�c noises
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such as speech babble noise and machine gun noise still remains challenging and

requires the design of further robust features and algorithms.

All VAD features mentioned are extracted from the short-term analysis

frames (usually 20 to 40 ms), and decisions are made at each frame. In con-

trast with the use of frame level features, Ramirez et al. [44] proposed the use

of a long-term spectral divergence (LTSD) feature to discriminate speech from

noise. The speech/non-speech decision rule was formulated by comparing the

long-term spectral envelope to the average noise spectrum. A high discrimi-

nating decision rule was achieved and the average number of decision errors

were minimized. This LTSD-based algorithm requires average noise spectrum

magnitude information which is not accurately available in practice. Moreover,

Ghosh et al. [19] proposed a long-term signal variability (LTSV)-based VAD

which uses a very long window to estimate the averaged spectrogram as well as

for computing long-term entropies of each frequency band. This LTSV-based

VAD yields a great improvement for SNRs smaller than 5 dB but becomes

saturated when SNRs are higher than 5 dB.

Spectral �atness is a measure of the width, uniformity, and noisiness of the

power spectrum. A high spectral �atness indicates that the spectrum has a

similar amount of power in all spectral bands, and the graph of the spectrum

would appear relatively �at and smooth; this would sound similar to white

noise. A low spectral �atness indicates that the spectral power is less uniform in

frequency structure, and this would typically sound like speech. Therefore, the

analysis over a long window for exploiting the spectral �atness of the signal will

be bene�cial for distinguishing speech from noise. In this chapter, we propose

a novel VAD algorithm based on long-term spectral �atness measure (LSFM).

The discriminative power of the proposed LSFM feature will be veri�ed by

researching the distribution of LSFM measure for speech and non-speech in

terms of their misclassi�cation rate for various noises. We have experimentally

evaluated its performance under a variety of noise types and SNR conditions.

The structure of the rest of this chapter is arranged as follows. Section 3.2

discusses the LSFM feature and its discriminative ability. Section 3.3 presents
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the proposed LSFM-based VAD algorithm including the choice for proper pa-

rameters and the design of an adaptive threshold. Section 3.4 contains the

speech and noise database and metrics used in the evaluation. Section 3.5

provides the experimental results. Finally, a conclusion of this work and the

discussion are given in Section 3.6.

3.2 Long-term Spectral Flatness Measure and Its Dis-

criminative Power

Speech is a highly non-stationary signal, while background noise can be con-

sidered to be stationary over relatively long periods. The rationale behind the

LSFM feature is that the observed signal spectrum evinces more structure when

the signal of interests is present compared to when it is absent. This increase in

the structure of the signal may be characterized by a reduction in the �atness of

the magnitude spectrum of the short-time Fourier representation of the signal

[47].

3.2.1 Long-term Spectral Flatness Measure

The LSFM feature is computed using the spectra of the last R frames of the

input signal x(n). The LSFM feature, Lx(m), at the mth frame and across all

the chosen frequency is then calculated by dividing the geometric mean of the

power spectrum by the arithmetic mean of the power spectrum. To expand

the dynamic range, it is measured on a logarithmic scale, ranging from zero to

minus in�nity as:

Lx(m) =
∑
k

log10

GM(m,ωk)

AM(m,ωk)
, (3.1)
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where the geometric mean GM(m,ωk) and arithmetic mean AM(m,ωk) of the

power spectrum is calculated as:

GM(m,ωk) = R

√√√√ m∏
n=m−R+1

S(n, ωk), (3.2)

AM(m,ωk) =
1

R

m∑
n=m−R+1

S(n, ωk). (3.3)

The short-time spectrum S(n, ωk) used in this research is estimated using the

Welch-Bartlett method which averages the spectral estimates ofM consecutive

frames. The expressions are

S(n, ωk) =
1

M

n∑
p=n−M+1

|X(p, ωk)|2, (3.4)

X(p, ωk) =

Nw+(p−1)Nsh∑
l=(p−1)Nsh+1

w(l − (p− 1)Nsh − 1)x(l)e−jωkl, (3.5)

where X(p, ωk) is the short-time Fourier transform coe�cient at frequency ωk

of the pth frame. w(i) is the short-time Hann window, where i ∈ [0, Nw). Nw

is the frame length and Nsh is the frame shift duration in terms of samples.

According to AM-GM inequality, the geometric mean, GM(m,ωk), is smaller

than or equal to the arithmetic mean, AM(m,ωk), with equality being achieved

if and only if all S(n, ωk) are the same. Therefore, from Eq. (3.1) we can

conclude that the LSFM feature, Lx(m), is in the range (−∞, 0] with the

maximum value acquired when the geometric mean is equal to the arithmetic

mean.

3.2.2 The LSFM Feature Distributions of Speech and Non-Speech

In this subsection, the distributions of the LSFM feature are investigated in

order to clarify the motivation for utilizing the proposed LSFM feature as a

VAD algorithm and demonstrate the discriminative power of this feature.
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The test set consisting of 16 individual speakers (8 male, 8 female), each

speaking 10 phonetically balanced English sentences, is randomly chosen from

the TIMIT training corpus [28]. The LSFM feature values were computed at

every frame from noisy speech. The LSFM measure, Lx(m), is considered to be

LS+N(m) if there are speech samples between (m − R + 1)th and mth frame.

Otherwise, it is decided to be LN(m) which contains only noise information.

The overlap area of the two distributions (LS+N and LN) is considered to be

the error caused by misclassi�cation. The lower the misclassi�cation rate is,

the better the separation. The sampling frequency of the test signal is 16 kHz,

and the Hann window has a length of 20 ms and 10-ms shift. M is �xed to be

10, and {ωk} is uniformly distributed between the frequency range 500 Hz to

4 kHz. The total misclassi�cation error among these realizations of LS+N and

LN was computed by comparing with the phonetic level transcription [28] of

the TIMIT training corpus.

First, the distributions of the LSFM feature as a function of the long-term

window length (R=2, 5, 10, 20, 30, and 40) for white noise at �ve SNR lev-

els (−10, − 5, 0, 5, and 10 dB) were studied. The results are shown in

Figures 3.1, 3.2, 3.3, 3.4, and 3.5. The total misclassi�cation error (Error),

accuracy rate (Correct), speech detection error (SE), and non-speech detection

error (NE) are displayed on the upper or lower right of each sub�gure. The

total misclassi�cation error was reduced by 61.4% (−10 dB), 74.5% (−5 dB),

79.0% (0 dB), 84.3% (5 dB), and 82.9% (10 dB) when the window length R

was increased from 2 to 30 frames. The percentage is the ratio between the

reduced misclassi�cation error (when R was changed from 2 to 30 frames) and

the misclassi�cation error when R was 2.

The distributions of the LSFM feature for all 12 kinds of noises at 0-dB SNR

were investigated. M is �xed to be 10, and R is chosen to be 30. The discrim-

inative power of this LSFM feature can be measured by the separateness of its

distribution for speech and non-speech. As shown in Figures 3.6, 3.7, and 3.8,

there is overlap between the histograms of log10(LS+N) and log10(LN). We cal-

culated the total misclassi�cation error which is the sum of the speech detection
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error and non-speech detection error. From the �gures, we can conclude that

for most noises considered (9 out of 12 kinds of noises), the proposed LSFM

feature resulted in a misclassi�cation error smaller than 10%: white (7.86%),

pink (7.75%), tank (7.47%), military vehicle (7.75%), jet cockpit (9.32%), HF

channel (8.30%), F-16 cockpit (8.89%), car interior (8.14%), and speech shaped

(7.84%). For factory �oor (25.86%), machine gun (45.42%), and speech bab-

ble (24.08%), the misclassi�cation errors were comparatively high. The factory

�oor is that of cutting noise, that of the machine gun is impulsive in nature,

and that of speech babble is speechlike. One possible reason for the poor per-

formance is the mismatch of M and R.

3.3 The Proposed LSFM-based VAD Algorithm

The proposed VAD algorithm assumes that the signal spectrum is more orga-

nized during speech segments than during noise segments [48]. It adopts the

average spectrum over a long-term window instead of instantaneous values of

the spectrum. Typically, a periodogram is commonly employed for spectrum

estimation, but it is well known that the periodogram is an inconsistent spectral

estimator. According to [40], the Welch-Bartlett method [49] was found to give

a good trade-o� between variance reduction and spectral resolution reduction.

Therefore, in our proposed algorithm, the signal spectrum is estimated using

the Welch-Bartlett method.

A block diagram of the proposed LSFM-based VAD algorithm is shown in

Figure 3.9. The algorithm can be described as follows. The input speech signal

is decomposed into frames of 20 ms in length with an overlap of 10 ms by

the Hann window. The spectrum of the segmented signal is estimated using

the Welch-Bartlett method. At the mth frame, the LSFM feature Lx(m) is

computed using the previous R frames. The initial decision about whether

there contains speech in the last R frames is made through the comparison

with an adaptive threshold. The initial decision is denoted by VINL. If there is

a speech frame existing over the previous R frames ending at the mth frame,



28

Chapter 3. E�cient Voice Activity Detection Algorithm using

Long-term Spectral Flatness

VINL(m) = 1; otherwise, VINL(m) = 0 and there are only non-speech frames

over the previous R frames. We adopt the voting scheme proposed by Ghosh et

al. [19] to make the �nal VAD decisions on a 10-ms interval. First, the initial

decisions, VINL(m), VINL(m + 1), . . ., VINL(m + R − 1), are collected for those

long windows which overlap with the target 10-ms interval. Then, the target

10-ms interval is marked to be speech if there is 80% or above of those initial

decisions that contain speech; otherwise, it is marked as non-speech. The 80%

was gotten empirically, which provided the maximum VAD accuracy for most

noises tested over �ve SNR levels.

In general, speech is a low-pass signal, and the frequency range of 500 Hz to

4 kHz is crucial for speech intelligibility [50]. Hence, for a better discrimination,

the start bin, ks, and the end frequency bin, ke, are calculated by:

ks = NDFT(
500

fs
), (3.6)

ke = NDFT(
4, 000

fs
), (3.7)

in which fs is the sampling frequency and NDFT is the order of Discrete Fourier

Transform (DFT) which is used to calculate the spectral estimate of the ob-

served signal. In our experiment, fs = 16 kHz and NDFT = 512. The frequen-

cies, ωk , are uniformly distributed between 500 Hz and 4 kHz.

An illustrative example of the VAD output is shown in Figure 3.10. A high

spectral �atness indicates that the spectrum has a similar amount of power in

all spectral bands, which would sound similar to white noise, and the graph of

the spectrum would appear relatively �at and smooth. A low spectral �atness

indicates that the spectral power is concentrated in a relatively small number

of bands; this means that the spectrum is more organized, and the graph of the

spectrum would appear `spiky'. Hence, the spectral �atness measure is a good

feature for VAD.
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3.3.1 Selection of M and R

M and R are parameters used for computing the LSFM feature Lx. We want

to choose the appropriate M and R so that the separateness of the distribution

for noise and speech is maximized since the more it is separated, the better the

�nal VAD decision. The total misclassi�cation errors (sum of speech detection

error and non-speech detection error) for all combinations of M (1, 5, 10, 20,

30, and 40) and R (5, 10, 20, 30, and 40) are computed over 12 types of noise

for �ve SNR levels (−10, −5, 0, 5, and 10 dB). The test speech set is the same

with the one we used for the demonstration of the discriminative power of the

proposed LSFM feature in Section 2.2.

The total misclassi�cation error as a function of di�erent combinations ofM

and R is shown in Figures 3.11, 3.12, 3.13, and 3.14. The best combination ofM

and R for each noise at each SNR level is written on the upper or lower right of

each sub�gure. After the summed up frequency of eachM and R that appeared

in the sub�gures, we conclude that (10, 30) is the optimal combination which

appeared most frequently ( M = 10 appeared 25 times out of the 60 sub�gures

in total; R = 30 also appeared 25 times out of 60 sub�gures in total). This

�xed combination (10, 30) is then adopted for all the following tests.

Furthermore, from Figures 3.11, 3.12, 3.13, and 3.14, we observe that for the

same R value, if M is increased from 1 to 10, the total misclassi�cation error

is decreased for most cases tested. However, when M is larger than 10, even

if M is increased, the total misclassi�cation error stops decreasing any further.

This observation veri�ed the choice of 10 to be the optimal value of M .

It is also worth mentioning that for those noise types and SNR levels whose

optimal M and R combination is not (10, 30), the �xed combination (10, 30)

still works well. Table 3.1 shows the points that the total misclassi�cation error

of adopting the �xed combination (10, 30) is worse (higher error value) than

utilizing the best combination of M and R for each noise type and SNR level

shown in the sub�gures. Except for cutting factory �oor noise and impulsive

machine gun noise, the di�erences are all less than �ve points.
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Table 3.1: The total misclassi�cation error di�erence between adopting the �xed

combination (10, 30) and utilizing the best (M , R) combination

Noise type −10 dB −5 dB 0 dB 5 dB 10 dB

White 2.85 0.69 0 0 0.87

Pink 4.49 0.64 0 0 1.19

Tank 2.32 0 1.59 2.20 2.17

Military vehicle 2.36 2.59 2.62 2.82 3.31

Jet cockpit 0 0 0 0 1.36

HF channel 1.15 0 0.57 1.02 2.27

F-16 cockpit 0 0 0.10 1.94 2.30

Factory �oor 6.04 7.35 7.59 7.04 6.25

Car interior 2.33 2.82 3.16 2.33 2.21

Machine gun 12.45 11.33 9.83 8.74 7.56

Speech babble 2.11 0 2.068 0 0

Speech shaped 3.80 0 0 0 1.84

The numbers are the points that worse (higher error value) than utilizing the best

(M , R) combination for each noise type and SNR level shown in the sub�gures.

For machine gun noise, the optimal choice of R is 5 for all SNR levels.

Machine gun noise is an impulsive noise which consists of two types of sounds,

namely gunshot and silence between gunshots [19]. When R is 30, the long

analysis window would include both types of sounds. Therefore, the spectral

power over these 30 frames will be less uniform; the LSFM feature value will

then be small, and there will be more classi�cation errors compared to the case

when R is 5. Similarly, for factory �oor noise, the optimal choice of M is 1

for all SNR levels. Factory �oor noise [29] was recorded near plate-cutting and

electrical welding equipment which shows a repetitive pattern. According to

[49], the variance of estimated power spectrum will not be obviously reduced

if the overlapped frames are highly correlated with each other. Therefore,

averaging over M overlapped frames will cause more misclassi�cation errors

compared to the case when M is 1.
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3.3.2 Adaptive threshold

UnlikeM and R, a �xed threshold would lose its e�ciency when facing varying

acoustic environments. Therefore, it is more suitable to design an adaptive

threshold [51]. From Equations 3.2 to 3.4, we can conclude that (R + M − 1)

frame (0.39 s for �xed R = 30 and M = 10) information is needed to acquire

the �rst LSFM feature value. In our implementations, the initial 1.39 s of the

test signal x(n) is always assumed to be non-speech. From this 1.39 s of x(n),

100 realizations of LN can be collected and saved to ψINL.

The threshold is initialized to be

THRINL = min(ψINL). (3.8)

To update the threshold at the mth frame, we used two bu�ers ψS+N and ψN .

ψS+N stores the LSFM measures of the last 100 long window ending at the

mth frame which was decided as containing speech; similarly, ψN stores the

LSFM measures of the last 100 long window ending at the mth frame which

was decided as including non-speech information only. The adaptive threshold

for the mth frame is then updated as:

THR(m) = λ×min(ψN) + (1− λ)×max(ψS+N), (3.9)

where λ is the parameter of the convex combination. We experimentally found

that λ = 0.55 results in the maximum accuracy rate in VAD decisions over the

TIMIT training set.

3.4 Evaluation setup

The proposed VAD algorithm was trained and tested using a speech database

that is phonetically balanced. The system was evaluated using the error rate

and accuracy rate metrics.
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3.4.1 Database description

For the evaluation of VAD algorithms, TIMIT corpus is preferred since it pro-

vides manual transcription down to word and phoneme levels. The reference

labels are computed using the start and end times of the utterance obtained

from the TIMIT transcription (.phn �les). Some experiments are carried out

on the core TIMIT test set consisting of 24 individual speakers (16 males, 8

females) of eight di�erent dialects, each speaking 10 phonetically balanced En-

glish sentences. The utterances of TIMIT corpus are short (about 3.5 s), and

around 90% of which are speech; this may introduce a bias when comparing the

distributions of speech and non-speech. To reduce this e�ect and make it closer

to real-world scenarios, 2-s silence was added before and after each utterance

to simulate a typical telephone conversation [52, 40, 19] in which the ratio of

speech to non-speech is almost 40% to 60%.

The noise of 11 categories taken from the NOISEX-92 database [29] and

speech-shaped noise are added at �ve di�erent SNR levels (−10, −5, 0, 5, and

10 dB) to the signal concatenated by all 240 sentences. The noise samples from

the NOISEX-92 database are resampled to 16 kHz according to the experiment

requirement. Among the 12 kinds of noises, white noise and pink noise are

stationary noises while others are all non-stationary noises, namely tank, mil-

itary vehicle, jet cockpit, HF channel, F-16 cockpit, factory �oor, car interior,

machine gun, speech babble, and speech-shaped noises. The test set for each

noise and SNR thus consisted of 28.10 min of noisy speech of which 62.51% was

only noise.

3.4.2 Performance evaluation

Performance of a VAD algorithm can be evaluated both subjectively and ob-

jectively. In general, subjective evaluation is done through a listening test,

and VAD decision errors are detected based on human perception [53]. On the

other hand, objective evaluation relies on a mathematical criterion for judg-

ing. However, subjective listening tests like ABC [53] fail to consider the e�ect
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of the false alarm which is inappropriate for a thorough evaluation of a VAD

algorithm [40]. Therefore, the objective evaluation scheme proposed by Free-

man et al. [34] was adopted to evaluate the performance of the proposed VAD

algorithm.

3.4.2.1 Error rate

The four traditional parameters that describe the error rate are as follows:

• Front-end clipping (FEC). Clipping introduced in passing from noise to

speech activity.

• Mid-speech clipping (MSC). Clipping due to speech misclassi�ed as noise

in an utterance.

• Noise detected as speech (NDS). Noise detected as speech within a silence

period.

• Carry over (OVER). Noise interpreted as speech due to the VAD �ag

remaining active in passing from speech activity to noise.

These four parameters are illustrated in Figure 3.15. Among them, FEC and

MSC are indicators of true rejection, while NDS and OVER are indicators of

false acceptance. Thus, in order to obtain the best overall system performance,

all four parameters should be minimized.

3.4.2.2 Accuracy rate

Although the method described above provides useful objective information

concerning the performance of a VAD algorithm, it only gives the error rate

of the system. Parameters which describe the accuracy rate are needed for a

thorough analysis of the detection results. Three parameters concerning the

accuracy rate are described as follows:

• CORRECT. They are correct decisions made by VAD algorithm.
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• Speech hit rate (HR1). Speech frames that are correctly detected among

all speech frames.

• Non-speech hit rate (HR0). Non-speech frames that are correctly detected

among all non-speech frames.

Among the three parameters, HR1 and HR0 de�ne the fraction of all actual

speech frames or non-speech frames that are correctly detected as speech frames

or non-speech frames, respectively [44]. The speech hit rate and non-speech hit

rate are calculated as follows:

HR1 =
N1,1

N ref
1

HR0 =
N0,0

N ref
0

, (3.10)

where N ref
1 and N ref

0 are the numbers of real speech and non-speech frames

in the whole database, respectively, while N1,1 and N0,0 are the numbers of

speech and non-speech frames correctly classi�ed. The overall accuracy rate

(CORRECT) is then de�ned as:

CORRECT =
N1,1 +N0,0

N ref
1 +N ref

0

. (3.11)

All three parameters should be maximized to get the best performance.

3.5 Simulation results

In order to gain a comparative analysis of the proposed LSFM-based VAD per-

formance, three modern standardized VAD schemes a statistical model-based

VAD and one recent long-term algorithm, namely ETSI adaptive multi-rate

(AMR) VAD options 1 and 2 (AMR1 and AMR2) [16], the G.729B VAD [13],

Sohn [18] and LTSV [19], were also evaluated. The implementations of these

three schemes were taken from the authors' C implementations [54, 55], respec-

tively.

One important aspect of the comparison is the di�erent frame lengths used.

The proposed schemes, the G.729B VAD, Sohn and LTSV-based VAD, produce

a decision every 10 ms, while the AMR VADs need 20 ms. In order to be
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comparable, the frame-wise VAD decisions produced by the AMR VADs were

compared to a set of reference labels generated every 20 ms from the TIMIT

phonetic level transcription. Meanwhile, the proposed schemes, the G.729B

VAD, Sohn and LTSV-based VAD, were compared to a set of reference labels

generated every 10 ms from the TIMIT phonetic level transcription. The TIMIT

utterances were down-sampled to 8 kHz for the software implementations of the

G.729B VAD and AMR VADs. The �nal VAD decisions were made, and the

accuracy rate and error rate were computed for 12 noises and �ve SNRs.

3.5.1 Performance average over all twelve kinds of noises

In Figure 3.16, the proposed LSFM-based VAD is compared with three stan-

dards, Sohn VAD and LTSV-based VAD in terms of accuracy rate and error

rate for SNR levels ranging from −10 to 10 dB. Note that the results in Fig-

ure 3.16 are averaged values for all 12 noises. The �rst row of the �gure shows

the accuracy rates which include CORRECT, HR1, and HR0. The behavior

of the di�erent VADs is analyzed. G.729B su�ers poor CORRECT(62.74%

at −10 dB) and HR1 (33.62% at −10 dB) with the increasing noise level,

while it keeps a steady and relatively high HR0 for the whole range of SNRs

(80.33% on average). The Sohn algorithm outperformed the G.729B VAD in

terms of both CORRECT and HR1. AMR1 performs much better than Sohn

algorithm for both CORRECT and HR1 while su�ering degradation of HR0

when the SNR level is increased. AMR2 improves considerably over AMR1 in

CORRECT mainly because of the high HR0 over all SNRs (88.96% on aver-

age) while yielding similar HR1 with AMR1. LTSV performs very well under

low SNR conditions (80.73% CORRECT at −10 dB) but becomes saturated

(around 91% since 5 dB) at higher SNRs. Our proposed LSFM-based VAD

yields the best CORRECT for all SNRs and shows a steady improvement with

the increased SNR.

Similarly, the second row of Figure 3.16 shows the error rates which include

FEC, MSC, OVER, and NDS. The Sohn algorithm performs the worst on av-

erage in terms of true rejection rate (FEC and MSC). However, it also achieved
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the lowest OVER among the six VADs tested. The NDS of G.729B is the high-

est of all. AMR1 and AMR2 yield similar true rejection rates for all tested

SNRs, while AMR2 gives smaller false alarm rate (NDS and OVER) especially

for NDS (around four points less than AMR1 for all SNRs). LTSV leads to the

lowest true rejection rate, while LSFM achieved the best performance in terms

of NDS. The proposed LSFM-based VAD acquires a comparatively higher FEC

in low SNRs (smaller than −5 dB) because of the averaging property of this

algorithm shown in Equations 3.2, 3.3, and 3.4.

Table 3.2 summarizes the results provided by LSFM-based VAD over the

other �ve di�erent VAD methods being evaluated by comparing them in terms

of the average accuracy rate and error rate for all 12 noises over �ve SNR levels

ranging from −10 to 10 dB. LSFM achieves the best CORRECT (88.95%) and

HR0 (91.00%), while LTSV yields the best HR1 (88.04%).

Table 3.2: Average performance comparison for all 12 noises over �ve SNR levels

ranging from -10 to 10 dB

VAD AMR1 AMR2 G.729B Sohn LTSV LSFM

CORRECT 81.00 86.07 70.87 75.10 88.08 88.95

HR1 78.96 81.25 55.16 54.96 88.04 85.53

HR0 82.22 88.96 80.33 87.18 88.10 91.00

FEC 1.46 1.09 2.28 3.11 0.41 0.49

MSC 6.42 5.94 14.56 13.77 4.07 4.93

OVER 2.53 2.15 1.06 0.40 2.46 1.39

NDS 8.59 4.75 11.24 7.62 4.98 4.24

3.5.2 Performance average over �ve SNRs

Figure 3.17 shows the three di�erent accuracy rate evaluation metrics averaged

over �ve SNRs for 12 kinds of noises computed for AMR1, AMR2, G.729B,

Sohn, LTSV, and LSFM-based VAD algorithms. From Figure 3.17, it is clear

that in terms of CORRECT, LTSV is the best among all �ve reference VAD

algorithms considered here. Hence, the proposed LSFM-based VAD is com-
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pared with the LTSV-based VAD. We observe that on average, the LSFM-based

VAD is better than the LTSV-based VAD in terms of CORRECT for tank

(0.52%), military vehicle (1.40%), F-16 cockpit (0.34%), car interior (2.12%),

machine gun (1.88%), and speech babble (7.63%) noises, and it is worse for

white (1.10%), pink (0.79%), jet cockpit (0.64%), HF channel (0.15%), factory

�oor (0.15%), and speech-shaped (0.58%) noises. The number in the bracket

indicates the absolute CORRECT by which the proposed LSFM-based VAD is

better or worse than the LTSV-based VAD. The mean CORRECT over all 12

noise types of our proposed LSFM-based VAD is 0.87% higher than that of the

LTSV-based VAD. Furthermore, the proposed LSFM-based VAD outperforms

LTSV-based VAD in terms of HR0 over most noises (11 out of 12) that were

considered.

Figure 3.18 shows the four di�erent error rate evaluation metrics (FEC,

MSC, OVER, and NDS), averaged over �ve SNRs for 12 kinds of noises, com-

puted for AMR1, AMR2, G.729B, Sohn, LTSV, and LSFM algorithms. From

Figure 3.18, it is clear that the performance of LSFM-based VAD outperforms

the LTSV-based VAD in terms of OVER (all 12 noises) and NDS (9 out of

12) which means that our proposed algorithm performs better in terms of false

alarm rate. For example, The proposed LSFM-based VAD has a smaller NDS

score for tank (0.26%), military vehicle (0.10%), jet cockpit (0.35%), HF chan-

nel(0.44%), F16 cockpit (0.80%), factory �oor (0.42%), car interior (0.31%),

machine gun (2.15%), and babble (5.83%) noises. The number in the bracket

indicates the absolute NDS by which the proposed LSFM-based VAD is smaller

than the LTSV-based VAD. Moreover, values of standard deviation of our pro-

posed LSFM-based VAD in terms of MSC, OVER, and NDS are all smaller

than that of the LTSV-based VAD.

Thus, in consideration of both accuracy rate and error rate, the proposed

VAD algorithm achieved the best compromise when compared with the four

representative VADs analyzed.
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3.5.3 Statistical Signi�cance test of the six VAD algorithms

The accuracy and error rate evaluation metrics obtained from six VAD algo-

rithms were subjected to statistical analysis in order to assess their signi�cance

di�erences. Table 3.3 shows the ANOVA (analysis of variance) results by SPSS

for all twelve noise types. A highly signi�cant e�ect (p <0.005) was found for

most noises tested except the FEC case.

Table 3.3: ANOVA test results for all six VAD algorithms

Noises CORRECT HR1 HR0 FEC MSC NDS OVER

White .004 .002 .000 .392 .001 .009 .000

Pink .015 .006 .000 .245 .004 .034 .000

Tank .000 .001 .001 .182 .000 .000 .000

Military .000 .000 .000 .057 .000 .000 .000

Jet cockpit .007 .001 .000 .149 .003 .013 .001

HF channel .000 .000 .000 .215 .000 .000 .000

F16 .022 .006 .000 .327 .002 .004 .000

Factory .048 .135 .003 .960 .078 .001 .000

Car Interior .000 .000 .000 .007 .000 .000 .000

Machinegun .000 .000 .000 .004 .000 .000 .000

Babble .000 .000 .000 .046 .000 .000 .000

SSN .059 .005 .001 .359 .003 .009 .000

The value is marked in green if it is smaller than 0.005.

Following the ANOVA, multiple comparison statistical tests according to

Tukey's HSD test were also done to assess signi�cance between algorithms.

The di�erence was deemed signi�cant if the p value was smaller than 0.05.

Tables 3.4, 3.5, 3.6, 3.7, and 3.8 show the comparisons between our proposed

LSFM based VAD and the other �ve VADs. If our proposed LSFM based

VAD gives better results, the mean di�erence (MD) and p value are marked

in green, blanks stand for no signi�cant di�erence between two algorithms.

From these tables we can conclude that our proposed method performed better

for most noises tested when comparing with G729B and Sohn methods. As
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for AMR1, LSFM performed better for machinegun and babble noise in terms

of both accuracy rate and false alarm rate (NDS+OVER). When compares

with AMR2 and LTSV, the LSFM algorithm achieved similar results for most

conditions tested.
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Table 3.4: Statistical signi�cance test results for accuracy and rate between LSFM

and AMR1 VADs

LSFM-AMR1 CORRECT HR1 HR0

Noise MD p MD p MD p

White

Pink

Tank

Military

Jet cockpit

HFchannel 20.77 .002 36.28 .000

F16

Factory

Car Interior

Machinegun 5.97 .002 -20.62 .000 21.91 .000

Babble 24.24 .000 51.94 .000

SSN -7.83 .008

LSFM-AMR1 FEC MSC NDS OVER

Noise MD p MD p MD p MD p

White

Pink

Tank

Military

Jet cockpit

HFchannel -17.55 .000 -5.13 .003

F16

Factory

Car Interior

Machinegun 7.51 .000 -12.31 .000

Babble -26.08 .000 -6.39 .000

SSN
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Table 3.5: Statistical signi�cance test results for accuracy and rate between LSFM

and AMR2 VADs

LSFM-AMR2 CORRECT HR1 HR0

Noise MD p MD p MD p

White

Pink

Tank

Military 3.07 .017

Jet cockpit

HFchannel

F16

Factory

Car Interior

Machinegun -21.68 .000 17.17 .000

Babble 10.58 .030

SSN -6.62 .033

LSFM-AMR2 FEC MSC NDS OVER

Noise MD p MD p MD p MD p

White

Pink

Tank -1.13 .047

Military

Jet cockpit

HFchannel

F16

Factory

Car Interior

Machinegun 7.91 .000 -11.07 .000 -2.38 .021

Babble

SSN
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Table 3.6: Statistical signi�cance test results for accuracy and rate between LSFM

and G729B VADs

LSFM-G729B CORRECT HR1 HR0

Noise MD p MD p MD p

White 47.37 .036 -2.13 .008

Pink -2.54 .031

Tank 15.70 .003 38.88 .011

Military 43.93 .000 17.29 .001 59.90 .000

Jet cockpit -3.63 .038

HFchannel 16.31 .020 49.90 .007

F16

Factory

Car Interior 30.55 .000 14.88 .000 39.81 .000

Machinegun 8.09 .000 -16.73 .000 22.86 .000

Babble 27.45 .000 29.16 .035 26.14 .000

SSN -8.22 .005

LSFM-G729B FEC MSC NDS OVER

Noise MD p MD p MD p MD p

White -13.54 .018

Pink

Tank -13.66 .007 -1.99 .000

Military -6.37 .000 -33.54 .000 -3.90 .000

Jet cockpit -12.69 .042

HFchannel -15.16 .005

F16 -12.52 .049

Factory 1.34 .012

Car Interior -5.40 .000 -26.96 .000 1.94 .000

Machinegun 6.23 .000 -13.98 .000

Babble -10.93 .011 -16.43 .000

SSN 4.11 .039 1.03 .028
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Table 3.7: Statistical signi�cance test results for accuracy and rate between LSFM

and Sohn VADs

LSFM-Sohn CORRECT HR1 HR0

Noise MD p MD p MD p

White 18.06 .029 51.70 .019 -2.11 .009

Pink -2.71 .019

Tank 12.73 .022 34.04 .032

Military 5.17 .002 19.23 .000 -3.27 .010

Jet cockpit 52.83 .011 -3.75 .030

HFchannel 44.96 .017

F16 -3.13 .013

Factory 15.28 .007

Car Interior 10.61 .000

Machinegun 5.20 .010 -17.82 .000 19.00 .000

Babble 38.78 .000

SSN 59.53 .012 -8.38 .004

LSFM-Sohn FEC MSC NDS OVER

Noise MD p MD p MD p MD p

White -14.33 .011

Pink -13.60 .024

Tank -12.07 .022

Military -7.01 .000

Jet cockpit -12.86 .038

HFchannel -14.75 .007

F16 -14.23 .019

Factory -10.60 .001

Car Interior -3.90 .000 2.02 .000

Machinegun 6.45 .000 -14.40 .000 2.52 .001

Babble -24.49 .000

SSN -14.73 .010 4.18 .034 1.06 .022
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Table 3.8: Statistical signi�cance test results for accuracy and rate between LSFM

and LTSV VADs

LSFM-LTSV CORRECT HR1 HR0

Noise MD p MD p MD p

White

Pink

Tank 2.29 .034

Military

Jet cockpit

HFchannel

F16 2.86 .028

Factory

Car Interior

Machinegun -5.76 .001 6.45 .049

Babble 11.39 .016

SSN

LSFM-LTSV FEC MSC NDS OVER

Noise MD p MD p MD p MD p

White

Pink

Tank -1.17 .039

Military

Jet cockpit

HFchannel

F16

Factory

Car Interior -1.75 .001

Machinegun 2.30 .000 -1.88 .019

Babble

SSN
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3.6 Conclusions

The main contribution of this chapter was the introduction of an e�cient long-

term spectral �atness measure-based VAD algorithm. The motivation of ex-

ploring �atness measure along time frames using a long window was clari�ed by

the LSFM feature distributions as a function of the long-term window length

R. The discriminative power of the LSFM feature was veri�ed in terms of the

separateness of its distribution for noisy speech and non-speech signals. The

decision threshold was adapted according to the previous 100 LSFM measures

of speech and non-speech. Experiments were done on core TIMIT test set for 12

kinds of noises (11 from NOISEX-92 database and speech-shaped noise) across

�ve di�erent SNRs ranging from −10 to 10 dB. No a priori knowledge of noise

characteristics was needed for training purposes. The performance of our pro-

posed method was compared with the three standards (namely G.729B, AMR1,

and AMR2) Sohn algorithm, and an emerging LTSV-based VAD algorithm.

The results were analyzed by accuracy rate and error rate. Statistical tests

were done on those results. Through extensive experiments, we showed that

our proposed LSFM-based VAD achieved better results for most noises tested

when comparing with G729B and Sohn methods. Furthermore, our proposed

LSFM-based VAD outperformed AMR1 for non-stationary impulsive machine

gun noise and speechlike babble noise in terms of both accuracy rate and false

alarm rate (NDS+OVER). However, when compares with AMR2 and LTSV

algorithms, the LSFM algorithm achieved similar results for most conditions

tested.
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Figure 3.1: LSFM measure as a function of long-term window length (R) in additive

white noise (SNR = -10 dB).
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Figure 3.2: LSFM measure as a function of long-term window length (R) in additive

white noise (SNR = -5 dB).
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Figure 3.3: LSFM measure as a function of long-term window length (R) in additive

white noise (SNR = 0 dB).
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Figure 3.4: LSFM measure as a function of long-term window length (R) in additive

white noise (SNR = 5 dB).
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Figure 3.5: LSFM measure as a function of long-term window length (R) in additive

white noise (SNR = 10 dB).
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Figure 3.10: Illustrative example of the adaptive threshold and the VAD output, white
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and the ground truth, namely `Label'. The two sentences are as follows: (1) She had
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Figure 3.11: Total misclassi�cation error as a function of M and R combination for

white, pink and tank noises. Upper row: white noise, middle row: pink noise, and

lower row: tank noise. SNR= −10, −5, 0, 5, and 10 dB. The best combination of M

and R for each noise at each SNR level is written on the upper or lower right of each

sub�gure.
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Figure 3.12: Total misclassi�cation error as a function of M and R combination for

military, jet cockpit and HF channel noises. Upper row: military noise, middle row:

jet cockpit noise, and lower row: HF channel noise. SNR= −10, −5, 0, 5, and 10 dB.
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Figure 3.13: Total misclassi�cation error as a function of M and R combination for

F-16 cockpit, factory �oor and car interior noises. Upper row: F-16 cockpit noise,

middle row: factory �oor noise, and lower row: car interior noise. SNR= −10, −5, 0,
5, and 10 dB.
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Figure 3.14: Total misclassi�cation error as a function of M and R combination for

machine gun, speech babble and speech-shaped noises. Upper row: machine gun

noise, middle row: speech babble noise, and lower row: speech-shaped noise. SNR=

−10, −5, 0, 5, and 10 dB.



60

Chapter 3. E�cient Voice Activity Detection Algorithm using

Long-term Spectral Flatness

Activity

Inactivity

VAD

Decision

FEC MSC OVER NDS

Figure 3.15: Objective parameters for performance evaluation.
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Figure 3.16: Accuracy and error rate comparisons for six VAD schemes averaged over

12 noises for �ve SNRs. Accuracy rate: CORRECT, HR1, and HR0; error rate: FEC,

MSC, OVER, and NDS. Six VAD schemes: AMR1, AMR2, G.729B, Sohn, LTSV, and

LSFM. Five SNRs (−10, −5, 0, 5, and 10 dB).
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Figure 3.17: Accuracy rate comparisons for six VAD schemes averaged over �ve SNRs

for 12 kinds of noises. Accuracy rate: CORRECT, HR1, and HR0. Five VAD schemes:

AMR1, AMR2, G.729B, Sohn, LTSV, and LSFM.
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Figure 3.18: Error rate comparison of six VAD schemes averaged over �ve SNRs for

12 kinds of noises. Error rate: FEC, MSC, OVER, and NDS. Six VAD schemes:

AMR1, AMR2, G.729B, Sohn, LTSV, and LSFM.
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4.1 Introduction

The objective of speech enhancement (SE, also called noise reduction) algo-

rithms is to improve one or more perceptual aspects of the noisy speech by de-

creasing the background noise without a�ecting the intelligibility of the speech

[2]. Research on SE can be traced back to 40 years ago with 2 patents by

Schroeder [56], where an analog implementation of the spectral magnitude sub-

traction method was described. Since then the problem of enhancing speech

degraded by uncorrelated additive noise, when only the noisy speech is avail-

able, has become an area of active research [27]. Researchers and engineers

have approached this challenging problem by exploiting di�erent properties of

speech and noise signals to achieve better performance [57].

SE techniques have a broad range of applications, from hearing aids to

mobile communication, voice-controlled systems, multiparty teleconferencing,

and automatic speech recognition (ASR) systems [57]. The algorithms can be

summarized into four classes: spectral subtractive [20, 58, 59, 60], sub-space

[9, 61], statistical model based [62, 8, 63] and Wiener-type [64, 65, 27, 25]

algorithms.

Much progress has been made in the development of SE algorithms capable

of improving speech quality [3, 4] which was evaluated mainly by the objec-

tive performance criteria such as signal-to-noise ratio (SNR) [5]. However, SE

algorithm that improves speech quality may not perform well in real-world

listening situations where background noise level and characteristics are con-

stantly changing [6]. The �rst intelligibility study done by Lim [7] in the late

1970s found no intelligibility improvement with the spectral subtraction algo-

rithm for speech corrupted in white noise at -5 to 5 dB SNR. Thirty years

later, study conducted by Hu and Loizou [2] found that none of the examined

eight di�erent algorithms improved speech intelligibility relative to unprocessed

(corrupted) speech. Moreover, according to [2], the algorithms with the highest

overall speech quality may not perform the best in terms of speech intelligibil-

ity (e.g.,logMMSE [8]). And the algorithm which performs the worst in terms



4.1. Introduction 67

of overall quality may perform well in terms of preserving speech intelligibility

(e.g.,KLT [9]). To our knowledge, very few speech enhancement algorithms

[10, 11, 12] claimed to improve speech intelligibility by subjective tests for ei-

ther normal-hearing listeners or hearing-impaired listeners. Hence, we focused

in this chapter on improving performance on speech intelligibility of SE algo-

rithm.

From [5] we know that the perceptual e�ects of attenuation and ampli�ca-

tion distortion on speech intelligibility are not equal. Ampli�cation distortion

in excess of 6.02 dB (Region III) bear the most detrimental e�ect on speech

intelligibility while the attenuation distortion (Region I) was found to yield the

least e�ect on intelligibility. Region I+II constraints are the most robust in

terms of yielding consistently large bene�ts in intelligibility independent of the

SE algorithm used. However, in order to divide those three Regions [5], the

estimated magnitude spectrum needs to be compared with the clean spectrum

which we usually don't have in real circumstances.

In this chapter, we explored the multitaper spectrum which was shown in

[66] to have good bias and variance properties. The spectral estimate was

further re�ned by wavelet thresholding the log multitaper spectrum in [25].

The re�ned spectrum was proposed in this chapter to be used as an alternative

of the clean spectrum. Then the Region I+II constraints were imposed and

incorporated in the derivation of the gain function of the Wiener algorithm

based on a priori SNR [27]. We have experimentally evaluated its performance

under a variety of noise types and SNR conditions.

The structure of the rest of this chapter is organized as follows. Section 4.2

provides background information on wavelet thresholding the multitaper spec-

trum, and Section 4.3 introduces the ampli�cation and attenuation distortion in

details. Section 4.4 presents the proposed approach which imposes constraints

on the Wiener �ltering gain function. Section 4.5 contains the speech and noise

database and metrics used in the evaluation. The simulation results are given

in Section 4.6. Finally, a conclusion of this work and the discussion are given

in Section 4.7.
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4.2 Wavelet Thresholding the Multitaper Spectrum

In real-world scenarios, the background noise level and characteristics are con-

stantly changing [6]. Better estimation of the spectrum is required to alleviate

the distortion casued by SE algorithms. For speech enhancement, the most fre-

quently used power spectrum estimator is direct spectrum estimation based on

Hann windowing. However, windowing reduces only the bias not the variance

of the spectral estimate [67]. The multitaper spectrum estimator [66], on the

other hand, can reduce this variance by computing a small number (L) of direct

spectrum estimators (eigenspectra) each with a di�erent taper (window), and

then averaging the L spectral estimates. The underlying philosophy is similar

to Welch's method of modi�ed periodogram [67].

The multitaper spectrum estimator is given by

Ŝmt(ω) =
1

L

L−1∑
k=0

Ŝmtk (ω) (4.1)

with

Ŝmtk (ω) =

∣∣∣∣∣
N−1∑
m=0

ak(m)x(m)e−jωm

∣∣∣∣∣
2

, (4.2)

where N is the data length and ak is the kth sine taper used for the spectral

estimate Ŝmtk (·), which is proposed by Riedel and Sidorenko [68] and de�ned

by:

ak(m) =

√
2

N + 1
sin

πk(m+ 1)

N + 1
,m = 0, · · · , N − 1. (4.3)

The sine tapers were proved in [68] to produce smaller local bias than the

Slepian tapers, with roughly the same spectral concentration.

The multitaper estimated spectrum can be further re�ned by wavelet thresh-

olding techniques [69, 70, 71]. Improved periodogram estimates were proposed

in [69] and improved multitaper spectrum estimates were proposed in [70, 71].

The underlying idea behind those techniques is to represent the log periodogram

as "signal" plus the "noise", where the signal is the true spectrum and "noise"

is the estimation error [72]. It was shown in [73] that if the eigenspectra de�ned
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in Eq(4.2) are assumed to be uncorrelated, the ratio of the estimated multitaper

spectrum Ŝmt(ω) and the true power spectrum S(ω) conforms to a chi-square

distribution with 2L degrees of freedom, i.e.,

υ(ω) =
Ŝmt(ω)

S(ω)
∼ χ2

2L

2L
, 0 < ω < π. (4.4)

Taking the log of both sides, we get

logŜmt(ω) = logS(ω) + logυ(ω). (4.5)

From Eq(4.5) we know that the log of the multitaper spectrum can be rep-

resented as the sum of the true log spectrum plus a logχ2 distributed noise

term. It follows from Bartlett and Kendall [74] that the distribution of logυ(ω)

is with mean φ(L) − log(L) and variance φ′(L), where φ(·) and φ′(·) denote,

respectively, the digamma and trigamma functions. For L ≥ 5, the distribution

of logυ(ω) will be close to a normal distribution [75]. Hence, provided L is at

least 5, the random variable η(ω)

η(ω) = logυ(ω)− φ(L) + log(L) (4.6)

will be approximately Gaussian with zero mean and variance σ2
η = φ′(L). If

Z(ω) is de�ned as

Z(ω) = logŜmt(ω)− φ(L) + log(L), (4.7)

then we have

Z(ω) = logS(ω) + η(ω), (4.8)

i.e., the log multitaper power spectrum plus a known constant (log(L)− φ(L))

can be written as the true log power spectrum plus approximately Gaussian

noise η(ω) with zero mean and known variance σ2
η [70].

The model in Eq(4.8) is well suited for wavelet denoising techniques [76, 77,

78, 79] for eliminating the noise η(ω) and obtaining a better estimate of the

log spectrum. The idea behind re�ning the multitaper spectrum by wavelet

thresholding can be summarized into four steps [25].



70

Chapter 4. A Modi�ed Wiener Filtering Method Combined with

Wavelet Thresholding Multitaper Spectrum for Speech Enhancement

• Obtain the multitaper spectrum using Eq(4.1) to Eq(4.3), and calculate

Z(w) using Eq(4.7).

• Apply a standard periodic Discrete Wavelet Transform (DWT) out to

level q0 to Z(w) to get the empirical DWT coe�cients zj,k at each level j,

where q0 is speci�ed in advance [80].

• Apply a thresholding procedure to zj,k.

• The inverse DWT is applied to the thresholded wavelet coe�cients to

obtain the re�ned log spectrum.

Input signal

Signal segmentation 

using  

Hann window

Noise estimation 
The Wiener gain 

function

Impose Region I+II 

constraints 

Inverse Discrete 

Fourier Transform  

Overlap-and-add

Wavelet 

Threshold the 

multitaper 

spectrum 

Figure 4.1: Block diagram of the proposed speech enhancement algorithm.
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4.3 Ampli�cation distortion and Attenuation distortion

In [5], they mentioned that a positive di�erence between the clean and esti-

mated spectra would signify attenuation distortion, while a negative spectral

di�erence would signify ampli�cation distortion. The perceptual e�ect of these

two distortions on speech intelligibility cannot be assumed to be equivalent.

Let SNRESI denote the signal-to-residual spectrum ratio at frequency bin k

SNRESI(k) =
X2(k)

(X(k)− X̂(k))2
(4.9)

where X(k) denotes the clean magnitude spectrum and X̂(k) denotes the mag-

nitude spectrum estimated by a speech-enhancement algorithm. Dividing both

numerator and denominator byD2(k), whereD(k) denotes the noise magnitude

spectrum, we get

SNRESI(k) =
SNR(k)

(
√
SNR(k)−

√
SNRENH(k))2

(4.10)

where SNR(k) = X2(k)
D2(k)

is the true instantaneous SNR at bin k, and

SNRENH(k) = X̂2(k)
D2(k)

is the enhanced SNR. The correlation of the SNRESI mea-

sure with speech intelligibility was found to be 0.81 [81] and the correlation

with speech quality was found to be 0.85 [82].

Three regions were divided according to the distortions introduced.

• Region I: X̂(k) ≤ X(k), suggesting only attenuation distortion.

• Region II: X(k) < X̂(k) ≤ 2 · X(k), suggesting ampli�cation distortion

up to 6.02 dB.

• Region III: X̂(k) > 2 · X(k), suggesting ampli�cation distortion of 6.02

dB or greater.

Intelligibility listening tests veri�ed the hypothesis that the estimated mag-

nitude spectra need to be contained in regions I and II in order to maximize

the speech intelligibility.
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In summary, the SE algorithms need to treat the two types of distortions

di�erently in order to improve speech intelligibility. More speci�cally, SE algo-

rithms need to be designed so as to minimize the ampli�cation distortions (in

excess of 6.02 dB) which were found to bear the most detrimental e�ects on

speech intelligibility.

4.4 Speech enhancement based on constrained Wiener �l-

tering algorithm

Among the numerous techniques that were developed, the Wiener �lter can

be considered as one of the most fundamental SE approaches, which has been

delineated in di�erent forms and adopted in various applications [57]. The

Wiener gain function is the least aggressive, in terms of suppression, providing

small attenuation even at extremely low SNR levels.

A block diagram of the proposed SE algorithm is shown in Figure 4.1. The

initial four frames are assumed to be noise only. The algorithm can be de-

scribed as follows. The input noisy speech signal is decomposed into frames

of 20ms length with an overlap of 10ms by the Hann window. Each segment

was transformed using a 160-point discrete Fourier transform (DFT). The spec-

trum of the segmented noisy and noise signal are estimated by the multitaper

method and then further re�ned by wavelet thresholding technique. The es-

timated "clean" spectrum was gotten from the re�ned multitaper estimated

noisy and noise spectrum. On the other hand, the noise-corrupted sentences

were enhanced by the Wiener algorithm based on a priori SNR estimation [27].

The Region I+II constraints were then imposed on the enhanced spectrum.

Finally, the inverse FFT was applied to obtain the enhanced speech signal.

The implementation details of the proposed method can be described in the

following four steps. For each speech frame:

• Compute the multitaper power spectrum Ŝmty of the noisy speech y using

Eq(4.1), and estimate the multitaper power spectrum Ŝmtx of the clean

speech signal by: Ŝmtx = Ŝmty − Ŝmtn , where Ŝmtn is the multitaper power
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spectrum of the noise. Ŝmtn can be obtained using noise samples collected

during speech absent frames. Here L is set to 16. Any negative elements

of Ŝmtx are �oored as follows:

Ŝmtx =

Ŝmty − Ŝmtn , if Ŝmty > Ŝmtn

βŜmtn , if Ŝmty ≤ Ŝmtn

(4.11)

where β is the spectral �oor set to β = 0.002.

• Compute Z(ω) = logŜmty (ω)− φ(L) + log(L) and then apply the Discrete

Wavelet Transform (DWT) (Daubechies 4) of Z(ω) out to level q0 to

obtain the empirical DWT coe�cients zj,k for each level j, where q0 is

speci�ed to be 5 [80]. Threshold the wavelet coe�cients zj,k and apply

the inverse DWT to the thresholded wavelet coe�cients to obtain the

re�ned log spectrum, logŜωmty (ω), of the noisy singal. Repeat the above

procedure to obtain the re�ned log spectrum, logŜωmtn (ω), of the noise

signal. The estimated power spectrum Ŝωmtx (ω) of the clean speech signal

can be estimated using

Ŝωmtx (ω) = Ŝωmty (ω)− Ŝωmtn (ω) (4.12)

• Let Y (ω, t) denote the magnitude of the noisy spectrum at time frame t

and frequency bin ω estimated by the method in [83]. Then, the estimate

of the signal spectrum magnitude is obtained by multiplying Y (ω, t) with

a gain function G(ω, t) as: X̂(ω, t) = G(ω, t) · Y (ω, t). The Wiener gain

function is based on the a priori SNR and is given by

G(ω, t) =

√
SNRprio(ω, t)

1 + SNRprio(ω, t)
(4.13)

where SNRprio is the a priori SNR estimated using the decision-directed

approach [27, 5] as follows:

SNRprio = α · X
2
M(ω, t− 1)

P̂ 2
D(ω, t− 1)

+ (1− α) ·max

[
Y 2(ω, t)

P̂ 2
D(ω, t)

− 1, 0

]
(4.14)
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where P̂ 2
D(ω, t) is the estimate of the power spectral density of background

noise and α is a smoothing constant (typically set to α=0.98).

• To maximize speech intelligibility, the �nal enhanced spectrum, XM(ω, t),

can be obtained by utilizing the Region I+II constraints to the enhanced

spectrum X̂(ω, t) as follows:

XM(ω, t) =

{
X̂(ω, t), if X̂(ω, t) < 2Ŝωmtx (ω)

0 else
(4.15)

Finally, the enhanced speech signal can be obtained by apply the inverse

FFT of XM(ω, t).

The above estimator was applied to 20ms duration frames of the noisy signal

with 50% overlap between frames. The enhanced speech signal was combined

using the overlap and add method.

4.5 Evaluation Setup

The proposed SE algorithm was tested using a speech database that was cor-

rupted by eight di�erent real-world noises at di�erent SNRs. The system was

evaluated using both the composite evaluation measures proposed in [84] and

the SNRLOSS measure proposed in [85].

4.5.1 Database Description

For the evaluation of SE algorithms, NOIZEUS [30] is preferred since it is a noisy

speech corpus recorded by [4] to facilitate comparison of SE algorithms among

di�erent research groups [6]. The noisy database contains thirty IEEE sentences

[31] which were recorded in a sound-proof booth using Tucker Davis Technolo-

gies (TDT) recording equipment. The sentences were produced by three male

and three female speakers (5 sentences/speaker). The IEEE database was used

as it contains phonetically-balanced sentences with relatively low word-context

predictability. The thirty sentences were selected from the IEEE database so
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as to include all phonemes in the American English language. The sentences

were originally sampled at 25 kHz and downsampled to 8 kHz.

To simulate the receiving frequency characteristics of the telephone hand-

sets, the intermediate Reference System (IRS) �lter used in ITU-T P.862 [86]

for evaluation of the PESQ measures was independently applied to the clean

and noise signals [3]. Then noise segment of the same length as the speech

signal was randomly cut out of the noise recordings, appropriately scaled to

reach the desired SNR levels (-8 dB, -5 dB, -2 dB, 0 dB, 5 dB, 10 dB, 15 dB)

and �nally added to the �ltered clean speech signal. Noise signals were taken

from the AURORA database [32] and included the following recordings from

di�erent places: Train, Babble (crowd of people), Car, Exhibition Hall, Restau-

rant, Street, Airport and Train Station. Therefore, in total there are 1680 (30

sentences× 8 noises× 7 SNRs) noisy speech segments in the test set.

4.5.2 Performance Evaluation

Performance of an SE algorithm can be evaluated both subjectively and objec-

tively. In general, subjective listening test is the most accurate and preferable

method for evaluating speech quality and intelligibility. However, it is time

consuming and cost expensive. Recently, many researchers have placed much

e�ort on developing objective measures that would predict subjective quality

and intelligibility with high correlation [84, 82, 85, 81] with subjective listening

test. Among them, the composite objective measures [84] were proved to have

high correlation with subjective ratings, and at the same time, capture di�erent

characteristics of the distortions present in the enhanced signals [75] while the

SNRLOSS measure [85] was found appropriate in predicting speech intelligibil-

ity in �uctuating noisy conditions by yielding a high correlation for predicting

sentence recognition.

Therefore, the composite objective measures and the SNRLOSS measure were

adopted to predict the performance of the proposed SE algorithm on subjective

quality and speech intelligibility, respectively.
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4.5.2.1 The composite measures to predict subjective speech quality

The composite objective measures are obtained by linearly combining existing

objective measures that highly correlate with subjective ratings. The objective

measures include: segmental SNR (segSNR) [4], weighted-slope spectral (WSS )

[87], perceptual evaluation of speech quality (PESQ) [88] and log likelihood

ration (LLR) [4].

Table 4.1: Scale of signal distortion Csig, background intrusiveness Cbak and overall

quality Covl

Scale of signal distortion Scale of background intrusiveness

5- Very natural, no degradation 5- Not noticeable

4- Fairly natural, little degradation 4- Somewhat noticeable

3- Somewhat natural, somewhat degraded 3- Noticeable but not intrusive

2- Fairly unnatural, fairly degraded 2- Fairly conspicuous, somewhat intrusive

1- Very unnatural, very degraded 1- Very conspicuous, very intrusive

Scale of overall quality Covl

5- Excellent

4- Good

3- Fair

2- Poor

1-Bad

The three new composite measures obtained from multiple linear regression

analysis are given below:

• Csig: A �ve-point scale of signal distortion (SIG) formed by linearly com-

bining the LLR, PESQ, and WSS measures (Table 4.1).

• Cbak: A �ve-point scale of noise intrusiveness (BAK) formed by linearly

combining the segSNR, PESQ, and WSS measures (Table 4.1).
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• Covl: The mean opinion score of overall quality (OVRL) formed by linearly

combining the PESQ, LLR, and WSS measures.

The three new composite measures obtained from multiple linear regression

analysis are given below:

Csig = 3.093− 1.029 · LLR + 0.603 · PESQ− 0.009 ·WSS (4.16)

Cbak = 1.634 + 0.478 · PESQ− 0.007 ·WSS + 0.063 · segSNR (4.17)

Covl = 1.594 + 0.805 · PESQ− 0.512 · LLR− 0.007 ·WSS (4.18)

The correlation coe�cients between the three composite measures and real

subjective measures are given in Table 4.2 [84]. All three parameters should be

maximized in order to get the best performance.

Table 4.2: Correlation coe�cients between the composite measures and subjective

measure

Csig Cbak Covl

SIG 0.7

BAK 0.58

OVRL 0.73

4.5.2.2 The SNRLOSS measure to predict speech intelligibility

The SNR loss in band j and frame m is de�ned as follows [85]:

SL(j,m) = SNRX(j,m)− SNRX̂(j,m) (4.19)

where SNRX(j,m) is the input SNR in band j, SNRX̂(j,m) is the SNR of the

enhanced signal in the jth frequency band at the mth frame.

Assuming the SNR range is restricted to [−SNRLim, SNRLim] dB (SNRLim=3

in this chapter), the SL(j,m) term is then limited as follows:

ŜL(j,m) = min(max(SL(j,m),−SNRLim), SNRLim) (4.20)
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and subsequently mapped to the range of [0, 1] using the following equation:

SNRLOSS(j,m) =

−
C−

SNRLim
ŜL(j,m), if ŜL(j,m) < 0

C+

SNRLim
ŜL(j,m), if ŜL(j,m) ≥ 0

(4.21)

where C− and C+ are parameters (�xed to be 1 in this chapter) controlling the

slopes of the mapping function which was de�ned in the range of [0, 1], therefore,

the frame SNRLOSS is normalized to the range of 0 ≤ SNRLOSS(j,m) ≤ 1.

The average SNRLOSS is �nally computed by averaging SNRLOSS(j,m) over all

frames in the signal as follows:

SNRLOSS =
1

M

M−1∑
m=0

fSNRLOSS(m) (4.22)

where M is the total number of data segments in the signal and fSNRLOSS(m)

is the average (across bands) SNR loss computed as follows:

fSNRLOSS(m) =

∑K
j=1W (j) · SNRLOSS(j,m)∑K

j=1W (j)
(4.23)

where W (j) is the weight (i.e., band importance function [89]) placed on the

jth frequency band and was taken from Table B.1 in the ANSI standard [89].

The implementation of the SNRLOSS measure was supplied in the website1

of the authors in [85]. The smaller the value of the SNRLOSS measure is, the

better performance of the SE algorithm is achieved. The correlation with real

subjective test on speech recognition was 0.82 [85].

4.6 Simulation Results

The evaluation of the subjective quality and intelligibility of the speech en-

hanced by our proposed SE algorithm are reported in this section. Three other

SE schemes, namely wavelet thresholding (WT) [25], KLT [9] and Wiener al-

gorithm with clean signal present (Wiener_Clean) [5], were also evaluated in

1http://ecs.utdallas.edu/loizou/cimplants/cpubs.htm
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order to gain a comparative analysis of the proposed SE algorithm. The KLT

algorithm was proved in [2] and [10] by subjective tests to perform well in

terms of preserving speech intelligibility for normal hearing listeners, and im-

proving speech intelligibility signi�cantly for cochlear implant users in regards

to recognition of sentences corrupted by stationary noises, respectively. The

Wiener_Clean algorithm was taken as the ground truth in this chapter be-

cause there is clean signal used in the algorithm. The unprocessed noisy signal

(UP) were also evaluated by the SNRLOSS measure for comparison purpose. The

implementations of these three schemes were taken from the implementations

in [4].

4.6.1 Performance of predicting subjective quality

4.6.1.1 Performance average over all eight kinds of noise

In Figure 4.2, the proposed algorithm is compared with WT and KLT algo-

rithms in terms of the composite measures averaging over all eight noises for

seven SNRs. The four objective measures (LLR, segSNR, WSS and PESQ)

that composed of the composite measures were also given in the �rst row for

reference. The Wiener_Clean algorithm, as the ground truth, performed the

best for all four objective evaluation measures. According to [84], the LLR

measure performed the best in terms of predicting signal distortion while the

PESQ measure gave the best prediction for both noise intrusiveness and overall

speech quality. From the �rst row of Figure 4.2 we can notice that our proposed

algorithm gives better performance than both WT and KLT in terms of the

LLR measure for all seven SNRs tested. Moreover, when SNR is smaller than

5dB, our proposed algorithm also performed better than both WT and KLT

for the PESQ measure.

The second row of Figure 4.2 shows the composite measures, which include

Csig, Cbak and Covl, estimated by the combination of all those four objective

measures expressed in the �rst row. In terms of both signal distortion Csig and

overall quality Covl, our proposed method performs the best when SNR is less
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than 10dB. Speci�cally speaking, for overall quality measure Covl, the proposed

algorithm improved 10.94%, 18.94%, 21.63%, 23.66%, and 6.67% for -8dB, -

5dB, -2dB, 0dB and 5dB, respectively when compared with the KLT method.

In general, the proposed algorithm achieved 13.88% and 6.40% improvement for

Csig and Covl when average over all seven tested SNR levels. However, for Cbak,

the WT and KLT algorithms give similar and better results than our proposed

one when SNR is no smaller than 0dB. The improvement was 0.98%, 6.98%,

11.11% and 16.55% for 0dB, 5dB, 10dB and 15dB respectively. In average,

the WT and KLT methods were 5.14% better than our proposed algorithm in

terms of background intrusiveness Cbak.

The composite measure comparisons for four SE schemes (WT, KLT, Pro-

posed and Wiener_Clean) averaged over seven SNRs (-8dB, -5dB, -2dB, 0dB,

5dB, 10dB, 15dB) for eight kinds of noise.

4.6.1.2 Performance average over seven SNRs

Figure 4.3 shows the three di�erent composite measures averaged over seven

SNRs for eight kinds of noises computed for WT, KLT, Wiener_Clean and Pro-

posed SE algorithms. The Wiener_Clean algorithm still works as the ground

truth here. From Figure 4.3, it is clear that in terms of Csig, the KLT works

much better than that of WT. Hence, the proposed algorithm is compared with

only the KLT method here. We observe that on average, the proposed algo-

rithm is better than the KLT method in terms of Csig for Train (9.19%), Babble

(15.93%), Car (14.51%), Exhibition Hall (7.74%), Restaurant (16.74%), Street

(13.42%), Airport (16.64%) and Train Station (16.23%) noises. The number in

the bracket indicates the Csig by which our proposed algorithm is better than

the KLT method. The mean Csig over all eight noise types of our proposed SE

algorithm is 13.88% better than that of the KLT method. Furthermore, the

proposed SE algorithms outperforms the KLT in terms of Covl by an average

of 6.40% over all eight kinds of noise that were considered. However, in terms

of background intrusiveness Cbak, the KLT algorithm gives an average of 5.14%

better results than our proposed algorithm.
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Thus, in conclusion, the proposed SE algorithm was predicted to be able to

achieve the best overall subjective quality for most SNRs and all noise types

considered when comparing with WT and KLT algorithms.

4.6.2 Performance of predicting speech intelligibility

The SNRLOSS measure values obtained from each algorithm (include UP) were

subjected to statistical analysis in order to assess their signi�cance di�erences.

A highly signi�cant e�ect (p <0.005) was found in all SNR levels and all types

of noise by analysis of variance (ANOVA). Following the ANOVA, multiple

comparison statistical tests according to Tukey's HSD test were done to assess

signi�cance between algorithms. The di�erence was deemed signi�cant if the p

value was smaller than 0.05.

Figure 4.4 gives the SNRLOSS measure value under seven SNRs for eight

kinds of noises computed for UP, WT, KLT, Wiener_Clean and Proposed SE

algorithms. It is easy to conclude that our proposed SE algorithm gave small

SNRLOSS measure value and better performance than UP, WT and KLT for all

eight noises when SNR smaller than 5dB.

Table 4.3 and Table 4.4 gives the statistical comparisons of the SNRLOSS

measure between unprocessed noisy sentences (UP) and enhanced sentences by

four SE algorithms (WT, KLT, Wiener_Clean and Proposed). At the same

time, the comparisons between our proposed SE algorithm and the other three

algorithms were also given in Table 4.5 and Table 4.6. From Table 4.3 and Table

4.4 we know that when compared with the UP, our proposed algorithm was

predicted by the SNRLOSS measure to be able to improve the intelligibility in low

SNRs for most noises tested (marked in green color). The R in the table gives

the percentage by which our algorithm is better than others, the value is minus

because better performance gave smaller SNRLOSS measure. Furthermore, our

proposed SE algorithm was also compared with the WT and KLT algorithms

in Table 4.5 to Table 4.6 and was proved to supply better performance for most

conditions tested.
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Table 4.3: Statistical comparisons of the SNRLOSS measure between unprocessed noisy

sentences and enhanced sentences by four SE algorithms (WT, KLT, Wiener_Clean

(Clean) and Proposed) for Train, Babble, Car and Exhibition Hall noises.

Comparisons WT-UP KLT-UP Clean-UP Proposed-UP

Noise SNR(dB) R(%) p-value R(%) p-value R(%) p-value R(%) p-value

Train

-8 1.30 .000 0.98 .011 -7.05 .000 -0.87 .031

-5 1.61 .000 1.26 .004 -6.87 .000 -0.91 .076

-2 1.93 .000 1.43 .005 -6.74 .000 -0.96 .127

0 3.41 .000 2.33 .002 -9.83 .000 -1.67 .054

5 3.44 .001 2.12 .084 -8.95 .000 0.45 .983

10 2.96 .024 2.47 .091 -7.06 .000 3.74 .002

15 3.54 .034 4.96 .001 -1.85 .553 10.76 .000

Babble

-8 1.61 .000 0.73 .128 -7.69 .000 -1.16 .002

-5 2.25 .000 1.21 .010 -7.23 .000 -1.11 .022

-2 2.42 .000 1.22 .047 -6.90 .000 -1.06 .118

0 3.25 .000 1.55 .046 -9.57 .000 -1.85 .009

5 4.88 .000 2.76 .002 -8.06 .000 0.10 1.000

10 6.11 .000 4.74 .000 -4.76 .000 4.72 .000

15 6.84 .000 7.72 .000 1.91 .687 12.76 .000

Car

-8 1.18 .000 0.12 .984 -8.38 .000 -1.89 .000

-5 1.90 .000 0.46 .424 -8.20 .000 -2.11 .000

-2 2.25 .000 0.56 .321 -8.20 .000 -2.48 .000

0 3.38 .000 0.78 .373 -11.23 .000 -3.45 .000

5 3.46 .000 -0.21 .997 -10.70 .000 -2.33 .001

10 5.32 .000 1.90 .345 -7.52 .000 1.55 .554

15 5.10 .000 2.78 .075 -2.68 .093 8.25 .000

Exh.Hall

-8 0.58 .026 -0.42 .201 -7.79 .000 -1.44 .000

-5 1.01 .000 -0.17 .947 -7.70 .000 -1.61 .000

-2 1.41 .000 0.03 1.000 -7.48 .000 -1.83 .000

0 4.00 .000 0.77 .738 -10.52 .000 -1.95 .020

5 3.68 .000 -0.62 .889 -9.69 .000 0.15 .999

10 4.86 .001 2.14 .393 -6.57 .000 4.34 .004

15 6.17 .000 4.88 .003 -1.24 .880 11.13 .000
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Table 4.4: Statistical comparisons of the SNRLOSS measure between unprocessed noisy

sentences and enhanced sentences by four SE algorithms (WT, KLT, Wiener_Clean

(Clean) and Proposed) for Restaurant, Street, Airport and Train Station noises.

Comparisons WT-UP KLT-UP Clean-UP Proposed-UP

Noise SNR(dB) R(%) p-value R(%) p-value R(%) p-value R(%) p-value

Restaurant

-8 1.81 .000 0.95 .033 -7.42 .000 -1.14 .005

-5 2.15 .000 1.10 .044 -7.09 .000 -1.07 .053

-2 2.18 .000 1.12 .113 -6.67 .000 -1.05 .159

0 4.76 .000 3.21 .000 -8.82 .000 -0.88 .746

5 4.06 .002 2.53 .142 -7.90 .000 0.83 .939

10 7.40 .000 6.27 .000 -3.21 .053 6.53 .000

15 8.27 .000 9.01 .000 -3.77 .101 15.18 .000

Street

-8 1.11 .045 0.72 .363 -7.26 .000 -1.27 .015

-5 1.48 .017 0.89 .329 -7.24 .000 -1.32 .044

-2 1.58 .030 0.86 .502 -7.12 .000 -1.36 .088

0 4.76 .000 2.90 .004 -9.14 .000 -1.13 .622

5 4.64 .000 2.85 .036 -8.59 .000 0.74 .944

10 6.28 .001 5.29 .007 -5.61 .003 5.36 .006

15 7.55 .000 7.49 .000 0.47 .998 12.22 .000

Airport

-8 1.80 .000 0.96 .147 -7.89 .000 -1.51 .004

-5 2.31 .000 1.37 .048 -7.42 .000 -1.37 .048

-2 2.65 .000 1.60 .035 -6.78 .000 -1.13 .249

0 4.53 .000 1.72 .225 -9.43 .000 -1.45 .392

5 5.26 .000 3.36 .007 -7.69 .000 0.60 .972

10 7.72 .000 5.88 .000 -2.90 .113 6.58 .000

15 7.76 .000 7.43 .000 2.61 .270 13.81 .000

Train Station

-8 1.67 .000 0.89 .034 -8.37 .000 -1.91 .000

-5 2.30 .000 1.22 .010 -7.89 .000 -1.90 .000

-2 2.64 .000 1.47 .006 -7.53 .000 -1.88 .000

0 3.19 .000 0.58 .857 -10.72 .000 -2.97 .000

5 4.25 .003 1.24 .812 -9.47 .000 -1.63 .608

10 5.43 .000 2.38 .192 -5.94 .000 2.79 .082

15 7.60 .000 6.30 .000 0.38 .999 11.19 .000
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Table 4.5: Statistical comparisons of the SNRLOSS measure between sentences en-

hanced by our proposed algorithm and unprocessed noise sentences (UP) and en-

hanced sentences by three other SE algorithms (WT, KLT, and Wiener_Clean

(Clean) ) for Train, Babble, Car and Exhibition Hall noises.

Comparisons Proposed-UP Proposed-WT Proposed-KLT Proposed-Clean

Noise SNR(dB) R(%) p-value R(%) p-value R(%) p-value R(%) p-value

Train

-8 -0.87 .031 -2.15 .000 -1.83 .000 6.64 .000

-5 -0.91 .076 -2.47 .000 -2.13 .000 6.41 .000

-2 -0.96 .127 -2.83 .000 -2.35 .000 6.20 .000

0 -1.67 .054 -4.92 .000 -3.92 .000 9.04 .000

5 0.45 .983 -2.89 .004 -1.63 .264 10.32 .000

10 3.74 .002 0.76 .930 1.25 .687 11.63 .000

15 10.76 .000 6.97 .000 5.52 .000 12.85 .000

Babble

-8 -1.16 .002 -2.73 .000 -1.88 .000 7.07 .000

-5 -1.11 .022 -3.28 .000 -2.30 .000 6.60 .000

-2 -1.06 .118 -3.39 .000 -2.25 .000 6.28 .000

0 -1.85 .009 -4.93 .000 -3.34 .000 8.54 .000

5 0.10 1.000 -4.56 .000 -2.59 .004 8.87 .000

10 4.72 .000 -1.31 .684 -0.02 1.000 9.95 .000

15 12.76 .000 5.54 .001 4.67 .006 10.65 .000

Car

-8 -1.89 .000 -3.04 .000 -2.01 .000 7.09 .000

-5 -2.11 .000 -3.94 .000 -2.56 .000 6.64 .000

-2 -2.48 .000 -4.62 .000 -3.03 .000 6.23 .000

0 -3.45 .000 -6.61 .000 -4.19 .000 8.77 .000

5 -2.33 .001 -5.59 .000 -2.12 .005 9.38 .000

10 1.55 .554 -3.58 .003 -0.34 .997 9.81 .000

15 8.25 .000 2.99 .030 5.32 .000 11.22 .000

Exh.Hall

-8 -1.44 .000 -2.01 .000 -1.03 .000 6.88 .000

-5 -1.61 .000 -2.60 .000 -1.45 .000 6.60 .000

-2 -1.83 .000 -3.20 .000 -1.86 .000 6.10 .000

0 -1.95 .020 -5.72 .000 -2.70 .000 9.58 .000

5 0.15 .999 -3.40 .000 0.77 .779 10.90 000

10 4.34 .004 -0.49 .993 2.15 .365 11.67 .000

15 11.13 .000 4.67 .002 5.96 .000 12.53 .000
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Table 4.6: Statistical comparisons of the SNRLOSS measure between sentences en-

hanced by our proposed algorithm and unprocessed noise sentences (UP) and en-

hanced sentences by three other SE algorithms (WT, KLT, and Wiener_Clean

(Clean) ) for Restaurant, Street, Airport and Train Station noises.

Comparisons Proposed-UP Proposed-WT Proposed-KLT Proposed-Clean

Noise SNR(dB) R(%) p-value R(%) p-value R(%) p-value R(%) p-value

Restaurant

-8 -1.14 .005 -2.90 .000 -2.07 .000 6.78 .000

-5 -1.07 .053 -3.16 .000 -2.15 .000 6.47 .000

-2 -1.05 .159 -3.16 .000 -2.14 .000 6.03 .000

0 -0.88 .746 -5.38 .000 -3.96 .000 8.70 .000

5 0.83 .939 -3.10 .028 -1.65 .525 9.49 .000

10 6.53 .000 -0.81 .945 0.24 1.000 10.06 .000

15 15.18 .000 6.38 .000 5.67 .001 11.00 .000

Street

-8 -1.27 .015 -2.35 .000 -1.98 .000 6.46 .000

-5 -1.32 .044 -2.76 .000 -2.19 .000 6.39 .000

-2 -1.36 .088 -2.90 .000 -2.20 .001 6.21 .000

0 -1.13 .622 -5.62 .000 -3.91 .000 8.82 .000

5 0.74 .944 -3.73 .001 -2.05 .210 10.20 .000

10 5.36 .006 -0.86 .976 0.07 1.000 11.62 .000

15 12.22 .000 4.34 .014 4.41 .012 11.70 .000

Airport

-8 -1.51 .004 -3.25 .000 -2.44 .000 6.93 .000

-5 -1.37 .048 -3.60 .000 -2.70 .000 6.53 .000

-2 -1.13 .249 -3.68 .000 -2.68 .000 6.06 .000

0 -1.45 .392 -5.72 .000 -3.12 .001 8.81 .000

5 0.60 .972 -4.42 .000 -2.67 .042 8.99 .000

10 6.58 .000 -1.05 .876 0.66 .977 9.76 .000

15 13.81 .000 5.62 .000 5.95 .000 10.92 .000

Train Station

-8 -1.91 .000 -3.52 .000 -2.78 .000 7.04 .000

-5 -1.90 .000 -4.11 .000 -3.09 .000 6.50 .000

-2 -1.88 .000 -4.41 .000 -3.30 .000 6.11 .000

0 -2.97 .000 -5.98 .000 -3.54 .000 8.67 .000

5 -1.63 .608 -5.64 .000 -2.84 .092 8.65 .000

10 2.79 .082 -2.50 .115 0.41 .995 9.29 .082

15 11.19 .000 3.33 .065 4.60 .004 10.76 .000
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4.7 Conclusions and Discussions

The main contribution of this chapter was the introduction of a new SE al-

gorithm based on imposing constraint on Wiener gain function. Experiments

were done on NOIZEUS database for eight kinds of noise (AURORA database)

across seven di�erent SNRs ranging from -8dB to 15dB. The Wiener_Clean

algorithm was taken as the ground truth. The performance of our proposed

algorithm was compared with WT and KLT methods. The results were ana-

lyzed mainly by three composite measures and the SNRLOSS measure to predict

the performance on subjective quality and speech intelligibility, respectively.

Through extensive experiments, we showed that when averaged over all eight

kinds of noises, our proposed SE algorithm achieved the best results in terms of

predicting signal distortion Csig and overall quality Covl when SNR is no more

than 10dB. Furthermore, we investigated the individual performance on each

noise type. Our proposed SE algorithm outperformed the KLT algorithm for

all noise types tested in terms of both Csig and Covl. On the other hand, the

SNRLOSS measure comparisons with both the UP and other SE algorithms pre-

dicted that our proposed algorithm was able to improve speech intelligibility for

low SNR levels and outperform WT and KLT algorithms for most conditions

examined.

It is important to point out that the three composite measures and the

SNRLOSS measure used in this chapter are adopted for predicting the subjec-

tive quality and intelligibility of noisy speech enhanced by noise suppression

algorithms because of their high correlation with real subjective tests [84, 85].

Further subjective tests on both normal-hearing listeners and hearing impaired

listeners are needed to verify the e�ectiveness of the proposed algorithm on

improving both subjective quality and speech intelligibility. It is also worth

mentioning that depending on the nature of the application, some practical SE

systems may require very high quality speech, but can tolerate a certain amount

of noise while other systems may want speech as clean as possible even with

some degree of speech distortion. Therefore, it should be noted that according
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to di�erent applications, di�erent SE algorithms should be chosen to meet the

variant requirement.
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Figure 4.2: The composite measure comparisons for four SE schemes (WT, KLT,

Proposed and Wiener_Clean) averaged over seven SNRs (-8dB, -5dB, -2dB, 0dB,

5dB, 10dB, 15dB) for eight kinds of noise.
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Figure 4.3: The composite measure comparisons for four SE schemes (WT, KLT,

Proposed and Wiener_Clean) averaged over eight kinds of noise for seven SNRs (-

8dB, -5dB, -2dB, 0dB, 5dB, 10dB, 15dB).
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Figure 4.4: The SNRLOSS measure comparisons for the unprocessed noisy (UP) sen-

tences and the enhanced sentences by four SE schemes (WT, KLT, Proposed and

Wiener_Clean) under seven SNRs (-8dB, -5dB, -2dB, 0dB, 5dB, 10dB, 15dB) for

eight kinds of noise.
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The main contribution of this dissertation was the introduction of a novel

long-term spectral �atness measure-based VAD algorithm and a new and e�-

cient SE algorithm based on imposing constraint on Wiener gain function.

5.1 VAD

Our main contributions for VAD algorithm are as follows:

• The e�ectiveness of the �atness measure along time frames by using a long

window was clari�ed by the LSFM feature distributions as a function of

the long-term window length R.

• The proposed LSFM-based VAD algorithm was explained in details and

the e�ect of the M and R combination on the misclassi�cation error was

also presented.

• The simulation results of our proposed method proved its robustness by

comparing with the three standards and an emerging LTSV-based VAD

algorithm in terms of both accuracy rate and error rate.

The proposed VAD algorithm proved its discriminating ability. However,

there are several things to be noticed. Firstly, the test database used in the
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implementations was created to simulate typical conversational speech by in-

serting 2-s silence before and after each utterance from core TIMIT test corpus

so that the ratio of speech to non-speech was almost 40% to 60%. While this

simulates a conversational speech statistically, this is not very realistic in terms

of randomness of pauses, hesitations, etc.

Furthermore, depending on the choice of the long-term window length (R

and M combination), the LSFM-based VAD application is expected to su�er a

delay equal to the duration of the window (R + M − 1 frames). Therefore, a

trade-o� between the delay and robustness of VAD should be carefully consid-

ered before utilizing the proposed LSFM-based VAD algorithm.

Moreover, it is worth mentioning that there is a trade-o� between HR1 and

HR0. The increase of one may lead to a decrease of the other. Therefore, it

should be noted that according to di�erent applications, di�erent (R, M) com-

binations and thresholds for voting scheme can be chosen to meet the variant

requirement for HR1 and HR0. For example, HR1 is a crucial factor for speech

coding, while high HR0 rate is necessary for most speech recognition-oriented

systems.

5.2 SE

As for SE algorithm, our main contributions are as follows:

• The di�erent perceptual e�ects of attenuation and ampli�cation distortion

on speech intelligibility and wavelet thresholded multitaper spectrum were

introduced in details.

• The proposed SE algorithm based on constrained Wiener �ltering algo-

rithm was presented and the performance of this algorithm on improving

subjective quality and speech intelligibility were predicted by the compos-

ite measures and the SNRLOSS measure, respectively.

• The performance of our proposed algorithm was compared with unpro-

cessed noisy speech (UP), WT and KLT methods on NOIZEUS database
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for eight kinds of noise (AURORA database) across seven di�erent SNRs

ranging from -8dB to 15dB. The results predicted that our proposed al-

gorithm was bale to improve speech intelligibility for low SNR levels and

outperform WT and KLT algorithms for most conditions examined.

It should be noticed that the three composite measures and the SNRLOSS

measure used in this thesis are adopted for predicting the subjective quality

and intelligibility of noisy speech enhanced by noise suppression algorithms

because of their high correlation with real subjective tests [84, 85]. Further

subjective tests on both normal-hearing listeners and hearing impaired listeners

are needed to verify the e�ectiveness of the proposed algorithm on improving

both subjective quality and speech intelligibility.
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