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We theoretically study the synchronization between collective oscillations exhibited by two weakly interacting groups of nonidentical phase oscillators with internal and external global sinusoidal couplings of the groups. Coupled amplitude equations describing the collective oscillations of the oscillator groups are obtained by using the Ott–Antonsen ansatz, and then coupled phase equations for the collective oscillations are derived by phase reduction of the amplitude equations. The collective phase coupling function, which determines the dynamics of macroscopic phase differences between the groups, is calculated analytically. We demonstrate that the groups can exhibit effective antiphase collective synchronization, even if the microscopic external coupling between individual oscillator pairs belonging to different groups is in-phase, and similarly effective in-phase collective synchronization in spite of microscopic antiphase external coupling between the groups.
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I. INTRODUCTION

Populations of coupled dynamical elements are abundant in nature. Macroscopic collective oscillations typically emerge in such systems through mutual synchronization of the individual elements.1–6 Coupled phase oscillator models have played an important role in theoretical investigations of the origin and the nature of collective oscillations. Globally coupled phase oscillators, a representative class of such models, have been particularly well analyzed.7–14 The appearance of an experimental system of coupled electrochemical oscillators15–19 has worked so powerfully in accelerating the study of collective dynamics of globally coupled oscillators. Recently, Ott and Antonsen20,21 proposed a remarkable mathematical ansatz for the analytical treatment of coupled phase oscillators in the continuum limit, which is applicable to models with global sinusoidal coupling. Since then, various applications22–31 and extensions32,33 (see also Refs. 34 and 35) of the Ott–Antonsen ansatz have been rapidly developed.

When two or more groups of dynamical elements exhibiting collective oscillations interact with each other, synchronization among those collective oscillations may naturally be expected. In Refs. 36–40, two interacting groups of globally coupled phase oscillators have been studied and mutual entrainment between the groups has been reported. The description of the system in those works was essentially based on microscopic phases of the individual oscillators, and macroscopic properties of the collective synchronization were also investigated on the microscopic footing. However, it should be more convenient and beneficial if one can describe the collective oscillations at the macroscopic level using appropriate macroscopic variables in a closed form.

In this paper, using the collective phase of each oscillator group as the macrovariable,11,41,42 we formulate a theory of synchronization between two interacting groups of globally coupled oscillators closed at the macroscopic level, based on the Ott–Antonsen ansatz that gives a low-dimensional description of phase oscillators with global sinusoidal coupling, as well as on the standard phase reduction theory for limit-cycle oscillators. We analytically derive the collective phase coupling function, which determines the macroscopic dy-
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in-phase external coupling condition for individual pairs of oscillators in different groups, the collective phase difference became antiphase \(\langle \Theta^{(1)} - \Theta^{(2)} \rangle = \pi\) after some time. Thus, Fig. 1(a) implies that effective antiphase coupling between collective oscillations is realized. In contrast, Fig. 1(b) shows effective in-phase synchronization between collective oscillations \(\langle \Theta^{(1)} - \Theta^{(2)} \rangle = 0\) with microscopic antiphase external coupling, \(\beta = -5\pi/8\).

Snapshots of the phase oscillators after the collective phase difference has reached the asymptotic value in Fig. 1 are displayed in Fig. 2. The oscillators are sorted in increasing order of their natural frequencies. The coherent segment represents phase-locked oscillators within each group and scattered points correspond to drifting oscillators. The coherent, phase-locked segment of each group is not centered about the middle oscillator because the internal coupling phase shift \(\alpha\) is nonzero. In Fig. 2(a), the two distributions of the oscillators are shifted by \(\pi\), indicating antiphase synchronization between the groups. In contrast, the two distributions almost overlap in Fig. 2(b), i.e., they are in-phase synchronized. Note that drifting oscillators from different groups do not synchronize with each other. In other words, the collective phase synchronization between the groups is not due to complete synchronization of individual oscillators at the microscopic level.

### III. DERIVATION OF THE COLLECTIVE PHASE COUPLING FUNCTION

We now derive collective phase equations describing the interacting oscillator groups via the amplitude equations obtained by using the Ott–Antonsen ansatz.2021 We analytically determine the collective phase coupling function and its type, specifically, whether it is in-phase or antiphase.

Using the order parameters defined in Eq. (4), we can rewrite Eq. (1) as

\[
\phi_j^{(\sigma)} = \omega_j - \frac{K}{2i} (\tilde{A}^{(\sigma)} e^{i\phi_j^{(\sigma)}} e^{i\alpha} - A^{(\sigma)} e^{-i\phi_j^{(\sigma)}} e^{-i\alpha})
\]

\[
- \frac{\epsilon J}{2i} (\tilde{A}^{(1)} e^{i\phi_j^{(1)}} e^{i\beta} - A^{(1)} e^{-i\phi_j^{(1)}} e^{-i\beta}),
\]

where \(\tilde{A}^{(\sigma)}\) is the complex conjugate of \(A^{(\sigma)}\). In the continuum limit, \(N \to \infty\), we can obtain the following continuity equation for each \(\alpha\),2021

\[
\frac{\partial}{\partial t} f^{(\sigma)}(\phi, \omega, t) + \frac{\partial}{\partial \phi} \left[ \omega - \frac{K}{2i} (\tilde{A}^{(\sigma)} e^{i\phi} e^{i\alpha} - A^{(\sigma)} e^{-i\phi} e^{-i\alpha})
\]

\[
- \frac{\epsilon J}{2i} (\tilde{A}^{(1)} e^{i\phi} e^{i\beta} - A^{(1)} e^{-i\phi} e^{-i\beta}) \right] f^{(\sigma)}(\phi, \omega, t) = 0,
\]

which describes the dynamics of the probability density function \(f^{(\sigma)}(\phi, \omega, t)\) of the phase and the frequency. Here, \(f^{(\sigma)}(\phi, \omega, t)\) satisfies normalization conditions.
\[
\int_0^{2\pi} d\phi f^{(\sigma)}(\phi, \omega, t) = g(\omega),
\]
\[
\int_0^{2\pi} d\phi \int_{-\infty}^{\infty} d\omega f^{(\sigma)}(\phi, \omega, t) = 1,
\]
and the complex order parameter \(A^{(\sigma)}\) is now defined by
\[
A^{(\sigma)}(t) = \int_0^{2\pi} d\phi \int_{-\infty}^{\infty} d\omega e^{i\phi} f^{(\sigma)}(\phi, \omega, t)
\]
for \(\sigma = 1, 2\).

We now apply the Ott–Antonsen ansatz,\(^{20,21}\)
\[
f^{(\sigma)}(\phi, \omega, t) = \frac{g(\omega)}{2\pi} \left[ 1 + \sum_{n=1}^{\infty} (a^{(\sigma)}(\omega, t))^n e^{in\phi} + (\bar{a}^{(\sigma)}(\omega, t))^n e^{-in\phi} \right],
\]
to the continuity equation (7), which replaces all the Fourier coefficients of \(f^{(\sigma)}(\phi, \omega, t)\) by integer powers of the complex variable \(a^{(\sigma)}(\omega, t)\). This ansatz leads to a two-dimensional representation of the infinite-dimensional partial differential equation when the frequency distribution \(g(\omega)\) is Lorentzian. It has been shown that the above restricted functional form of \(f^{(\sigma)}(\phi, \omega, t)\) yields asymptotically correct dynamics of the complex order parameter \(A^{(\sigma)}(t)\).\(^{21}\)

By substituting this expression into Eq. (7), we can derive the following equation for the complex dynamical variable \(a^{(\sigma)}(\omega, t)\):
\[
\frac{\partial}{\partial t} a^{(\sigma)} + i\omega a^{(\sigma)} + \frac{K}{2} [A^{(\sigma)}(a^{(\sigma)})^2 e^{-i\alpha} - \bar{A}^{(\sigma)} e^{i\alpha}]
\]
\[+ \frac{\mu}{2} \left[ A^{(\sigma)}(a^{(\sigma)})^2 e^{-i\beta} - \bar{A}^{(\sigma)} e^{i\beta} \right] = 0,
\]
where \((\sigma, \tau) = (1, 2)\) or \((2, 1)\). Moreover, in the case of the Lorentzian frequency distribution, Eq. (2), the complex order parameter \(A^{(\sigma)}(t)\) can simply be expressed by \(a^{(\sigma)}(\omega, t)\) as
\[
A^{(\sigma)}(t) = \int_0^{2\pi} d\phi \int_{-\infty}^{\infty} d\omega e^{i\phi} f^{(\sigma)}(\phi, \omega, t)
\]
\[= \int_{-\infty}^{\infty} d\omega a^{(\sigma)}(\omega, t) g(\omega)
\]
\[= \bar{a}^{(\sigma)}(\omega = \omega_0 - i\gamma, t)
\]
by performing a complex contour integral in the lower-half complex plane of \(\omega\), where \(\omega = \omega_0 - i\gamma\) gives the pole of the integrand with the Lorentzian \(g(\omega)\).\(^{20,21}\) Therefore, we arrive at the following coupled amplitude equation for the complex order parameter \(A^{(\sigma)}(t)\) in a closed form:
\[
\dot{A}^{(\sigma)} = (\mu + i\Omega) A^{(\sigma)} - g|A^{(\sigma)}|^2 A^{(\sigma)}
\]
\[+ \frac{\mu}{2} \left[ A^{(\sigma)}(a^{(\sigma)})^2 e^{-i\beta} - \bar{A}^{(\sigma)} e^{i\beta} \right],
\]
for \((\sigma, \tau) = (1, 2)\) or \((2, 1)\), where the parameters are defined by
\[
\mu = K \cos \alpha + \gamma, \quad \Omega = \omega_0 - K \sin \alpha,
\]
\[g = \frac{K}{2} e^{i\alpha}, \quad d = \frac{J}{2} e^{i\beta}.
\]
Note that Eq. (13) describes two coupled Stuart–Landau oscillators, each of which \([i.e., A=(\mu+i\Omega)x - g|A|^2 A]\) represents collective oscillations of the respective oscillator group. Also, note that it is valid for the whole parameter region of the system, not only near the synchronization transition points of each oscillator group, \(\eta = 1/2\) \((\mu = 0)\). This is in sharp contrast to the conventional center-manifold reduction method\(^2\) that leads to similar coupled amplitude equations, but which is valid only near the bifurcation points.

As mentioned above, each oscillator group exhibits collective oscillations when \(\eta < 1/2\) \((\mu > 0)\). Correspondingly, in the absence of the external coupling, \(\epsilon = 0\), Eq. (13) has a circular limit-cycle solution \(A_0(\Theta)\) on the complex plane, whose analytical expression can explicitly be given by
\[
A_0(\Theta) = \sqrt{\frac{\mu}{g}} e^{i\Theta}, \quad R_0 = |A_0| = \sqrt{1 - 2\eta},
\]
\[\Theta = \Omega - \mu - \frac{\Im g}{\Re g} = \omega_0 - K \sin \alpha + \gamma \tan \alpha,
\]
where \(R_0\) and \(\Omega\) represent the amplitude and the frequency of the collective oscillation in the model (1) with \(\epsilon = 0\), respectively (see Appendix A). The right Floquet eigenvector of the limit-cycle solution \(A_0(\Theta)\) associated with the zero eigenvalue is given by \(U_0(\Theta) = dA_0(\Theta)/d\Theta\), namely,
\[
U_0(\Theta) = i \sqrt{\frac{\mu}{g}} e^{i\Theta},
\]
and the corresponding left zero Floquet eigenvector at each \(\Theta\) can be taken as
\[
\bar{U}_0(\Theta) = i \sqrt{\frac{\mu}{g}} e^{-i\Theta}.
\]
Taken together, they satisfy the normalization condition,
\[\text{Re}[\bar{U}_0(\Theta) U_0(\Theta)] = 1.
\]
Although the above quantities are expressed by complex numbers for the sake of convenience in analytical calculations performed below, they are exactly the same as the known results for the Stuart–Landau oscillator.\(^2\)

Now let us introduce weak external coupling, i.e., we assume that \(\epsilon\) takes small positive values and treat the last term of the amplitude equation (13) as a perturbation. Using the phase reduction method,\(^2\) we can obtain the collective phase dynamics of the amplitude equation (13) by projecting it onto the unperturbed limit-cycle orbit as
\[
\dot{\Theta} = \text{Re}[\bar{U}_0(\Theta^{(\sigma)}) A^{(\sigma)}]
\]
\[= \Omega + \epsilon \text{Re}[\bar{U}_0(\Theta^{(\sigma)}) [dA_0(\Theta^{(\sigma)})
\]
\[+ dA_0(\Theta^{(\sigma)}) A_0(\Theta^{(\sigma)})]],
\]
where
obtained in the sinusoidal form, and the argument of a complex number given by
\[ \tan \left( \frac{\phi}{2} \right) = \frac{\sin \phi}{1 - \cos \phi}. \]

Similarly, we can also derive the collective phase sensitivity function42 (see Appendix B).

By inserting the expressions of Eqs. (14), (15), and (17) into Eq. (21), the collective phase coupling function \( f(\Theta) \) is obtained in the sinusoidal form,
\[ f(\Theta) = -\rho \sin(\Theta + \delta), \]
where the parameters \( \rho \) and \( \delta \) are, respectively, the modulus and the argument of a complex number given by
\[ \rho e^{i\delta} = J\left[ (1 - \eta)\cos \beta - \eta \tan \alpha \sin \beta \right] + i\left( (1 - \eta)\sin \beta + \eta \tan \alpha \cos \beta \right]. \]

This formula is the main result of the present paper. It determines the collective phase coupling function, Eq. (22), in the collective phase equation (20), which is derived from Eq. (1) via the complex amplitude equation (13). The type of coupling is found from the following quantity:
\[ \rho \cos \delta = J[(1 - \eta)\cos \beta - \eta \tan \alpha \sin \beta], \]
where \( \rho \cos \delta > 0 \) represents the in-phase coupling and \( \rho \cos \delta < 0 \) gives the antiphase coupling. Reflecting the symmetry of Eq. (1), Eq. (24) is symmetric about the origin in the \( \alpha - \beta \) plane.

**IV. REPRESENTATIVE CASES OF COLLECTIVE PHASE COUPLING FUNCTIONS**

We illustrate five representative cases of the collective phase coupling function obtained in Sec. III, which correspond to several special cases of the parameters, i.e., the ratio \( \eta \) given by Eq. (3), the phase shift \( \alpha \) of the internal coupling function, and the phase shift \( \beta \) of the external coupling function. We then reexamine the results of our numerical simulation in Sec. II.

(i) The first case is \( \eta = 0 \), which implies that all oscillators are identical, i.e., \( \gamma = 0 \). In this case, the oscillators in the same group become completely phase synchronized due to the in-phase internal coupling, so that the maximum amplitude of collective oscillations is realized, namely, \( R_0 = 1 \). Inserting \( \eta = 0 \) into Eq. (23), we obtain the following result:
\[ \eta = 0, \quad \rho e^{i\delta} = J e^{i\beta}, \]
which says that the parameters of the collective phase coupling function are identical to those of the microscopic external phase coupling function, so that the types of the effective coupling between the groups and the external coupling between individual oscillators coincide. The same result for the completely phase synchronized case has been obtained in different ways.42–44 Note that the above results are independent of the value of the internal coupling phase shift \( \alpha \), so that \( \alpha \) does not affect the collective phase coupling function at all.

The second case is the limit \( \eta \to 1/2 \), which indicates that each oscillator group is exactly at the onset of collective oscillations, i.e., \( R_0 \to 0 \). Inserting \( \eta = 1/2 \) into Eq. (23), we obtain the following result:
\[ \eta \to \frac{1}{2}, \quad \rho e^{i\delta} = \frac{J}{2} \cos \alpha e^{i(\alpha + \beta)}, \]
which yields the real part \( \rho \cos \delta = (J/2)(\cos \beta - \tan \alpha \sin \beta) \). Thus, the microscopic internal coupling parameter \( \alpha \) most significantly affects the parameters of the collective phase coupling function, in contrast to case (i). Depending on the values of \( \alpha \) and \( \beta \), the types of the effective coupling between the groups and the external coupling between individual oscillators can be either the same or opposite.

The third case is \( \alpha = 0 \), which gives an antisymmetric (odd) internal coupling function between individual oscillators. In this case, \( \eta = \gamma/k \) and \( R_0 = \sqrt{1 - 2\eta} \). Inserting \( \alpha = 0 \) into Eq. (23), we obtain the following result:
\[ \alpha = 0, \quad \rho e^{i\delta} = (1 - \eta) J e^{i\beta}. \]
Thus, the type of the collective phase coupling function is solely determined by the microscopic external coupling phase shift \( \beta \). Further, the collective and microscopic external coupling functions are of the same type. Similar scenarios have been encountered in different models.42–44

The fourth cases correspond to special values of the microscopic external coupling phase shift \( \beta \), which give symmetric (even) or antisymmetric (odd) external coupling functions. Inserting \( \beta = 0 \) (in-phase), \( \pm \pi \) (antiphase), and \( \pm \pi/2 \) (marginal) into Eq. (23), we obtain the following results:
\[ \beta = 0, \quad \rho e^{i\delta} = J\left[ (1 - \eta) + i\eta \tan \alpha \right], \]
\[ \beta = \pm \pi, \quad \rho e^{i\delta} = J\left[ (1 - \eta) - i\eta \tan \alpha \right], \]
\[ \beta = \pm \frac{\pi}{2}, \quad \rho e^{i\delta} = J\left[ \mp \eta \tan \alpha \pm i(1 - \eta) \right]. \]

For antisymmetric (odd) microscopic external coupling functions, i.e., for \( \beta = 0 \) and \( \pm \pi \), the type of the collective phase coupling is not affected by the internal coupling phase shift \( \alpha \), because \( \alpha \) does not appear in the real part \( \rho \cos \delta \). In contrast, for the symmetric (even) microscopic external coupling, i.e., \( \beta = \pm \pi/2 \), the type of the collective phase coupling function is solely determined by the internal coupling parameter \( \alpha \). The types of effective coupling between groups and the external coupling between individual oscillators...
antiphase regimes. The curves show the marginal condition that the zero eigenvalue corresponding to Figs. 1(a) and 2(a), and the cross (×) indicates \( \alpha = 3\pi/8 \) and \( \beta = -5\pi/8 \) corresponding to Figs. 1(b) and 2(b).

Now, let us reexamine the case with \( \eta = 1/4 \), which we used in the numerical simulations displayed in Fig. 1. The types of the collective phase coupling function of Eq. (22) are shown in Fig. 3 on the \( \alpha-\beta \) parameter plane, where the solid curves represent boundaries between the in-phase and antiphase regimes. The curves show the marginal condition \( \rho \cos \delta = 0 \), which is determined from Eq. (24). Two sets of parameter values used in generating Fig. 1 are plotted in Fig. 3. As can be seen, the set of parameters corresponding to Fig. 1(a) is in the effective antiphase regime, whereas that corresponding to Fig. 1(b) is in the effective in-phase regime. Therefore, the theory developed in Sec. III successfully explains the numerical results displayed in Fig. 1.

V. CONCLUDING REMARKS

Three cases of macroscopic phase descriptions for collective oscillations exhibited by coupled phase oscillator systems have been established for (i) phase coherent states in nonlocally coupled noisy identical oscillators, (ii) fully phase-locked states in networks of coupled noiseless nonidentical oscillators, and (iii) partially phase-locked states in globally coupled noiseless nonidentical oscillators. Here, the case (ii) can be fully analyzed from the viewpoint of dynamical systems, while other cases (i) and (iii) necessitate statistical treatments.

The collective phase dynamics of the case (i) was established in Refs. 41–43, where the collective phase equation was derived for the first time. In this case, it is essential to derive a nonlinear Fokker–Planck equation from coupled Langevin phase equations by using the mean-field theory, which is applicable for nonlocal coupling as well as for global coupling in a large population of identical oscillators with independent noise. Applying the phase reduction method to the nonlinear Fokker–Planck equation, we can derive the collective phase equation. Furthermore, using the center-manifold reduction method in addition to the phase reduction method, a detailed analysis can be performed near the onset of collective oscillations via the supercritical Hopf bifurcation.

The collective phase description for case (ii) was formulated in Ref. 44. In this case, we can systematically treat any system size, connectivity, heterogeneity in the coupling, and nonuniform external forcing, as long as the oscillators exhibit fully phase-locked collective oscillations. In particular, the Jacobi matrix of the collectively oscillating solution takes the form of the Laplacian matrix encountered in graph theory, so that several analytical results can be obtained by using the matrix tree theorem. There exist several studies related to this case (see also Refs. 51 and 52).

The present paper provides a tractable example of the collective phase description for case (iii). The keystone in our analysis is the Ott–Antonsen ansatz, which is unfortunately limited to the case with global sinusoidal coupling and Lorentzian frequency distributions, but which yields analytically tractable coupled Stuart–Landau equations for the complex order parameters. By virtue of the circular symmetry of the limit-cycle, we could explicitly calculate the collective phase coupling function between the groups.

However, a general framework for collective phase reduction in case (iii) is still missing. It would be necessary to derive a continuity equation, such as the nonlinear Fokker–Planck equation, similar to case (i), which can easily be done. However, the fundamental difficulty in applying the phase reduction method to the continuity equation in this case lies in the fact that the zero eigenvalue corresponding to the collective phase mode may not be isolated, but immersed in the continuous spectrum on the imaginary axis, as implied by the linear stability analysis. In the formulations of cases (i) and (ii), it is critically important that the zero eigenvalue corresponding to the collective phase mode is isolated. In the present study, reduction of the infinite-dimensional phase space to a finite-dimensional manifold by using the Ott–Antonsen ansatz yielded an isolated zero eigenvalue corresponding to the collective phase mode. But it is an open problem at this point how to extend the present analysis to more general phase coupling functions with higher harmonic terms and to more general frequency distributions of the oscillators.

In conclusion, we have established an analytically tractable example of the collective phase description of globally coupled nonidentical phase oscillators. We have found that...
the type of the collective phase coupling function can be different from that of microscopic external coupling function, and clarified the relation between them by systematically deriving the collective phase equation from the microscopic phase equations. The collective phase reduction would serve as a powerful method in analyzing metagroups of coupled oscillators comprised of multiple interacting groups.

APPENDIX A: SELF-CONSISTENT THEORY OF COLLECTIVE OSCILLATIONS

As a validation of our arguments based on the Ott–Antonsen ansatz, we compare the limit-cycle solution given in Eq. (15) with the result obtained by a conventional self-consistent theory. As is well known, the self-consistent equation for the order parameter amplitude \( R \) of Eq. (5) with \( \varepsilon=0 \) is given in the following form (see also Refs. 54 and 55):

\[
Re^{i\alpha} = \int_{-\infty}^{\infty} d\omega \left[ \sqrt{1 - \left( \frac{\omega - \Omega}{KR} \right)^2} + i \left( \frac{\omega - \Omega}{KR} \right) \right],
\]

(A1)

where contributions from both coherent and incoherent parts are expressed in a single formula. There is a unique eigenvalue \( \Omega \) of the collective frequency for which the self-consistent equation (A1) of the order parameter amplitude \( R \) admits a solution. For the Lorentzian distribution of Eq. (2), we can analytically solve the self-consistent equation (A1) as follows. No such calculation seems to have been carried out so far.

The Lorentzian distribution of Eq. (2) can be expressed by

\[
g(\omega) = \frac{\gamma}{\pi \left[ (\omega - \omega_0) + i \gamma \right] \left[ (\omega - \omega_0) - i \gamma \right]}.
\]

(A2)

Taking the upper half-plane as the contour of integration for Eq. (A1), we obtain

\[
Re^{i\alpha} = \sqrt{1 - z^2} + iz, \quad z = \frac{(\omega_0 - \Omega) + i \gamma}{KR}.
\]

(A3)

This equation can be transformed into

\[
R^2 e^{i\alpha} - 2iRz = e^{-i\alpha} = 0,
\]

(A4)

which is equivalent to the following simultaneous equations:

\[
R^2 \cos \alpha + \frac{2\gamma}{K} - \cos \alpha = 0,
\]

(A5)

\[
R^2 \sin \alpha - \frac{2(\omega_0 - \Omega)}{K} + \sin \alpha = 0.
\]

(A6)

Solving these equations, the amplitude and frequency of the collective oscillation can be respectively obtained as

\[
\Omega = \omega_0 - K \sin \alpha + \gamma \tan \alpha,
\]

(A8)

which coincide with the results given in Eq. (15).

APPENDIX B: DERIVATION OF THE COLLECTIVE PHASE SENSITIVITY FUNCTION

We consider a group of globally coupled nonidentical phase oscillators subject to common weak external forcing \( \varepsilon_p(t) \) described by the following equation:

\[
\dot{\phi}_j = \omega_j - \frac{K}{N} \sum_{k=1}^{N} \sin(\phi_j - \phi_k + \alpha) + \varepsilon Z(\phi_j)p(t),
\]

(B1)

where the microscopic phase sensitivity function is taken as

\[
Z(\phi) = - \sin \phi.
\]

(B2)

The Ott–Antonsen ansatz is applicable also in this global sinusoidal case. Therefore, we can derive the amplitude equation for the complex order parameter \( A(t) \) in the following form:

\[
\dot{A} = (\mu + i\Omega)A - g|A|^2A + \varepsilon \eta^2(1 - A^2)p(t).
\]

(B3)

By applying the phase reduction method, the collective phase equation is obtained as

\[
\dot{\Theta} = \Omega + \varepsilon \zeta(\Theta)p(t),
\]

(B4)

where we assumed that the external forcing is sufficiently weak. The collective phase sensitivity function is given by

\[
\zeta(\Theta) = \text{Re} \left[ \frac{U_0(\Theta)}{2} \left( 1 - (A_0(\Theta))^2 \right) \right] = - \left( \frac{R_0 + R_0^{-1}}{2} \right) \sin \Theta + \frac{\text{Im} \, g}{\text{Re} \, g} \left( \frac{R_0 - R_0^{-1}}{2} \right) \cos \Theta,
\]

(B5)

which is sinusoidal in form. In general, the collective phase sensitivity function \( \zeta(\Theta) \) differs from the microscopic phase sensitivity function \( Z(\phi) \). When the oscillators become completely phase synchronized, \( \eta=0 \), i.e., \( R_0=1 \), the collective phase sensitivity function coincides with the microscopic one, \( \zeta(\Theta) = Z(\phi) \). Near the onset of collective oscillations, \( \eta \approx 1/2 \), i.e., \( \mu \approx 0 \), the amplitude of the collective phase sensitivity function increases as \( \zeta(\Theta) = O(\mu^{-1/2}) \).