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要旨（和文 2000字程度） 
Thesis Summary （approx.2000 Japanese Characters ） 

In most machine learning algorithms, it is assumed that the training and test environment are 

the same and that the supervisor (teacher) assigns labels to all training samples. In many 

real-world datasets, these assumptions are however violated due to a changing environment or 

imperfect supervision.  

 

Many of these situations in the classification scenario can be characterized as a change in class 

balance. In this thesis, three such problems are considered: classification under class-balance 

change, labeling of unsupervised datasets differing by class balance, and classification of partially 

labeled data.  

 

Due to real-world effects such as biased selection or non-stationarity, the class balance between 

the training and test dataset may differ. Training a classifier on labeled training data and then 

applying it on test data with a different class prior may cause an excess misclassification rate. 

This can, however, be corrected for by reweighting training samples with the class prior of the test 

environment.  

 

In practice, however, the test class priors are unknown. The focus of Chapter 4 is to estimate the 

class balance in a semi-supervised setup. In the semi-supervised setup, labeled training samples 

and unlabeled test samples are available. In this thesis, it is shown that the class balance may be 

estimated by matching a model of the test input density to the true test input density. We further 

show that the distributions can be matched by minimizing an 𝑓-divergence between the two 

distributions. This 𝑓-divergence in turn must be estimated from samples. It was shown that the 

existing method can be interpreted as indirectly estimating the Kullback-Leibler divergence via 

posterior estimation.  

 

We show that the class balance can be estimated by directly estimating the 𝑓-divergence via 

Fenchel duality. Of the 𝑓-divergences, we are in particular interested in using the Pearson 

divergence since it is more robust and may be analytically estimated. Empirically we show that 



the proposed method obtains an accurate estimate of the class balance. When a classifier is 

reweighted with the estimated class-balance, it leads to a lower misclassification rate. This 

method was also extended to match distributions by minimizing the L2  distance between 

probability densities.  

 

Secondly, the problem of labeling of a dataset without any supervisory information is considered. 

In this setting, we assume that two unlabeled datasets with different class balances are available. 

We show that it is possible to obtain a labeling of unlabeled samples using only the two unlabeled 

datasets. This labeling corresponds to classification up to class commutation. Furthermore, we 

show that this labeling may be obtained by estimating the sign of the density difference between 

the two distributions. Using the ramp-loss, this sign may be directly estimated.  

 

 

Finally, the problem of classification using positive-labeled and unlabeled data is considered. This 

problem often occurs in outlier detection problems, where a dataset of nominal samples and a 

separate polluted dataset consisting of nominal samples and outliers are available. It has 

previously been shown that a classifier may be trained in this setting if the class balance is known. 

We introduce the framework of partially matching distributions in order to estimate the class 

prior. These distributions may be matched by minimizing 𝑓-divergences. Analysis of the existing 

method shows that it can be interpreted as indirectly matching the Pearson divergence. This 

Pearson divergence may be analytically estimated using Fenchel duality. More importantly, due to 

the analytic estimator of the Pearson divergence, we can obtain an analytic estimate of the class 

balance. Analysis also showed that both methods are positively biased, with the bias depending on 

the class overlap. On real-world datasets used in experiments however, the Pearson divergence 

gave a very accurate estimate of the class balance.  

 

 

We conclude that many different learning problems characterized by a change in class balance can 

be formulated as distribution matching problems. Furthermore, by selecting an appropriate 

divergence and directly estimating it, practical algorithms can be obtained that yield excellent 

experimental results. 
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