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Chapter 1

Introduction

Owing to an ability of uniformly approximating a continuous function defined on a com-

pact domain, and a property of linearity on a neighbourhood of almost every point in the

domain, piecewise linear function plays an important role as an approximation function in

many fields such as non-linear circuit [5], non-linear control [15, 29, 41], analysis of vari-

ous complex systems [18], computer graphics, calculation of the equilibrium points arising

from operations research [1, 2], combinatorial topology [4], and so on. Most commonly

used method of approximating complex nonlinear behavior is the method called spline

function method. Piecewise linear function is often called first-order spline function [42].

Nowadays, a lot of analytical techniques, as well as representations, for piecewise linear

functions have been developed by many researchers in order to analyze any nonlinear

behaviors. The objective of our study is to contribute to the development of fundamental

theory of piecewise linear functions through the promotion of mutual use of these tech-

niques. This thesis aims to present our study on fundamental properties of representations

for piecewise linear functions achieved so far as a preliminary study for this purpose.

1.1 Background

Limitation of piecewise linear function: As explained at the beginning of this chap-

ter, owing to its high versatility, piecewise linear function has widely been used in many

fields. However, it also presents some problems in practical use: Improving an approx-

imation in accuracy causes the exponential increase of the number of parameters; it is

not so easy to treat the expression of piecewise linear functions based on its definition.

Consequently, many researchers have made an effort to develop efficient and versatile rep-

resentations of piecewise linear functions. Representations developed so far are roughly
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divided into the following three types:

(i) Absolute-value sign representation like Chua canonical form.

(ii) Implicit representation like the linear complementarity representation.

(iii) Boolean representation like the max-min polynomial.

Although it has not necessarily been established itself the position as one of the rep-

resentations for piecewise linear functions, the Choquet integral, defined by non-additive

measure, has turned out to be closely related to piecewise linear function, and therefore

has attracted attention from several researchers in recent years.

Development of an efficient and versatile representation – Chua canonical

form and its generalization: Chua et al. [7] have introduced a compact representation

of piecewise linear function, called Chua canonical form, in their attempt to overcome the

afore mentioned problem. Their representation is often referred to as Chua1 in literature.

In 1988, Chua et al. [8] showed the limitation of their representation, much research has

been done in an effort to develop new efficient representations that is an extension of

Chua1 or an alternative one. See [16, 21] for more details of histrical background on their

developements. Although the investigation on its generalization has not been done at the

present, Chua canomical form still have often been used in the developement of non-linear

circuits. See Section 2.2 for the definition of Chua canonical form and its properties.

Development of an efficient and versatile representation – Linear complemen-

tarity representation: In 1981, van Bokhoven et al. have introduced another type of

representation referred to as Bokh1 model, in literature, to develop a piecewise linear sim-

ulator for non-linear circuit and network (see e.g., [5, 10, 21] for detail). Some researchers

refer Bokh1 model to state-variable representation, but we dub it “linear complementarity

representation” in order not to confuse it with “state space model” in dynamical system

theory (see also Remark 2.7 in Section 2.3). Bokh1 differ significantly from Chua1 because

it contains inner-variables called “the complementarity vectors”. So this model belongs to

the type of implicit representations. By the way, since Bokh1 has considerable advantages

as mentioned in Section 2.3, this model has attracted a significant amount of attention

from other fields of engineering as well as circuit theory (e.g., [13, 14, 15, 33, 34]). How-

ever, the study on fundamental properties of this model has not been performed enough.

Therefore, we have been motivated by such situation, and hence, in our study, we will

aim to contribute to clarify its fundamental properties.
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Development of an efficient and versatile representation – Max-min polyno-

mial: There is another type of efficient representation called max-min polynomial. The

studies on this representation have widely been done from practical and theoretical points

of view. Tarela et al. [37, 38, 39] have introduced this model to develop a model of analog

diode logic simulators. Aliprantis et al. [1] have studied on this model to calculate various

equilibrium points arising from operations research concerning to economic theory. More-

over, it is well known that this model can cover all piecewise linear functions [11, 28, 39],

and so far a method of constructing a max-min polynomial for a given piecewise lin-

ear function has also been provided [1, 28, 39]. On the other hand, the problem of

reducibility for a given max-min polynomial has implicitly been pointed out in [1, 28].

In addition, Tarela et al. [39] have discussed the reducibility in a certain situation. How-

ever, the method of constructing a complete irreducible representation still have not been

developed yet. This motivates us to study the reducibility of max-min polynomial. The

problem is not discussed in this thesis, however, this representation plays an important

role in our study on the linear compllementarity representation.

Multi-step Choquet integral over a finite set: The multi-step Choquet integral

is defined recursively from the (one-step) Choquet integral, where the Choquet integral

is one of the models used in the area of decision making as an aggregation function,

and owing to its high versatility compared with the usual linear model, it has widely

been investigated by a lot of researchers in theoretical and practical points of view (see

e.g., [12]). In 2002, Murofushi and Narukawa showed that piecewise linear function is

characterized by multi-step Choquet integral over a finite set [24, 26]. This result suggests

that the Choquet integral becomes another type of representation for piecewise linear

functions, and would provide various useful analytical techniques for the area of piecewise

linear functions and vice versa.

Mutual transformation: In generally, analytical techniques depend on how we model

the object. Since each representation has its own advantages over the others, we expect

to obtain significantly useful analytical benefits through mutual uses of these techniques.

For this purpose, we need to clarify the mutual relationships among the representations.

To this point, several researchers have already implemented the survey concerning to mu-

tual transformations motivated by such intention: van Bokhoven et al. have investigated

two special types of Bokh1 in order to extend Chua1 model, and developed a method of
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transforming an implicit representation to an absolute-value sign representation [3, 19, 20].

Heemels et al. [13] have studied the relationships among five classes of representations

involving the piecewise linear model in hybrid dynamical system theory, and provided

the mutual transformation among them. In addition, based on this study, Cairano et

al. [6] have also investigated the relationship between the piecewise linear model and the

another model. On the other hand, as mentioned above, since the multi-step Choquet

integral characterizes all piecewise linear functions, the establishment of mutual trans-

formation with the multi-step Choquet integral would provide us numerous significance.

This motivates us to investigate the Choquet integral as a piecewise linear function.

1.2 Objectives of this thesis

This thesis will present the following three contents obtained in our study:

Relationships and mutual transformations among representations: We clarify

the relationships among the representations of piecewise linear functions, Chua canoni-

cal form, the linear complementarity representation, the max-min polynomial, and the

Choquet integral as a piecewise linear function.

Fundamental properties of the linear complementarity representation: We in-

vestigate the linear complementarity representation to refine the result of Heemels et

al. [13], namely, the representability of all piecewise linear functions (Theorem 2.2 in

Section 2.3). Precisely speaking, we clarify that two special types of linear complemen-

tarity representation, called the P-representation and the ULT-representation, introduced

in [19, 20], individually characterizes any piecewise linear function. For this purpose, we

study their fundamental properties. Moreover, we provide a construction method of a

ULT-representation for a given piecewise linear function. We also present a transforma-

tion method of each P-representation to a ULT-representation.

Minimization of the linear complementarity representation: The other interest

on this model is the minimization of the number of parameters. As demonstrated in

Section 4.4, the dimension of the complementarity vectors is not uniquely determined.

In other words, we can select the dimension of the complementarity vectors as large as

possible. This means the existence of the representation having a minimum dimensional

complementarity vectors. In practically, it would be desirable to achieve the dimension

as small as possible. In our study, the problem of finding a minimum dimensional repre-
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sentation is discussed.

This thesis is organized as follows: Chapter 2 will be devoted to the exposition for

the representations of piecewise linear function. The representations what we deal with,

in this thesis, are Chua canonical form, the linear complementarity representation, and

the max-min polynomial. In Chapter 3, we will investigate the Choquet integral as a

piecewise linear function. The investigation focuses on the relation between the Cho-

quet integral and the representations introduced in Chapter 2. In Chapter 4, we will

describe our first part of the investigation on the linear complementarity representation.

In Chapter 5, we will discuss the problem of minimization of the linear complementarrity

representation. Chapter 6 is devoted to the conclusion of this thesis. Appendix A–D

describe the supplements of this thesis.

1.3 Notation

Throughout this thesis, m and n indicate positive integers. Unless otherwise noted, k is

a nonnegative integer. For a positive integer l, the set of integers from 1 to l is denoted

by [l], i.e., [l] = {1, 2, . . . , l}. The max and min operators are denoted by ∨ and ∧,

respectively. For x ∈ R we write x+ = x∨ 0 and x− = (−x)+. Moreover, ⌈x⌉ denotes the

smallest integer greater than or equal to x. The inner product of two vectors x,y ∈ Rn

is denoted by ⟨x,y⟩. Topological interior and topological closure of a set A are denoted

by intA and clA respectively. “Linear” should be read as “affine linear” in this thesis.
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Chapter 2

Representations of piecewise
linear function

In this chapter, we introduce representations of piecewise linear functions dealt with this

thesis except for the Choquet integral, and describe their fundamental properties. Section

2.1 defines the piecewise linear function. Sections 2.2 to 2.4 introduces representations of

piecewise linear functions. Chua canonical form (Section 2.2), the linear complementarity

representation (Section 2.3), and the max-min polynomial (Section 2.4), and mentions

about their known results.

2.1 Piecewise linear function

A convex set R ⊂ Rn is called a polyhedron if it can be represented as the intersection

of finitely many closed half-spaces in Rn, i.e., if R =
∩r

i=1{x ∈ Rn | ⟨ai,x⟩ ≤ αi}, where

r is a nonnegative integer; ai ∈ Rn and αi ∈ R for i ∈ [r]. By definition, ∅ and Rn are

polyhedra.

Definition 2.1. (See e.g., [11]) A finite family R of polyhedra in Rn is called a polyhderal

partition of Rn if it satisfies the following:

(i)
∪

R = Rn;

(ii) intP ̸= ∅ for all P ∈ R;

(iii) For each P,Q ∈ R, P ̸= Q implies intP ∩ intQ = ∅,

Definition 2.2. (See e.g., [11, 28]) A function f : Rn → Rm is said to be piecewise

linear if it is continuous on Rn and there exists a polyhedral partition R of Rn such

that f is linear on each region R ∈ R. A linear function g : Rn → Rm which coincides
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with f on some R ∈ R is said to be a linear component of f . We define the family

PWL = {f : Rn → Rm | f is piecewise linear , m ∈ N}.

2.2 Chua canonical form

We begin with another definition of piecewise linear function given by Chua et al. [8] for

the simplicity of our argument in this thesis.

Definition 2.3. [8] A finite collection {(αi;βi)}li=1 of pair of a vector αi ∈ Rn \ {0} and

a scalar βi ∈ R is called a linear partition of Rn if it satisfies the following:

(lp) if i ̸= j, there is no λ ∈ R such that λαi = αj and λβi = βj .

Each (αi;βi) is called a boundary hyperplane. The family of regions generated by a linear

partition {(αi;βi)}li=1 of Rn is the family R of subsets of Rn defined as R = {RI | I ⊂

[l], dim(RI) = n}, where

RI =

{
x ∈ Rn

∣∣∣∣ ⟨αi,x⟩ ≥ βi for all i ∈ I,
⟨αi,x⟩ ≤ βi for all i /∈ I

}
.

Remark 2.1. Notice that R is a polyhedral partition of Rn in the sence of Definition 2.1

(See Appendix B.1).

Definition 2.4. [8] Let {(αi;βi)}li=1 be a linear partition of Rn and R be the family of

regions generated by {(αi;βi)}li=1. Two regions RI , RJ ∈ R are called (i-)neighbors if

I △ J = {i} holds.

Definition 2.5. [8] A function f : Rn → Rm is called a piecewise-linear if there exists a

linear partition {(αi;βi)}li=1 of Rn satisfying the following:

(pwl) For every R ∈ R, there exist a matrix A ∈ Rm×n and a vector b ∈ Rm such that

f(x) = Ax+ b, for any x ∈ R.

Remark 2.2. Every piecewise linear function has infinitely many linear partition of Rn

satisfying the condition (pwl).

The next theorem indicates that two definitions of piecewise linear function are equiv-

alent to each other.
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Theorem 2.1. A function f : Rn → Rm is piecewise linear according to Definition 2.2 if

and only if it is piecewise linear according to Definition 2.5

Proof. See Appendix B.1.

We are now ready to explain Chua canonical form.

Definition 2.6. [7, 8] A piecewise linear function f : Rn → Rm possesses a Chua canonical

form if f can be expressed as

f(x) = a+Bx+
1

2

k∑
i=1

ci|⟨αi,x⟩ − βi|, (2.1)

where k is a nonegative integer, B ∈ Rm×n, αi ∈ Rn \{0}, a ∈ Rm, ci ∈ Rm \{0}, βi ∈ R

(i = 1, 2, . . . , k), and {(αi;βi)}ki=1 satisfies (lp).

Remark 2.3. Chua canonical form is unique in the sense that, if a piecewise linear

function (2.1) is represented as

f(x) = a′ +B′x+
1

2

k′∑
i=1

c′i|⟨α′
i,x⟩ − β′

i|, (2.1′)

then a = a′, B = B′, k = k′ and there exist a bijection π : [k] → [k] and positive numbers

γ1, γ2, . . . , γk such that for every i ∈ [k]

ci = γic
′
π(i), αi = γ−1

i α′
π(i), βi = γ−1

i β′
π(i).

Based on the observation above, throughout the thesis we put on Chua canonical form

(2.1) the constraint that ||αi||∞ = ||(αi1, αi2, . . . , αin)||∞ = supj=1,2,...,n |αij | = 1 for

i = 1, 2, . . . , k.

Besides the uniqueness, Chua canonical form has remarkable advantages such as a

concise expression, a small number of parameters, and the explicit information on a

linear partition of f , which is given as {(αi;βi)}ki=1 by αi’s and βi’s in (2.1).

Next, we explain the condition for a piecewise linear function to have Chua canonical

form.

Definition 2.7. [8] Let f : Rn → Rm be a piecewise linear function, then f is said to

possess the consistent variation property if there exists a linear partition {(αi;βi)}ki=1 of

Rn satisfying the following:

8



(cv) For every boundary hyperplane (αi;βi), there exists a matrix Ci ∈ Rm×n such that,

for every pair of i-neighboring regions (R+
iI , R

−
iI), it holds that

A+
iI −A−

iI = Ci,

where A+
iI and A−

iI are the Jacobians on R+
iI and R−

iI , respectively,

R+
iI =

{
x ∈ Rn

∣∣∣∣ ⟨αl,x⟩ ≥ βl for all l ∈ I ∪ {i},
⟨αl,x⟩ ≤ βl for all l /∈ I ∪ {i}

}
,

R−
iI =

{
x ∈ Rn

∣∣∣∣ ⟨αl,x⟩ ≥ βl for all l ∈ I,
⟨αl,x⟩ ≤ βl for all l /∈ I

}
,

and I ⊂ {1, 2, . . . , k} \ {i}.

Remark 2.4. ci|⟨αi,x⟩ − βi| in (2.1) expresses the change of the linear component of f

when crossing over the boundary hyperplane (αi;βi). The condition (cv) requires that

this change is constant independent of the crossing point. Moreover, there exists a unique

vector ci ∈ Rm such that Ci = ciα
T
i . The coefficient ci coincides with the constant vector

ci in the right-hand side of (2.1).

Proposition 2.1. [8] A pieceiwse linear function f : Rn → Rm posseses Chua canonical

form if and only if f posseses the consistent variation property.

As explained in Remark 2.4, the condition (cv) is very strong, and therefore a lot of

functions can not be expressed as Chua canonical form. Since then many researches have

been done in an effort to generalize Chua canonical form (see [3, 16, 17, 19, 20, 21, 22, 40]).

Most of researches have adopted the methodology that restricts functional form or domain

partition to be a certain form, and have investigated the condition for a piecewise linear

function to have such formulas. On the other hand, the study given by Lin et al. [22]

has focused on the nesting level of the absolute value sign, and then clarified that every

piecewise linear function can be expressed in a kind of canonical form of some nesting

level. The result has not provided the method of generating a concrete expression for a

given piecewise linear function, however, has given a general consideration for piecewise

linear function description. In this sense, the result given by Lin et al. [22] is exceedingly

noteworthy. In the rest of this section, we explain an overview of generalization given by

Lin et al. [22].

Definition 2.8. [22] A linear function f : Rn → Rm is called 0th-level canonical. For a

positive integer K, a piecewise linear function f : Rn → Rm is called a Kth-level canonical

9



if there exist a nonegative integer l, a matrix C ∈ Rm×l, and (K − 1)th-level canonical

piecewise linear functions g : Rn → Rm and h : Rn → Rl such that

f(x) = g(x) + C|h(x)| ∀x ∈ Rn, (2.2)

where |h| = (|h1|, |h2|, . . . , |hl|)T for h = (h1, h2, . . . , hl)
T .

Remark 2.5. By definition, a piecewise linear function f : Rn → Rm possesses Chua

canonical form if and only if f is first-level canonical. Moreover, every Kth-level canonical

piecewise linear function is (K + 1)th-level canonical. The following proposition shows

that every piecewise linear function can be expressed as (2.2).

Proposition 2.2. [22] For every piecewise linear function f there exists a nonegative

integer K such that f is Kth-level canonical.

2.3 Linear complementarity representation

Definition 2.9. (cf. [10, 21]) A correspondence f from x ∈ Rn to y ∈ Rm is called

a linear complementarity correspondence, an LCC for short, if there exist a nonnegative

integer k, matrices A ∈ Rm×n, B ∈ Rm×k, C ∈ Rk×n, and D ∈ Rk×k, and vectors g ∈ Rm

and h ∈ Rk such that

y = Ax+Bu+ g, (2.3)

j = Cx+Du+ h, (2.4)

u, j ≥ 0, ⟨u, j⟩ = 0. (2.5)

The vectors u and j satisfying the equation (2.5) are called complementarity vectors,

and the equations (2.3)–(2.5) are collectively called a linear complementarity represen-

tation. For the sake of simplicity, throughout this thesis, we will often use the notation

(A,B, g;C,D,h) for a given representation.

Remark 2.6. Every linear function Ax+ g has a representation (A,O, g;0, 1, 0), where

A ∈ Rm×n and g ∈ Rm. This means that every linear function is an LCC. For convention

of the arguments in Chapter 5, we will adopt the expression (A; g) with zero-dimensional

complementarity vectors, instead of the above one-dimensional representation.

In the linear complementarity representation, the problem of finding y for each x is

reduced to a linear complementarity problem (an LCP for short) by substituting q(x) =
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Cx+ h; that is, in order to calculate a function value, we must solve the LCP (D, q(x))

for each x. Thus, in general, an LCC is a multi-valued function (the correspondence value

might not exist). See Appendix A.2 for the definition of the LCP.

Remark 2.7. Since the linear complementarity vectors in this model are often called the

state-valiables, the model has often refered as state-variable representation. The calling

“linear complementarity representation” is quoted from the calling “linear complemen-

tarity system” in hybrid system theory (see e.g., [14, 33, 34]).

As pointed out in [21], this model has such a considerable advantage that it can

be regarded as a linear function by ignoring a complementarity condition. In addition,

Heemels et al. [13] showed, in the investigation of mutual transformation among some

hybrid dynamical models, that

Theorem 2.2. Every piecewise linear function can be written as linear complementarity

representation.

Before now, a construction method of a linear complementarity representation for a

given mapping has been developed [10] (see also [5, 21] for the method). However, this

method is somewhat complicated. On the other hand, our construction method of a ULT-

representation is exceedingly simple in mathematical and methodological points of view.

Our method will be exlpained in Section 4.4.

2.4 Max-min polynomial

The next theorem indicates that the max-min polynomial is a characterization of scalar-

valued piecewise linear functions.

Theorem 2.3. [28] Let f : Rn → R be a piecewise linear function, and let {g(1),

g(2), . . . , g(l)} be the set of its distinct segments. Then there exists a family {Sj}j∈J of

incomparable (with respect to ⊂) subsets of [l] such that

f(x) =
∨
j∈J

∧
i∈Sj

g(i)(x) (for any x ∈ Rn).

The expression on the right-hand side of the above formula is the disjunctive normal form

of a max-min polynomial in the variables g(i). Conversely, every function having the above

expression is a piecewise linear function.
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This fact suggests the existence of a lattice structure on the family of all piecewise

linear functions endowed with max and min operators. Indeed, the following holds.

Theorem 2.4. [1] The family of all piecewise linear functions endowed with max and min

operaters is a Riesz subspace of the Riesz space consisting of all continuous functions.

In order to illustrate Theorem 2.3, let us consider a piecewise linear function f as in

Figure 2.1. In this case, the segments of f are g(1), g(2), g(3), and g(4). Then, we can choose

the family of index sets as S1 = {1, 2} and S2 = {3, 4}. Thus f has the representation

f = (g(1) ∧ g(2)) ∨ (g(3) ∧ g(4)).

f

x

(1)g
(2)g

(3)g
)4(g

Figure 2.1: piecewise linear function with four segments

The next theorem is an extension of Theorem 2.3 to the vector-valued case.

Theorem 2.5. [28] Let f : Rn → Rm be a piecewise linear function, and let {g(1),

g(2), . . . , g(l)} be the set of its distinct segments. Then there exists a family {Sk
j }j∈J,k∈[m]

of subsets of [l] such that

fk(x) =
∨
j∈J

∧
i∈Sk

j

g
(i)
k (x) (for any x ∈ Rn, 1 ≤ k ≤ m).

Converse is also ture.

Remark 2.8. If we obtain a max-min polynomial for a given piecewise linear function,

we can calculate function value for each x through finite operations of max and min.

This also implies that every calculation result does not contain any computational errors.

On the other hand, the calculation through the representation based on the definition of

piecewise linear function requires the determination of the polyhedron containing x, this

is a linear programming. Although we should take somewhat complicated procedure to

12



obtain a max-min polynomial for a given piecewise linear function, the former procedure

is exceedingly easy to calculate function values in comparison with the later procedure.

The procedure of constructing a max-min polynomial for each piecewise linear function

has been provided by Ovchinnikov [28] and Tarela et al. [39] through a similar ideas,

independently from each other: The construction method, as well as some examples, will

be explained in Appendix D. See also Chapter 7 in [1] for the method.

13



Chapter 3

The Choquet integral as a
piecewise linear function

As mentioned in Section 1.1, the multi-step Choquet integral is defined recursively from

the Choquet integral, and thus, has a hierarchical structure (see Figure 3.1). This fact

( )∫
1

1

C

CdC µ

( )∫ 2CdC µ

( )∫
3

3

C

CdC µ

( )∫ 5CdC µ

1x

2x

3x )(xϕ( )∫
2

2

C

CdC µ

( )∫
4

4

C

CdC µ

( )∫
5

5

C

CdC µ
4x

5x

6x

Figure 3.1: Example of multi-step Choquet integral

suggests that the multi-step Choquet integral would help us to understand each piece-

wise linear function in hierarchical manner. However, general consideration on multi-step

Choquet integral would involve numerous difficulties. Therefore, at the first step toward

the general consideration, we have investigated the one-step Choquet integral. The in-

vestigation discussed in this thesis is one of the experimental and preliminary study for

our ultimate objective. In this chapter, we present our investigation of one-step Choquet

integral as a piecewise linear function.
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3.1 Definition and fundamental properties

Definition 3.1. [12, 23] A set function µ : 2X → R is called a fuzzy measure (or non-

additive measure) if

(i) µ(∅) = 0.

µ is called a monotone fuzzy measure if it satisfies (i) and the following:

(ii) µ(A) ≤ µ(B) whenever A ⊂ B.

Remark 3.1. Usually, a set function satisfying (i) is called a non-monotonic fuzzy mea-

sure, whereas a set function satisfying (i) and (ii) is called a fuzzy measure [12, 23].

We, however, adopt the above nonstandard terminology so that we deal mainly with set

functions satisfying (i) in this thesis.

Definition 3.2. [12] The Choquet integral of a function f : X → R with respect to a

fuzzy measure µ is defined by

(C)

∫
X
f(j) dµ(j) =

n∑
k=1

f(jk)[µ(Ak)− µ(Ak+1)], (3.1)

where k 7→ jk is a permutation on X such that f(j1) ≤ f(j2) ≤ · · · ≤ f(jn). For

k = 1, 2, . . . , n, we write Ak = {jk, jk+1, . . . , jn} and An+1 = ∅.

The next proposition provides a feature of one-step Choquet integral as a piecewise

linear function.

Proposition 3.1. [24, 27] Let µ be a fuzzy measure on X, then the following function

φµ : Rn → R is a piecewise linear function

φµ(x1, x2, . . . , xn) = (C)

∫
X
xj dµ(j), (3.2)

where the integrand in the right hand side is j 7→ xj. Moreover, the piecewise linear

function φµ has a linear partition {(eij , 0)}1≤i<j≤n of Rn, where eij = (eij1, eij2, . . . , eijn)

is defined as

eijk =


1 if k = i,

−1 if k = j,

0 otherwise.

The family of regions generated by {(eij , 0)}1≤i<j≤n is R = {Rσ}σ∈S, where S is the set

of permutations on X and for σ ∈ S

Rσ = {x ∈ Rn |xσ(1) ≤ · · · ≤ xσ(n)}.
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Furthermore, the linear component of φµ on Rσ is given by the right-hand side of (3.1)

with the substitution of f(jk) = xσ(k) and jk = σ(k), (k = 1, 2, ..., n).

Finally, another expression of the Choquet integral is given. The expression is used

in the discussion of Sections 3.2 and 3.3.

Definition 3.3. [12] Let µ be a fuzzy measure. TheMöbius inverse of µ is the set function

µm : 2X → R defined by the following:

µm(A) =
∑
B⊂A

(−1)|A\B|µ(B), ∀A ⊂ X.

Definition 3.4. [12] For a positive integer k, a fuzzy measure µ is called k-additive if

µm(A) = 0 whenever |A| > k, and there exists at least one subset A ⊂ X such that

|A| = k and µm(A) ̸= 0. In this case, we say that the order of additivity of µ is k.

Proposition 3.2. [12] Let µ be a fuzzy measure on X, then the following holds.

µ(A) =
∑
B⊂A

µm(B), ∀A ⊂ X.

Proposition 3.3. [12] The Choquet integral of a function f : X → R with respect to a

fuzzy measure µ is given by

(C)

∫
X
f(j) dµ(j) =

∑
A⊂X
A̸=∅

∧
j∈A

f(j)µm(A). (3.3)

3.2 Chua canonical form of Choquet integral

In this section, we will attempt to express each Choquet integral as Chua canonical form.

The key is how the condition (cv) will be expressed by means of fuzzy measure. The next

lemma gives neccessary and sufficient conditions for a given Choquet integral to have

Chua canonical form.

Lemma 3.1. [31] Let µ be a fuzzy measure. Then the following three conditions are

equivalent to one another.

(i) The Choquet integral φµ(x) possesses the consistent variation property.

(ii) For every pair i, j ∈ X with i < j, there exists cij ∈ R such that for all A ⊂ X \{i, j}

µ({i, j} ∪A)− µ({j} ∪A)− µ({i} ∪A) + µ(A) = cij .
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(iii) µm(A) = 0 for all A ⊂ X with |A| > 2.

The next theorem follows from Definition 3.4, Proposition 2.1, and Lemma 3.1.

Theorem 3.1. [31] Let µ be a fuzzy measure. Then the Choquet integral φµ(x) possesses

Chua canonical form if and only if µ is at most 2-additive. Moreover, Chua canonical

form of the Choquet integral is given by

φµ(x) =
∑
i∈X

µm({i}) + 1

2

∑
i ̸=j

µm({i, j})

xi −
1

2

∑
i<j

µm({i, j}) · |⟨eij ,x⟩|. (3.4)

Example 3.1. Let X = {1, 2, 3, 4}, and consider the following fuzzy measure:

µ({1}) = µ({2}) = µ({3}) = 1, µ({4}) = 3,

µ({1, 2}) = µ({2, 3}) = 2, µ({1, 4}) = 4,

µ({1, 3}) = µ({2, 4}) = µ({3, 4}) = 3,

µ({1, 2, 3}) = 4, µ({2, 3, 4}) = 3,

µ({1, 2, 4}) = 4, µ({1, 3, 4}) = 5, µ(X) = 5.

Obviously, µ is 2-additive, and thus Chua canonical form of φµ(x) is obtained as follows:

φµ(x) = 1.5x1 + 0.5x2 + x3 + 2x4 − 0.5|x1 − x3|+ 0.5|x2 − x4|+ 0.5|x3 − x4|.

Remark 3.2. The two additivity of fuzzy measure is extremely restricted. Since the order

of additivity is possible up to the number of elements, namely n, we need an appropriate

generalization of Chua canonical form in order to express all Choquet integral with respect

to higher order additive fuzzy measure. So far, we have investigated the relation between

the generalization given by Lin et al. [22] and the Choquet integral, and provided a

method of gererating a canonical form of each Choquet integral [31]. The result also,

unfortunately, found that the order of additivity of fuzzy measure and the nesting level

of absolute-value sign are not a one-to-one correspondence. See Appendix C for details.

3.3 Linear complementarity representation of Choquet in-
tegral

In this section, we derive a linear complementarity representation of the Choquet integral.

We begin with some notations.
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For E,F ⊂ X, we defines the binominal relation ⪯ as follows:

• E ⪯ F
def⇐⇒ E ⊂ F, E < F \ E,

where for G,H ⊂ X the relatin < is defined by

• G < H
def⇐⇒ ∀g ∈ G, ∀h ∈ H, g < h.

The symbol < of the right-hand side in the above is the usual one.

Remark 3.3. Relation E ⪯ F expresses “E is a subset which has chosen the element of

F from the smaller one.” Relation ⪯ is an order relation on 2X .

Example 3.2. Let X = {1, 2, 3, 4}. If E1 = {1, 3}, E2 = {1, 2}, E3 = {1, 2, 3}, E4 =

{1, 4} and F = {1, 2, 3}, then E2 ⪯ F and E3 ⪯ F are hold, but E1 ⪯ F and E4 ⪯ F are

not hold.

The next theorem gives one of linear complementarity representation of Choquet in-

tegral.

Theorem 3.2. [32] Every Choquet integral φµ(x) posesses the linear complementarity

representation (A,B,0;C,D, 0), where when it sets with X ≜ {E ⊂ X | |E| ≥ 2},

• j = (jE)E∈X, u = (uE)E∈X ∈ R|X|,

• A = (ai)i∈X ∈ R1×n: ai =
∑

F⪰{i}

µm(F ),

• B = (bE)E∈X ∈ R1×|X|: bE = −
∑
F⪰E

µm(F ),

• C = (cE,j)E∈X, j∈X ∈ R|X|×n

cE,j =


1 j = maxE,

−1 j = minE,

0 otherwise,

• D = (dE,F )E,F∈X ∈ R|X|×|X|

dE,F =

{
1 F ⪯ E,

0 otherwise.

Proof. See Appendix B.2.

Example 3.3. Let X = {1, 2, 3}, and consider the fuzzy measure given by the following:

µ({1}) = µ({2}) = 1, µ({3}) = 2, µ({1, 2}) = µ({2, 3}) = 2, µ({1, 3}) = 3, µ(X) = 4.
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Moreover, we let E1 = {1, 2}, E2 = {2, 3}, E3 = {1, 3} and E4 = X, then the linear

complementarity representation of Choquet integral with respect to µ is obtained as

follows:

A =
(
1 −1 0

)
, B =

(
−1 0 0 −1

)
, C =


−1 1 0
0 −1 1
−1 0 1
−1 0 1

 , D =


1 0 0 0
0 1 0 0
0 0 1 0
1 0 0 1

 .

3.4 Max-min polynomial of Choquet integral

In this section, we consider the max-min polynomial of Choquet integral. We begin with

the following two examples.

Example 3.4. Concider the fuzzy measure µ on X = {1, 2} defined as µ({1}) = µ({2}) =

1, µ(X) = 3. Then the Choquet integral φµwith respect to µ is obtained as follows:

φ(x1, x2) =

{
2x1 + x2 P1 = {(x1, x2) ∈ R2 |x1 ≤ x2},
2x2 + x1 P2 = {(x1, x2) ∈ R2 |x2 ≤ x1}.

The linear components in this case are g1(x1, x2) = 2x1 + x2 and g2(x1, x2) = 2x2 + x1.

Since g1 ≤ g2 on P1 and g2 ≤ g1 on P2 hold, the max-min polynomial of φµ is of the form

φµ = g1 ∧ g2.

Example 3.5. Concider the fuzzy measure µ on X = {1, 2} defined as µ({1}) = µ({2}) =

1, µ(X) = −3; in this case, µ is non-monotonic. Then the Choquet integral φµwith respect

to µ is obtained as follows:

φ(x1, x2) =

{
−4x1 + x2 P1 = {(x1, x2) ∈ R2 |x1 ≤ x2},
−4x2 + x1 P2 = {(x1, x2) ∈ R2 |x2 ≤ x1}.

The linear components in this case are g1(x1, x2) = −4x1+x2 and g2(x1, x2) = −4x2+x1.

Since g2 ≤ g1 on P1 and g1 ≤ g2 on P2 hold, the max-min polynomial of φµ is of the form

φµ = g1 ∨ g2.

The above examples may unfortunately indicate that we could not obtain the general

formula of the Choquet integral: The formula would be extremely complicated, if we

could find. Therefore, finding a max-min polynomial of the Choquet integral would need

to proceed a construction method given by Ovchinnikov [28] or Tarela et al. [39].

19



3.5 Summary

In this chapter, we described our research findings on the relationships among the Choquet

integral and the representations explained in Chapter 2. Figure 3.2 summarizes the

Linear complementarity representation

PWL = Max-min = Multi-step Choquet
= Generalization of Chua

One-step Choquet

Chua
2-add

Figure 3.2: Relationships among representations of piecewise linear functions

relationships among them. As explained at the beginning of this chapter, the results

obtained in this chapter is an experimental and preliminary study. Based on the result of

this chapter, we will survey the multi-step Choquet integral as a piecewise linear function.

As future works, we will pose the following viewpoints:

(i) We will study which model is most appropriate for analyzing specific issues through

case study.

(ii) We will study the hierarchical structure of multi-step Choquet integral brings what

advantages to the analysis of piecewise linear models: It is well known that the hierarchical

structure is extremely advantageous for the analysis of decision-making processes (see e.g.,

[12]).
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Chapter 4

The linear complementarity
representation

In this chapter, we discuss about the P-representation and the ULT-representation. Sec-

tion 4.1 introduces the P-representation and the ULT-representation. Section 4.2 pro-

vides a fundamental property of the ULT-representation, which states that the class of

all correspondences having this representation (called Class ULT) is closed under the op-

erations of max and min composition, direct sum, composition, and linear combination.

Section 4.3 proves the coincidences of Class P (the class of all correspondences having

a P-representation), Class ULT, and the class of all piecewise linear functions. Section

4.4 demonstrates the construction of a ULT-representation for a given piecewise linear

function through a simple example. Section 4.5 explaines the transformation from a P-

representation to a ULT-representation. Section 4.6 is devoted to the summary of Chapter

4, and further problem institution of the linear complementarity representation discussed

in Chapter 5.

4.1 P-representation and ULT-representation

P-representation and ULT-representation are defined as follows.

Definition 4.1. (cf. [3, 19]) (a) P-representation is a linear complementarity repre-

sentation whose coefficient D in (2.4) is a P-matrix. The family of LCCs having a P-

representation is called Class P, and denoted by P.

(b) ULT-representation is a linear complementarity representation whose coefficient D in

(2.4) is a ULT-matrix. The family of LCCs having a ULT-representation is called Class

ULT, and denoted by ULT. See Definition A.7 in Appendix A.2 for the definition of
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P-matrix and ULT-matrix.

Since P and ULT are both the classes of single-valued functions as mentioned in

Remark 4.1, it is important to clarify the relation among P, ULT, and PWL. Moreover,

since P-representation and ULT-representation have useful advantages as mentioned later,

it is also important to clarify basic properties about them.

Remark 4.1. It is clear by the definitions of P-matrix and ULT-matrix that P ⊃

ULT. As mentioned in Remark 2.6 that every linear function has a representation

(A,O, g;0, 1, 0). This is a ULT-representation. Thus, every linear function belongs to

both P and ULT. Though an LCC is, in general, a multi-valued function, Proposition

A.1 in Appendix A.2 guarantees that every LCC in P becomes a single-valued function.

The next theorem states that every LCC in P is, in fact, piecewise linear function.

Theorem 4.1. (See [3, 19]) Classes P and ULT are both contained in the family of all

piecewise linear functions, that is, ULT ⊂ P ⊂ PWL.

Lastly, we summarize the advantages of P-representation and ULT-representation.

The advantages of P-representation

(i) It is a single-valued function. Thus theoretical treatment is simple.

(ii) There are many research findings of P-matrices (See e.g., [9, 25]). Thus we expect

that the results of P-matrices can bring many advantages to the research field of piecewise

linear functions through the LCC.

The advantages of ULT-representation

(i) It is a special type of P-representation. Therefore, it has all the advantages of P-

representation.

(ii) The structure of representation is very simple. Especially, by using the back substitu-

tion method, which is one of the solution method of the LCP, complementarity vector can

be deleted from the representation at a polynomial step. In other words, we can easily

transform every ULT-representation to an explicit representation. See [25] for the back

substitution method.

4.2 Operations on ULT

In this section, we provide important tools used in the rest of this thesis. The following

theorem shows that ULT is closed under the operations of max and min compositions,
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direct sum, composition, and linear combination.

Lemma 4.1. Let D ∈ Rk×k and D′ ∈ Rk′×k′ be ULT-matrices. Then so is the matrix of

the form: (
D O
∗ D′

)
.

Proof. It is clear by the definition of ULT-matrix.

Theorem 4.2. [32] The following four statements are true.

(i) If a function f : Rn → R has a ULT-representation, say (A,B, g;C,D, h), and a

function f ′ : Rn → R has a ULT-representation, say (A′, B′, g′;C ′, D′, h′), then their max

f ∨ f ′ and min f ∧ f ′ have the ULT-representations:

f ∨ f ′ :

A′,
(
O B′ 1

)
, g′;

 C
C ′

A′ −A

 ,

 D O 0
O D′ 0
−B B′ 1

 ,

 h
h′

g′ − g

 ,

f ∧ f ′ :

A,
(
B O −1

)
, g;

 C
C ′

A′ −A

 ,

 D O 0
O D′ 0
−B B′ 1

 ,

 h
h′

g′ − g

 .

(ii) If a function f : Rn → Rm has a ULT-representation, say (A,B, g;C,D,h), and a

function f ′ : Rn → Rm′
has a ULT-representation, say (A′, B′, g′;C ′, D′,h′), then their

direct sum f ′′ = f ⊕ f ′ : Rn → Rm+m′
has the ULT-representation:((

A
A′

)
,

(
B O
O B′

)
,

(
g
g′

)
;

(
C
C ′

)
,

(
D O
O D′

)
,

(
h
h′

))
.

(iii) If a function f : Rn → Rm has a ULT-representation, say (A,B, g;C,D,h), and a

function f ′ : Rm → Rm′
has a ULT-representation, say (A′, B′, g′;C ′, D′,h′), then their

composition f ′′ = f ′ ◦ f : Rn → Rm′
has the ULT-representation:(

A′A,
(
A′B B′) , A′g + g′;

(
C

C ′A

)
,

(
D O
C ′B D′

)
,

(
h

C ′g + h′

))
.

(iv) If a function f : Rn → Rm has a ULT-representation, say (A,B, g;C,D,h), and a

function f ′ : Rn → Rm has a ULT-representation, say (A′, B′, g′;C ′, D′,h′), then their

linear combination λf + νf ′ : Rn → Rm, where λ, ν ∈ R, has the ULT-representation:(
λA+ νA′,

(
λB νB′) , λg + νg′;

(
C
C ′

)
,

(
D O
O D′

)
,

(
h
h′

))
.

Proof. See Appendix B.3.

Remark 4.2. In the proof of the relation PWL ⊂ ULT, we take advantage of these

closedness. Moreover, in Theorem 4.2 and its proofs, the term “ULT” can be replaced by

“P”. Thus it turns out that these operations and the closedness are valid for Class P.
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The following corollary is easily shown by induction on the number of operators.

Corollary 4.1. Let f1, f2, . . . , fl be correspondences from Rn to R. If each of them has

ULT-representation, then we obtain the following:

(i) f1 ∨ f2 ∨ · · · ∨ fl : Rn → R has ULT-representation;

(ii) f1 ∧ f2 ∧ · · · ∧ fl : Rn → R has ULT-representation.

If correspondence fk : Rn → Rmk , for all k ∈ [l], has ULT-representation. Then

(iii) f1 ⊕ f2 ⊕ · · · ⊕ fl : Rn → Rm1+m2+···+ml has ULT-representation.

Moreover, if m1 = m2 = · · · = ml = m, then the following is also true:

(iv) λ1f1+λ2f2+ · · ·+λlfl : Rn → Rm has ULT-representation, where λ1, λ2, . . . , λl ∈ R.

Let each of correspondences f1 : Rn → Rm1 , . . . , fl : Rml−1 → Rm have ULT-

representation. Then

(v) fl ◦ · · · ◦ f2 ◦ f1 : Rn → Rm has ULT-representation.

4.3 Coincidence of P, ULT, and PWL

Theorem 4.3. [32] Every piecewise linear function belongs to Class ULT, that is, PWL ⊂

ULT.

Proof. Let f = (f1, f2, . . . , fm) : Rn → Rm ∈ PWL. By Theorem 2.5, it can be expressed

as

fk(x) =
∨
j∈J

∧
i∈Sk

j

g
(i)
k (x) (for any x ∈ Rn, 1 ≤ k ≤ m),

where {g(i)k }i∈[l] is the set of distinct segments of fk and {Sk
j }j∈J,k∈[l] is a family of subsets

of [l]. Now g
(i)
k is a linear function for any i. Therefore

∧
i∈Sk

j
g
(i)
k has ULT-representation

by Corollary 4.1(ii); furthermore, so does
∨

j∈J
∧

i∈Sk
j
g
(i)
k by Corollary 4.1(i). That is, fk

has ULT-representation. The assertion is valid for all k. Thus Corollary 4.1(iii) implies

that f = (f1, f2, . . . , fm) has ULT-representation.

By Theorem 4.1 and Theorem 4.3, we have the following.

Corollary 4.2. The family of all piecewise linear functions coinsides with Classes P and

ULT, that is, P = ULT = PWL.

Remark 4.3. The proof for Theorem 4.3 gives the method of transforming a max-min

polynomial to a ULT-representation. On the one hand, Ovchinnikov has given the method
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of constructing a max-min polynomial of piecewise linear function represented in a listed

expression (See [28]). Thus, we can transform every piecewise linear function represented

in a listed expression to a ULT-representation.

4.4 Construction of ULT-representation

In this section, we demonstrate the method of constructing a ULT-representation for a

given piecewise linear function. The procedure consists of the following two steps: The

first step is the procedure of determining a max-min polynomial by means of Ovchinnikov’s

method as explained in Appendix D. The second step is the procedure of transforming

a max-min polynomial into a ULT-representation. The second step is directly obtained

from the procedure of the proof of Theorem 4.3.

Example 4.1. Consider the piecewise linear function f : R2 → R defined as follows (see

also Figure 4.1):

f(x, y) =


g1(x, y) x, y ≥ 0

g2(x, y) x ≤ 0, 0 ≤ y

g3(x, y) y ≤ 0, 2x ≤ y

g4(x, y) y ≤ 0, y ≤ 2x,

where g1(x, y) = x − y, g2(x, y) = −x − y, g3(x, y) = −x + y, and g4(x, y) = x. First of

all, we determine the max-min polynomial of f . By the same procedure as in Example

D.1 of Appendix D, a max-min polynomial of f is obtained as follows:

f = (g1 ∧ g4) ∨ (g2 ∧ g3). (4.1)

Secondary, we transform the right hand side of (4.1) to a ULT-representation. By Theorem

4.2.(ii), a ULT-representation of g1 ∧ g4 will be obtained as follows:((
1 −1

)
,−1, 0;

(
0 1

)
, 1, 0

)
.

Similarly, a ULT-representation of g2 ∧ g3 will be obtained as follows:((
−1 −1

)
,−1, 0;

(
0 2

)
, 1, 0

)
.

Thus, by Theorem 4.2.(i), we have a ULT-representation of the right hand side of (4.1)

as follows: (
−1 −1

)
,
(
0 −1 1

)
, 0;

 0 1
0 2
−2 0

 ,

1 0 0
0 1 0
1 −1 1

 ,

0
0
0

 .
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Figure 4.1: Two-variable piecewise linear function

Remark 4.4. Note, at Example 4.1, that, since u2(x, y) = 2u1(x, y) holds for all (x, y) ∈

R2, we can omit the variable u2 from the representation. Thus, in this case, the above

ULT-representation is reduced to the following ULT-representation with lower dimen-

sional complementarity vectors. This fact motivates us to consider the minimization

problem of the linear complementarity representation. The problem will be discussed in

the next chapter.((
−1 −1

)
,
(
−2 1

)
, 0;

(
0 1
−2 0

)
,

(
1 0
−1 1

)
,

(
0
0

))
.

4.5 Transforming a representation: from P to ULT

In this subsection, we show that every P-representation can be transformed to a ULT-

representation, and explain the transformation method from P-representation to ULT-

representation. The result of this section is an another application of the result of Section

4.2. Although this transformation gives a solution method of the LCP with P-matrix, it is

not suitable as a solution method in view of efficiency. The significance of this method does

not lie on giving a solution method of the LCP with P-matrix, but obtaining a method of

transforming an implicit representation to an explicit representation in algorithmic way.

We often need an explicit representation rather than an implicit representation, when we

calculate a function value. Notice this transformability was mentioned in [20] without

proof for a general case, and it was only demonstrated in a case of two-dimensional

complementarity vectors. Unless otherwise noted, we assume that k is a positive integer
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and D ∈ Rk×k is a P-matrix. Firstly, we define the notion of “reduced” LCP.

Definition 4.2. For a given LCP (D, q), let us define the reduced LCP (D−p, q−p) with

respect to an index p ∈ [k] as follows:

j−p = D−pu−p + q−p, (4.2)

u−p, j−p ≥ 0, ⟨u−p, j−p⟩ = 0, (4.3)

where D−p = (dij)i,j ̸=p ∈ Rk−1×k−1 for D = (dij)i,j∈[k] and v−p = (v1, . . . , vp−1, vp+1, . . . ,

vk) ∈ Rk−1 for v = (v1, v2, . . . , vk). Clearly, D−p is a P-matrix. Notice that this reduction

can proceed until the dimension of the LCP is one.

The next lemma shows a relation between the solution to (D, q) and the solution to

(D−p, q−p). According to Lemma 4.2, the solution to (D, q) can be obtained from the

solution to (D−p, q−p) through the relation (4.6). On the basis of this relation, we can

obtain a solution algorithm for the LCP with P-matrix.

Lemma 4.2. [3] Let j ∈ Rk be the unique solution to (D, q) and let û−p ∈ Rk−1 be the

unique solution to (D−p, q−p) with respect to an index p. Then the p-th component jp ∈ R

of j is the unique solution to the following LCP:

jp = dppup + qp +
∑
i ̸=p

dpiûi, (4.4)

up, jp ≥ 0, up · jp = 0. (4.5)

Namely, the following relation holds:

jp =

qp +
∑
i̸=p

dpiûi

+

. (4.6)

Secondly, the notion of the “derived” LCP is introdueced.

Definition 4.3. Let C ∈ Rk×n, D ∈ Rk×k, and h ∈ Rk. For each x ∈ Rn, we define the

LCP (D, q(x)), where q(x) = Cx+ h. We call this the derived LCP from (C,D,h).

Since D is a P-matrix, the solution (u(x), j(x)) to (D, q(x)) is uniquely determined

for each x ∈ Rn. In this case, the correspondences x 7→ u(x) and x 7→ j(x) are single-

valued functions. The next lemma shows that u(x) and j(x) have ULT-representation

and hence that they are in fact piecewise linear functions by Theorem 4.1.

27



Lemma 4.3. Let C ∈ Rk×n, h ∈ Rk and let q(x) = Cx + h (x ∈ Rn). Then the

correspondences x 7→ u(x) and x 7→ j(x), where (u(x), j(x)) is the solution to (D, q(x)),

have ULT-representation.

Proof. By induction on the order k of D. By Theorem 4.2.(ii), it suffices to show that

each component of u(x) and j(x) has a ULT-representation. For k = 1 (i.e., for some

c ∈ Rn and h ∈ R, we have q(x) = cTx + h, and D is a positive number d), by Remark

A.4 of Appendix, we have the following:

u(x) =

(
−q(x)

d

)+

, j(x) = q(x)+,

where (u(x), j(x)) is the solutions to the LCP (d, q(x)). Since they are maximums of

linear functions, they have ULT-representations by Theorem 4.2.(i) and Remark 4.1. Now

suppose that for k − 1, the assertion holds. By Lemma 4.2, each jp(x) (p ∈ [k]) can be

obtained from the solution û−p(x) to the reduced LCP (D−p, q−p(x)) as follows:

jp(x) =

qp(x) +
∑
i̸=p

dpiûi(x)

+

.

By the induction assumption, each ûi(x) has a ULT-representation. Thus by Theorem 4.2

(i) and (iv), so dose jp(x). The proof for u(x) can be obtained from the above argument

applied to the LCP (D−1,−D−1q(x)) (see Remark A.3 of Appendix A.2).

By Lemma 4.3, we have the following.

Theorem 4.4. [32] Every P-representation can be transformed to a ULT-representation.

Proof. Let (A,B, g;C,D,h) be a P-representation. By Lemma 4.3, the complementarity

vector in this representation has a ULT-representation, say (A′, B′, g′;C ′, D′,h′). Then,

we can easily show that the original LCC has the ULT-representation (A+BA′, BB′, Bg′+

g;C ′, D′,h′).

Finally, we describe a transformation method of finding a ULT-representation for a

given P-representation (Remark 4.5), and demonstrate the transformation (Example 4.2).

Remark 4.5. To summarize the proofs of Lemma 4.3 and Theorem 4.4, we obtain a

transformation method from P-representation to ULT-representation. We will explain

only the process of finding a ULT-representation of the complementarity vector:
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(a) In the case of k = 1. Since u(x) can be obtained from the following form

u(x) = 0 ∨
(
− 1

D
(Cx+ h)

)
.

Then u(x) has a ULT-representation (0,1,0;C/D, 1, h/D).

(b) In the case of k ≥ 2. Repeat the reduction process from D to D−p until the dimension

of the LCP (D−p, q−p(x)) is one.

(c) Find ULT-representations of all the solutions to the one-dimensional reduced LCP by

(a).

(d) Begin with the ULT-representations of one-dimensional LCP, find ULT-representations

of all the solution to the reduced LCP in a recursive way. The procedure is as follows:

1. Let (E, r(x)) be an l-dimensional reduced LCP, and let (u(x), j(x)) be the solu-

tion to it. Moreover, for p ∈ [l], let û−p(x) be the solution to the reduced LCP

(E−p, r−p(x)). Suppose that û−p(x) is represented in a ULT-representation.

2. Calculate a ULT-representation of the formula rp(x) +
∑

i̸=p epiûi(x) by Theorem

4.2 (iv).

3. Calculate a ULT-representation of jp(x) by Theorem 4.2 (i) through (4.6).

4. Calculate a ULT-representation of j(x) through the relation j(x) = (j1 × j2 ×

· · · jl)(x).

5. Calculate a ULT-representation of u(x) through the relation u(x) = E−1(j(x) −

r(x)).

Example 4.2. Consider the following derived LCP with a P-matrix:

j =

(
3 6 3
4 2 2

)
x+

(
3 1
5 2

)
u+

(
3
0

)
.

Firstly, we calculate ULT-representations of the solution to two reduced LCPs:

ĵ1 =
(
3 6 3

)
x+ 3û1 + 3,

ĵ2 =
(
4 2 2

)
x+ 2û2.

By (a) of Remark 4, û1(x) and û2(x) have ULT-representations respectively:

(0, 1, 0;
(
1 2 1

)
, 1, 1) and (0, 1, 0;

(
2 1 1

)
, 1, 0).
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Then, by Theorem 4.2 (iv),
(
3 6 3

)
x+ û2 + 3 has the ULT-representation

((
3 6 3

)
, 1, 3;

(
2 1 1

)
, 1, 0

)
,

and
(
4 2 2

)
x+ 5û1 has the ULT-representation

((
4 2 2

)
, 5, 0;

(
1 2 1

)
, 1, 1

)
.

Thus, ULT-representations of j1(x) and j2(x) are obtained by Theorem 4.2 (i) through

(4.6) as follows:((
0 0 0

)
,
(
0 1

)
, 0;

(
2 1 1
−3 −6 −3

)
,

(
1 0
−1 1

)
,

(
0
−3

))
,((

0 0 0
)
,
(
0 1

)
, 0;

(
1 2 1
−4 −2 −2

)
,

(
1 0
−5 1

)
,

(
1
0

))
.

Finally, by Theorem 4.2 (ii), we obtain a ULT-representation of j(x) as(
0 0 0
0 0 0

)
,

(
0 1 0 0
0 0 0 1

)
,

(
0
0

)
;


2 1 1
−3 −6 −3
1 2 1
−4 −2 −2

 ,


1 0 0 0
−1 1 0 0
0 0 1 0
0 0 −5 1

 ,


0
−3
1
0


 ,

and hence the ULT-representation of u(x) is obtained from u(x) = D−1(j(x)− q(x)) as
follows:(

−2 −10 −4
3 24 9

)
,

(
0 2 0 −1
0 −5 0 3

)
,

(
−6
15

)
;


2 1 1
−3 −6 −3
1 2 1
−4 −2 −2

 ,


1 0 0 0
−1 1 0 0
0 0 1 0
0 0 −5 1

 ,


0
−3
1
0


 .

4.6 Summary

In this chapter, we mentioned our research findings on the fundamental properties of the

P-representation and the ULT-representation. In this research, we showed that Class

ULT is closed under the operation of max and min composition, direct sum, composi-

tion, and linear combination. This result provides us numerous remarkable advantages

in the transformation of representations, as well as the operation method among rep-

resentations. As an application of this result, we proved that piecewise linear function

can be characterized by the P-representation and the ULT-representation, and provided

a method of constructing a ULT-representation. As an another application, we obtained

the method of transforming a P-representation to a ULT-representation. The problem

is that the obtained ULT-representation would, in generally, involve some redundancies.
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Namely, we can eliminate some components from the complementarity vectors as demon-

strated in Remark 4.4 of Section 4.4. In Chapter 5, we will discuss this reducibility by

formulating the problem of finding a minimum dimensional representation, and describe

our investigation on this issue.
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Chapter 5

Minimization of the linear
complementarity representation

In Section 4.4, we demonstrated the reducibility of the dimension of the complementar-

ity vectors. In this chapter, we discuss the problem of finding a minimum dimensional

representation, and explain our research findings on this issue. The problem formulation

is described in Section 5.1. A general consideration on the minimization is discussed in

Section 5.2. Since the general consideration would involve numerous difficulties, we re-

strict our attantion to the ULT-representation for the simplicity of our augument on this

issue. The key to our approach is that the minimum dimensionality can be characterized

by the redundancies of the complementarity vectors. In this investigation, we survey

the relation between the minimality and the redundancies. We also describe the relation

among the redundancies, and introduce a concept concerning to a redundancy, called the

ULT-reducibility. In Section 5.3, we survey a geometric structure of the complementarity

vectors. The survey plays an important rule in the investigation of Section 5.4. In Sec-

tion 5.4, we discuss the difference between the P-minimization and the ULT-minimization.

Section 5.5 is devoted to the summary of Chapter 5 and further directions of our study.

5.1 Problem formulation

We begin with some notations used in this chapter. For a positive integer k, we define

the families of triplets Ak and Ck as follows:

Ak = {(A,B, g) |A ∈ Rm×n, B ∈ Rm×k, g ∈ Rm},

Ck = {(C,D,h) |C ∈ Rk×n, D ∈ Rk×k, h ∈ Rk}.
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The family of all linear complementarity representations with k-dimensional complemen-

tarity vectors is denoted by Sk ≜ Ak×Ck. By convention, we denote by S0 = {(A, g) |A ∈

Rm×n, g ∈ Rm} the family of all representations of linear functions. Then, S ≜
∪

k≥0 Sk

expresses the family of all linear complementarity representations. Similarly, we denote by

SULT =
∪

k≥0 SkULT the family of all ULT-representations, where SkULT is the family of all

ULT-representations of the k-dimensional complementarity vectors. Note that S0ULT = S0.

Definition 5.1. Let S ∈ S be given, and let k be a nonnegative integer. We say S is

k-dimensional if S ∈ Sk, denoted by dim(S).

Let f be an LCC. Then we denote by S(f) the family of all representations that

characterize f . Similarly, we denote by SULT(f) the family of all ULT-representations of

f . The minimization problem is formulated in the following.

Definition 5.2. Let S ∈ S(f). Then S is called a minimum dimensional representation

(a minimum representation for short) of f if dim(S) ≤ dim(T ) for all T ∈ S(f).

Problem 5.1. The minimization problem with respect to f consists of the following two

requirements: For a given representation S ∈ S(f),

(a) determine whether or not S is a minimum representation of f ;

(b) find a minimum representation of f , when S is not minimum.

Similarly, we can formulate the ULT-minimization problem.

Definition 5.3. Let S ∈ SULT(f). Then S is called a minimum dimensional ULT-

representation (a minimum ULT-representation for short) of f if dim(S) ≤ dim(T ) for all

T ∈ SULT(f).

Problem 5.2. The ULT-minimization problem with respect to f consists of the following

two requirements: For a given representation S ∈ SULT(f),

(a) determine whether or not S is a minimum ULT-representation of f ;

(b) find a minimum ULT-representation of f , when S is not minimum.

Remark 5.1. In the same manner, we can formulate the P-minimization problem.

5.2 General consideration

In this section, we discuss reducibility condition to identify the minimum dimensional-

ity for a given representation. In Subsection 5.2.1, we classify the redundancies of the
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complementarity vectors to three types, and discuss about them. In Subsection 5.2.2, we

introdue the ULT-reducibility condition, and discuss about it.

5.2.1 Reducibility of the complementarity vectors

We begin with the following three examples to discuss the reducibility. Each examples

demonstrate different type of redundancies from one another.

Example 5.1. Let S1 = (A1, C1) be the ULT-representation given by the following:

A1 =
(
1 1

)
, B1 =

(
0 1 0 1

)
, g1 = 0, C1 =


−3 −6
−4 −8
4 8
6 12

, D1 =


1 0 0 0
1 1 0 0
0 0 1 0
0 0 1 1

, h1 =


0
0
0
0

 .

Then, we can easily verify that there exist the following relations among the components

of the complementarity vectors ui(x) (i = 1, 2, 3, 4):

u1(x) = 3u2(x), u3(x) = 2u4(x), u4(x) = −2x1 − 4x2 + 2u2(x).

This would imply that the valiables u1(x), u3(x), and u4(x) are omitted from S1. Indeed,

we can omit them from S1, and hence we find that S1 reduces to the following ULT-

representation S ′
1:

A′
1 =

(
−1 −3

)
, B′

1 = 3, g′1 = 0, C ′
1 =

(
1 2

)
, D′

1 = 1, h′1 = 0.

Example 5.2. Let S2 = (A2, C2) be the ULT-representation given by the following:

A2 =
(
1 1

)
, B2 =

(
0 1

)
, g2 = 0, C2 =

(
1 2
2 1

)
, D2 =

(
1 0
0 1

)
, h2 =

(
0
0

)
.

Then, in this case, there is no relation between u1(x) and u2(x) as in Example 5.1.

However, since the variable u2(x) is independently obtained from u1(x) and the variable

u1(x) is vanished from the first formula of the original representation, we can omit u1(x)

from S2. Thus S2 reduces to the following one-dimensional ULT-representation S ′
2:

A′
2 =

(
1 1

)
, B′

2 = 1, g′2 = 0, C ′
2 =

(
2 1

)
, D′

2 = 1, h′2 = 0.

Example 5.3. Let S3 = (A3, C3) ∈ SkULT be given. Suppose there exist a positive

integer k′ < k, a triplet C′
3 ∈ Ck′

ULT, and a matrix E ∈ Rk×k′ such that the solution

u(x) to the derived LCP from C3 can be expressed as u(x) = Eu′(x), where u′(x) is

the solution to the derived LCP from C′
3. Then S3 reduces to the ULT-representation

S ′
3 = (A′

3, C′
3) ∈ Sk′ULT, where A′

3 = (A3, B3E, g3) for A3 = (A3, B3, g3).
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As demonstrated above, there exist at least three types of redundancies:

(i) Dependency among the components of the complementarity vectors (Example 5.1).

(ii) The absence of the components of the complementarity vectors from the first formula

caused by some columns of B being zero (Example 5.2).

(iii) Representability of the original complementarity vectors by means of some lower-

dimensional conmplementarity vectors (Example 5.3).

Clearly, the minimum dimensionality requires the absence of redundancies of the com-

plementarity vectors. We therefore conclude that the problem of finding a minimum

dimensional representation results in the problem of eliminating redundant components

of the complementarity vectors. We conjecture that the redundancies would be covered

by the above mentioned three types. However, it has not been proven yet. So far, we

have investigated the redundancies of (i) and (iii), and found that the redundancy of

(i) is equivalent to the generalization of (iii), called the ULT-reducibility. In the next

subsection, we will explain about this investigation.

5.2.2 ULT-reducibility

Firstly, we define the ULT-reducibility that is a generalization of the redundancy (iii).

Definition 5.4. Two representations S, T ∈ S are said to be equivalent to each other,

denoted by S ∼= T , if there exists an LCC f such that S, T ∈ S(f).

Definition 5.5. Let C ∈ Ck
ULT. Then C is said to be ULT-reducible if there exist a

nonnegative integer k′ < k, and a triplet C′ ∈ Ck′
ULT such that every representation

containing C is equivarlent to a ULT-representation containing C′ [i.e., for every A ∈ Ak,

there exists A′ ∈ Ak′ such that (A, C) ∼= (A′, C′)]. If not, it is said to be ULT-irreducible.

Remark 5.2. At first glance, the ULT-reducibility is seems to depend on m (since A

involves the number m in its definition). However, this condition is, indeed, independent

from the value of m. Namely, for two different integers m1 and m2, C is ULT-reducible

with respect to m1 if and only if C is ULT-reducible with respect to m2.

C3 in Example 5.3 is ULT-reducible. Moreover, by Theorem 5.1 below, C1 in Example

5.1 is also ULT-reducible. On the other hand, C2 in Example 5.2 is ULT-irreducible.

Proposition 5.1 is an immediate concequence of Definition 5.3 and Definition 5.5. This

guarantees that the ULT-irreducibility of C is necessary for a given representation to be
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minimum dimensional. Example 5.2 is a counterexample for the sufficiency.

Proposition 5.1. If S = (A, C) ∈ SULT(f) is a minimum dimensional representation of

f , then C is ULT-irreducible.

The following Theorem 5.1 shows that the redundancy of (i) and ULT-reducibility of

C is equivalent. The condition (S) in Theorem 5.1 expresses a dependency among the

components of the complementarity vectors.

Lemma 5.1. Let (D, q(x)) be the derived LCP from (C,D,h) ∈ Ck
ULT, where D is a

P-matrix, and let u(x) be the unique solution to it. Then, each component up(x) of u(x),

where p = 1, 2, . . . , k, is a linear function of x if and only if up(x) is constant on Rn.

Proof. It is clear by the definition of the complementarity vectors.

Theorem 5.1. Let k be a positive integer. Then C ∈ Ck
ULT is ULT-reducible if and only

if the solution u(x) to the derived LCP from C satisfies the following condition:

(S) For some p = 1, 2, . . . , k, there exist {λi}i<p ⊂ R and a linear function lp : Rn → R

such that

up(x) =
∑
i<p

λiui(x) + lp(x) (∀x ∈ Rn).

Proof. Let C ∈ Ck
ULT, and let u(x) be the solution to the derived LCP from C.

Sufficiency: Suppose p = 1, then u1(x) is linear, and hence a constant a ≥ 0 by

Lemma 5.1. For C = (cT1 , . . . , c
T
k )

T , D = (di,j)1≤i,j≤k, and h = (hi)
k
i=1, define the triplet

C′ = (C ′, D′,h′) ∈ Ck′
ULT, where k′ = k − 1, C ′ = (cT2 , . . . , c

T
k )

T , D′ = (di,j)i,j ̸=1 and

h′ = (hi+1 + adi+1,1)
k′
i=1 . Then, for each triplet A ∈ Ak, we can find a triplet A′ ∈ Ak′

such that (A, C) ∼= (A′, C′). In a similar manner, we can find such C′ for p > 1. Therefore,

we conclude that C is ULT-reducible.

Necessity: Suppose C is ULT-reducible. Choose the dimension of range space as

m = k. Then there exist a number k′ < k, C′ ∈ Ck′
ULT and A′ = (A′, B′, g′) ∈ Ak′ such

that

u(x) = B′u′(x) + l(x) (∀x ∈ Rn),

where l(x) = A′x+g′, and u′(x) is the solution to the derived LCP from C′. Since k′ < k,

we have a nonzero vector λ ∈ Rk such that (B′)Tλ = 0, and hence λTu(x) = λT l(x).

This implies that u(x) satisfies the condition (S).
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5.3 Geometry of the complementarity vectors

In the preceding section, we discussed the reducibility conditions of the complementarity

vectors in order to characterize the minimality of representations. The investigation

of the preceding section has been performed in terms of purely algebraic manner. In

turn, in this section we investigate the complementarity vectors in terms of geometric

manner. The investigation utilizes the mathematical tools to survey a geometric structure

of the complementarity vectors developed in the area of LCP (see e.g., Chapter 6 in [9]

and Chapter 3 in [25]). Notice the investigation of this section is an experimental and

preliminary study for discussing the minimization problem from numerous viewpoints.

However, it is significantly advantageous us to understand the minimization problem in

intuitively. Consequently, we expect that the investigation of this section will contribute

to our future work. Throughout this section, we assume that k is a positive integer. Let

a triplet (C,D,h) ∈ Ck be given. Suppose the coefficient matrix D is a P-matrix.

Definition 5.6. For α ⊂ [k], we define the polyhedron P (α) ⊂ Rk as follows:

P (α) ≜ {x ∈ Rn |C−1(α)q(x) ≥ 0},

where C(α) ∈ Rk×k is called a complementarity matrix defined as follows [9]:

C·j(α) =

{
−D·j j ∈ α,

I·j j /∈ α,

where D·j [resp. I·j ] express the j-th column of the matrix D [resp. I]. We denote by P the

familly of all polyhedra as defined above, i.e., P ≜ {P (α) |α ⊂ [k]}. Clearly,
∪

P = Rn.

By definition, each P (α) is a convex set.

Theorem 5.2. The family P satisfies the following conditions: For P (α), P (α′) ∈ P,

(i) their intersection P (α) ∩ P (α′) is a common face of them;

(ii) if intP (α), intP (α′) ̸= ∅ and P (α) ̸= P (α′), then intP (α) ∩ intP (α′) = ∅.

Proof. See Appendix B.4.

Theorem 5.3. Let R be a finite family of polyhedra in Rn such that
∪

R = Rn. Then

for each y ∈ Rn, there exists R ∈ R such that y ∈ R and dimR = n.

Proof. See Appendix B.5.
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Since the familly P defined in Definition 5.6 satisfies the condition
∪

P = Rn, we

have the following. This claims that P0 defined in Corollary 5.1 becomes a polyhedral

partition in the sence of Definition 2.1.

Corollary 5.1. There exists a sub-family P0 of P satisfying the following:

(i)
∪

P0 = Rn,

(ii) intP ̸= ∅ for all P ∈ P0,

(iii) for each P, P ′ ∈ P0, P ̸= P ′ implies intP ∩ intP ′ = ∅.

We call P0 a derived partition from the triplet (C,D,h). Moreover, the triplet (C,D,h)

is called a k-dimensional representation of P0.

Remark 5.3. By definition of P, the number of regions in P is at most 2k, and thus

the same is true for P0. Therefore, we can say that every piecewise linear function with

l regions in its domain requires at least ⌈log2 l⌉-dimensional complementarity vectors in

order to express it as linear complementarity representation.

Example 5.4. Consider the polyhedral partition of R in which the number of separating

points is three. In this case, we can express all such partitions by two-dimensional triplet

of which the coefficient D is ULT: Let the partition P = {(−∞, c1], [c1, c2], [c2, c3], [c3,∞)}

of R be given, where c1, c2, c3 ∈ R and c1 < c2 < c3. Then, for d = (c3 − c1)/(c2 − c1), we

can verify the following two-dimensional triplet becomes a representation of P:

C =

((
1
1

)
,

(
1 0
d 1

)
,

(
−c2
−c3

))
.

Proof. Let q1(x) = x − c2 and q2(x) = x − c3. Then by definition of d, we have q3(x) ≜

dq1(x) − q2(x) = x − c1. Next we put P1 = (−∞, c1], P2 = [c1, c2], P3 = [c2, c3], and

P4 = [c3,∞). Then P1 can be expressed by means of the given triplet C as follows:

P1 = {x ∈ R | − q1(x) ≥ 0,−q3(x) ≥ 0} =

{
x ∈ R

∣∣∣∣∣
(
−1 0
−d 1

)−1(
q1(x)
q2(x)

)}
= P ({1}).

Similarly we see that P2 = P ({1, 2}), P3 = P ({2}), and P4 = P (∅). These imply that the

triplet C is a representation of the partition P.

Example 5.5. Consider the partition of R2, as in Figure 5.1, that contains three sepa-

rating hyperplanes; one of them is full line, and the others are half line. In this case, we
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Figure 5.1: A partition of R2 with three separating hyperplanes

can represent all such partition by two-dimensional triplet of which D is ULT:

C =

((
c11 c12
c21 c22

)
,

(
1 0
−λ 1

)
,

(
h1
h2

))
,

where q1(x, y) = c11x + c12y + h1, q2(x, y) = c21x + c22y + h2, and the coefficient λ will

be given so that q3(x, y) = λq1(x, y) + q2(x, y) is satisfied for all (x, y) ∈ R2.

Proof. It sufficies to show that the triplet C represent the polyhedral partition as in Figure

5.1. Since each hyperplane defined by qis meet at a common point, and the function q1

and q2 are linearly independent, there should be λ ∈ R such that q3 = λq1 + q2. Then

we can verify that each Pi is expressed by means of the triplet C. For example, P1 is

explessed as follows:

P1 = {(x, y) | q1(x, y) ≥ 0, q2(x, y) ≥ 0} =

{
(x, y)

∣∣∣∣∣
(
1 0
0 1

)−1(
q1(x, y)
q2(x, y)

)}
= P (∅).

Similarly, we have P2 = P ({2}), P3 = P ({1, 2}), and P4 = P ({1}).

Example 5.6. Consider the partition of R2, as in Figure 5.2, that contains four separating

hyperplanes; all of them are half line. In this case, we can not represent all such partition

by two-dimensional triplet of which D is ULT. However, it is possible to express this

partition by two-dimensional triplet, when D is P:

C =

((
c11 c12
c21 c22

)
,

(
1 −λ1

−λ2 1

)
,

(
h1
h2

))
,
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Figure 5.2: A partition of R2 with four separating hyperplanes

where q1(x, y) = c11x+c12y+h1, q2(x, y) = c21x+c22y+h2, and the coefficients λ1, λ2 will

be given so that 1 > λ1λ2 holds, and that q3(x, y) = q1(x, y) + λ1q2(x, y) and q4(x, y) =

λ2q1(x, y) + q2(x, y) are satisfied for all (x, y) ∈ R2.

Proof. The first assertion: Based on the discussion in Example 5.5, the partition having

a two-dimensional ULT-representation must be a type of partition of Figure 5.1, which

contains at most three separating hyperplanes. However, the type of the partition as in

this case differs from the type of Figure 5.1, that is, the partition contains four sepatating

hyperplanes. Therefore, we conclude that the partition type of this example can not be

represented in two-dimensional ULT-representation.

The second assertion: In the same way of Example 5.5, it suffices to show that the triplet

C becomes a representation of the partition as in Figure 5.2. For example, P2 is expressed

as follows:

P2 = {(x, y) | q2(x, y) ≤ 0, q3(x, y) ≥ 0} =

{
(x, y)

∣∣∣∣∣
(
1 λ1

0 −1

)−1(
q1(x, y)
q2(x, y)

)}
= P ({2}).

Similarly, we see that P1 = P (∅), P3 = P ({1, 2}), and P4 = P ({1}).

The linear components of the complementarity vectors are given by the following.

Theorem 5.4. For each α ⊂ [k], it holds that uα(x) = (C−1(α)q(x))α and uα(x) = 0

for all x ∈ P (α).

Proof. See Appendix B.6.
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Corollary 5.2. The linear component l : Rn → Rk of the complementarity vector u(x)

on each region P (α) ∈ P0 is given by the following: lα(x) = (C−1(α)q(x))α, lα(x) = 0.

5.4 Difference between the P-minimization and the ULT-
minimization

In the previous section, we have investigated a geometry of the complementarity vec-

tors, and provided a mathematical description of its feature as a piecewise linear func-

tion. In this section, we discuss a difference between the P-minimization and the ULT-

minimization by means of this tool.

By definition, the number of parameters of the ULT-representation is smaller than

the same dimensional P-representation owing to the lack of the upper triangular part of

the coefficient matrix D. By the way, the coefficient matrix D generates the combination

of hyperplanes used in the domain partition. This alludes that the number of functions

having a ULT-representation is fewer than the number of functions having a same di-

mensional P-representations. Indeed, as shown in the following examples, there exists

a function having a two-dimensional P-representation but not having two-dimensional

ULT-representation.

Consider again the function f given in Example D.1. In the same procedure as in

Example 4.1, the ULT-representation obtained from the right hand side of (D.2) is given

by the following:(
0 1

)
,
(
0 −1 1

)
, 0;

 0 1
−2 −2
−1 2

 ,

1 0 0
0 1 0
1 −1 1

 ,

0
0
0

 . (5.1)

Observation 5.1. The representation (5.1) is a minimum ULT-representation for f .

Proof. The type of polyhedral partition of f is the same as in Example 5.6. Thus, f is

not represented in two-dimensional ULT-representation.

On the one hand, f has a two-dimensional P-representation.

Observation 5.2. As we have explained in Ovservation 5.1, f has the three-dimensional

minimum ULT-representation (5.1). However, in this case, we could take further reduction

of the dimension. Namely, f has the following two-dimensional P-representation:((
1 −1

)
,
(
3 −1

)
, 0;

(
1 0
0 1

)
,

(
1 1
−1 1

)
,

(
0
0

))
. (5.2)
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Proof. It sufficies to show that the regions Pi are represented by the following triplet

C =

((
1 0
0 1

)
,

(
1 1
−1 1

)
,

(
0
0

))
,

and the linear component on each region Pi obtained from the representation (5.2) coin-

sides with gi. For example, for α = {1}, we see that

P ({1}) =
{
(x, y)

∣∣C−1({1})q(x) ≥ 0
}
=

{
(x, y)

∣∣∣∣∣
(
−1 0
1 1

)−1(
x
y

)
≥ 0

}
= P4.

Moreover, on P ({1}) it holds that

C−1({1})q(x) =
(

−x
x+ y

)
,

thus we have u(x) = (−x, 0)T on P ({1}). Hence

(
1 −1

)
x+

(
3 −1

)
u(x) + 0 = x− y + 3u1(x) = −2x− y = g4(x, y).

Similarly, we see that P (∅) = P1, P ({2}) = P2, and P ({1, 2}) = P3, and on each Pi the

linear component coinsides with gi.

From the above observation, we conclude that the P-minimization problem essentially

differ from the ULT-minimization problem. In addition, it is clear that this difference

concerns to the difference of structure of domain partition by comparing Example 5.5 and

Example 5.6. This fact leads us to the following questions. They are future works:

(i) What condition allow us to reduce a given ULT-minimum representation to a P-

minimum representation?

In connection with this,

(ii) can we see that transformability from the structure of the domain partition?

Moreover,

(iii) in order to study the P-minimization problem, can we use the same analysis technique

discussed in Section 5.2?

5.5 Summary

In this chapter, we formulated the minimization problem of the linear complementar-

ity representation, and described our study on the minimization problem. The current

research findings in our study on this issue are as follows:
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(i) We investigated the redundancies of the complementarity vectors in order to char-

acterize the minimum dimensionality, and classified the redundancies of the complemen-

tarity vectors. In this investigation, we provided a concept of redundancies, the ULT-

reducibility, and proved that the ULT-reducibility is equivalent to a kind of dependency

among the components of the complementarity vectors (Theorem 5.1). It is a future work

to clarify the relation between the ULT-minimum dimensionality and the redundancies

introduced in Subsection 5.2.1.

(ii) We clarified a geometrical structure of the complementarity vectors, and provided a

mathematical description of the vectors as a piecewise linear function, that is, a polyhe-

dral partition and the linear components. The tool obtained in this investigation plays

exceedingly an important role in the investigation of the geometrical structure of the

complementarity vectors. To obtain further application of this tool is a future work.

(iii) We confirmed that the ULT-minimization problem essentially differ from the P-

minimization problem through simple observations: Even though an obtained ULT-

representation is minimum dimensional, there exists a case that we could find a lower-

dimensional P-representation (Observation 5.2). Moreover, in connection with this fact,

we presented new direction of our study.
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Chapter 6

Conclusion

This thesis described our current research findings of fundamental properties of represen-

tations for piecewise linear functions.

First interest concerning to the representations is to clarify the relationships among

representations. To this point, many researchers have already done on its own research

on the relationships among several representations. In our study, we investigated the

relationships among the three types of representations, Chua canonical form, the linear

complementarity representation, and the max-min polynomial, and the Choquet integral

as a piecewise linear function.

Second interest is the fundamental properties of representations. In spite of its high

versatility, the study on the fundamental properties of the linear complementarity repre-

sentation has not been performed enough. Motivated by this fact, we have investigated

its fundamental properties. As a result of this, we found that two special types of this rep-

resentation, called the P-representation and the ULT-representation, individually charac-

terizes any piecewise linear functions. Moreover, we provided operation formulas between

two ULT-representations, and yielded a construction method of a ULT-representation for

a given piecewise linear function. Furthermore, we obtained a transformation method of

each P-representation to a ULT-representation by means of the same formulas.

By the way, the linear complementarity representation, in generally, involves some re-

dundancies. Motivated by this fact, we formulated the minimization problem on the linear

complementarity representation, and investigated on this issue, under the restriction of

our attention to the ULT-representation. In our study, we have investigated this problem

from algebraic and geometric points of views. In algebraic aspect, based on the principle

that the redundancies of representation are characterized by the redundancies of the com-
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plementarity vectors, we classified the redundancies of the complementarity vectors, and

discussed about them. As a result of this, we introduced a concept of redundancies, called

the ULT-reducibility, and found that this property is equivalent to a kind of dependency

among the components of the complementarity vectors. On the one hand, in geomet-

ric aspect, we provided a mathematical description of the complementarity vectors as a

piecewise linear function, and found that the P-minimization problem differs essentially

from the ULT-minimization problems by means of this tool. The tool obtained in this

investigation is significantly advantageous us to understand the minimization problem in

intuitively, and therefore we expect that this tool plays an important rule in our future

work. Furthemore, as a future work, we will investigate the minimization problem under

a given approximation accuracy, from the practical point of view.
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Appendix A

Fundamentals

A.1 Convex analysis essence

Definition A.1. [30, 36] Let C ⊂ Rn be given. Then C is called a convex set if for any

x,y ∈ C and any λ ∈ (0, 1), we have λx+ (1− λ)y ∈ C.

Definition A.2. [30, 36] Let P be a convex set in Rn. Then an inequality ⟨a,x⟩ ≤ b,

where a ∈ Rn and b ∈ R, is said to be valid for P if ⟨a,x⟩ ≤ b holds for all x ∈ P .

Let P be a convex polyhedron in Rn, and let F ⊂ P be given.

Definition A.3. [30, 36] F is called a face of P if there exists a valid inequality ⟨a,x⟩ ≤ b

for P such that F = P ∩ {x | ⟨a,x⟩ = b}. P is itself a face of P . A face F ⊂ P is said to

be proper if F ̸= P .

For a hyperplane H = {x | ⟨a,x⟩ = b}, where a ∈ Rn \ {0} and b ∈ R, the two

subsets of Rn defined by H+ = {x | ⟨a,x⟩ ≤ b} and H− = {x | ⟨a,x⟩ ≥ b} are called the

half-spaces.

Definition A.4. [30, 36] Let C ⊂ Rn be a nonempty convex set, and let H ⊂ Rn be a

hyperplane.

(i) H is called a supporting hyperplane of C if C ⊂ H+ (or C ⊂ H−) and C ∩H ̸= ∅ hold.

(ii) A supporting hyperplane H of C is said to be nontrivial if C ̸⊂ H holds.

Theorem A.1. [30, 36] Let C ⊂ Rn be a nonempty convex set, and let D ⊂ C be a

nonempty convex subset. Then there exists a nontrivial supporting hyperplane H ⊂ Rn of

C containing D if and only if D contains no relative interior point of C.

Remark A.1. See e.g., [35] for the definition of relative interior.
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Theorem A.2. Let P be a nonempty convex polyhedron, and let ∅ ̸= F ⊂ P be given.

Then F is a proper face of P if and only if F contains no relative interior point of P .

Proof. By Theorem A.1, it sufficies to show that the properness of F is equivalent to

the existence of nontrivial supporting hyperplane for P containing F . Let F = P ∩ H,

where H = {x ∈ Rn | ⟨a,x⟩ = b} is a hyperplane, and ⟨a,x⟩ ≤ b is valid for P . Since

F is nonempty, H becomes a supporting hyperplane of P . If F is proper, there exists

a point x ∈ P not contained in F . This point is also not contained in H. Thus H is

non-trivial. Conversely, if H is non-trivial, there exists a point x ∈ P not contained in H.

By definition of H, F does not contain x, namely, F ̸= P . Therefore, F is proper.

Definition A.5. [36] F is called an extreme subset of P if for any x,y ∈ P , (x,y)∩F ̸= ∅

implies x,y ∈ F , where (x,y) ≜ {λx+ (1− λ)y |λ ∈ (0, 1)}.

Theorem A.3. [36] F is a face of P if and only if F is an extreme subset of P .

A.2 The linear complementarity problem

Let k be a positive integer.

Definition A.6. ([9]) Given a matrix D ∈ Rk×k and a vector q ∈ Rk, a linear comple-

mentarity problem, LCP for short, is to find a pair of vectors u, j ∈ Rk such that

j = Du+ q, (A.1)

u, j ≥ 0, ⟨u, j⟩ = 0 (A.2)

or to show that no such pair exists. We denote the above problem by the pair (D, q). A

pair (u, j) satisfying (A.2) is said to be complementary, and the one satisfying (A.1) and

(A.2) is called a solution to the LCP (D, q).

Next, we will introduce two kinds of matrices in relation with a representation of

piecewise linear function.

Definition A.7. (i) ([9]) P-matrix is a square matrix whose principal minors are all

positive.

(ii) ([19]) Unit lower triangular matrix, ULT-matrix for short, is a lower triangular matrix

whose diagonal elements are all one’s.
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Remark A.2. A principal minor is the determinant of a principal sub-matrix of D, and a

principal sub-matrix is formed by deleting exactly the same members of rows and columns

from the original matrix. It is easy to see that every ULT-matrix is a P-matrix.

In general, the LCP does not necessarily have a solution. Even if it has a solution,

generally it is not necessarily unique. However, Proposition A.1 below claims that a

P-matrix guarantees the uniqueness of solution.

Proposition A.1. [9] A matrix D ∈ Rk×k is a P-matrix if and only if the LCP (D, q)

has a unique solution for every q ∈ Rk.

By Proposition A.1, if D is a P-matrix, then the pair of vectors u and j satisfying

(A.1) and (A.2) is uniquely determined. In such a case, we often refer to u (or j) as “the

unique solution to (D, q)”, without confusion.

Remark A.3. When the matrix D is nonsingular, we can define the LCP (D−1,−D−1q)

for each q ∈ Rk. Then (u, j) is a solution to (D, q) if and only if (j,u) is a solution

to (D−1,−D−1q). Moreover, by Proposition A.1, if D is a P-matrix, then the unique

solution to (D, q) is also the unique solution to (D−1,−D−1q). Thus, we obtain the

following proposition.

Proposition A.2. The inverse of a P-matrix is also a P-matrix.

Remark A.4. For a one-dimensional LCP (d, q) (i.e., d is a positive number), we can

easily obtain the solution as follows:

u =
(
−q

d

)+
, j = q+.

A.3 Complementarity cone

Let k be a positive integer. For a matrix A ∈ Rk×l, and α ⊂ [l], we write by Aα a

submatrix of A consisting of the columns of A indexed by α.

Definition A.8. [30, 36] Let C ⊂ Rk be given. Then C is called a cone if for any x ∈ C

and for any t ≥ 0, we have tx ∈ C. A cone which is a convex polyhedron is called a

convex polyhedral cone.

Definition A.9. [9] For a matrix A ∈ Rk×l, the cone defined by posA = {At | t ∈ Rl, t ≥

0} is called a finitely generated cone.
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Remark A.5. [9] Every finitely generated cone becomes a convex polyhedral cone.

Let D ∈ Rk×k be given.

Definition A.10. [9] For a complementarity matrix C(α) ∈ Rk×k of D, where α ⊂ [k],

the cone posC(α) is called a complementarity cone of D.

Lemma A.1. If D is a P-matrix, then for any α, α′ ⊂ [k], it holds that posC(α) ∩

posC(α′) = posC(α)α△α′ .

Proof. Let F ≜ posC(α) ∩ posC(α′) be defined.

In the case of α△α′ = ∅: We show F = {0}. By contradiction. Suppose there exists

a non zero vector q ∈ F . By definition of F , there exist non zero vectors µ,ν ∈ Rk such

that µ,ν ≥ 0 and q = C(α)µ = C(α′)ν. Then we have(
0α
µα

)
= D

(
µα

0α

)
+ q,

(
0α′

να′

)
= D

(
να′

0α′

)
+ q. (A.3)

Now, α△α′ = ∅ implies α∩α′ = ∅ and α∪α′ = [k], we have α = α′ and α′ = α. Moreover,

since D is a P-matrix, the solution to the LCP (D, q) is unique. Thus we obtain that

µα = 0α′ , µα = 0α′ , να′ = 0α, and να′ = 0α, namely, µ = ν = 0. This is a contradiction.

In the case of α△α′ ̸= ∅: We may assume that α△α′ ̸= ∅ (If α△α′ = ∅, we have α = α′

and α△α′ = [k]. In this case, the objective equation is clear). It is clear the set inclusion

posCα△α′(α) ⊂ F . Then we show the inverse inclusion. Let q ∈ F be given. By definition

of F , there exist vectors µ,ν ∈ Rk such that µ,ν ≥ 0 and q = C(α)µ = C(α′)ν. Then

we have (
0α
µα

)
= D

(
µα

0α

)
+ q,

(
0α′

να′

)
= D

(
να′

0α′

)
+ q. (A.4)

Since D is a P-matrix, the solution to the LCP (D, q) is unique. Thus we obtain that

µα△α′ = να△α′ = 0. Therefore q ∈ posCα△α′(α) holds.

Lemma A.2. If D is a P-matrix, then for any α, α′ ⊂ [k] and µ,ν ∈ Rk satisfying µ ≥ 0

and ν ≥ 0, C(α)µ = C(α′)ν implies µ = ν, especially µα△α′ = να△α′ = 0.

Proof. Let α, α′ ⊂ [k] and µ,ν ∈ Rk satisfying µ ≥ 0 and ν ≥ 0 be given. Suppose

C(α)µ = C(α′)ν holds. Then by Lemma A.1, it holds that C(α)µ, C(α′)ν ∈ posC(α) ∩

posC(α′) = posC(α)α△α′ . Since the columns of C(α) are linearly independent, we have

µα△α′ = 0. Similarly we have να△α′ = 0. Thus we obtain the following equation:

C(α)α△α′(µα△α′ − να△α′) = 0.
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Since the columns of C(α)α△α′ are linearly independent, this implies that µα△α′−να△α′ =

0, and hence that µα△α′ = να△α′ . Consequently we obtain µ = ν.

A.4 Nowhere density in Rn

Definition A.11. [35] A set A ⊂ Rn is said to be nowhere dense if int clA = ∅.

Lemma A.3. When two sets A,B ⊂ Rn are nowhere dense, so is A ∪B.

Proof. Supporse int clA = ∅ and int clB = ∅. We show that int cl (A ∪ B) = ∅ holds.

By contradiction. We may assume that int cl (A ∪ B) ̸= ∅, then there exists a nonempty

open subset G of int cl (A ∪ B). By definition of the topological interior, it holds that

G ⊂ cl (A∪B) = clA∪clB. Thus we have G\clB ⊂ clA\clB ⊂ clA. Since int clA = ∅,

G \ clB = ∅ holds. Thus, we obtaine G ⊂ clB, and hence int clB ̸= ∅. Similarly, we have

int clA ̸= ∅. These are contradictions.

Lemma A.4. There exists an infinite sequence {el}∞l=1 in Rn satisfying the following:

(i) For all positive integer l ≥ 1, ∥el∥ ≤ 1

l
, where || · || denotes a norm on Rn.

(ii) Arbitrary n elements of {el}∞l=1 are linearly independent.

Proof. By induction on l. Notice that Rn contains an n elements sequence which is

linearly independent. Moreover, we may assume that this sequence satisfies the condition

(i) by taking appropriate scaling. Suppose, for l, we obtain a sequence {ei}li=1 satisfying

(i) and (ii). Define the finite family of (n− 1)-dimensional linear subspaces generated by

{ei}li=1 as follows:

H =
{
lin {eij}n−1

j=1

∣∣∣ eij ∈ {ei}li=1, i1 < i2 < · · · < in−1

}
,

where lin {eij}n−1
j=1 denotes the smallest linear subspace in Rn containing {eij}n−1

j=1 . Since

each linear subspace in H is nowhere dense, so is
∪

H by Lemma A.3, that is, int cl
∪

H =

∅. Thus we can obtain a vector el+1 ∈ S 1
l+1

(0) \
∪

H. In this time, we can easily verify

that the sequence {ei}l+1
i=1 satisfies (i) and (ii).
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Appendix B

Proofs

B.1 Proof of Theorem 2.1

Definition 2.2 implies Definition 2.5 Let f : Rn → Rm be a piecewise linear func-

tion, and let R be a polyhedral partition of Rn such that f is linear on each region

R ∈ R. Then, since each region is a polyhedron, there exists a finite collection of hy-

perplanes {(αi;βi)}li=1 such that each region R ∈ R is specified by some elements of

{(αi;βi)}li=1. Moreover, we can choose the above collection so that each hyperplane does

not agree with one another (i.e., {(αi;βi)}li=1 satisfies the condition (lp) of Definition

2.3). In that situation, we can easily show that the family of regions R′generated by

{(αi;βi)}li=1 satisfies the following conditions (the conditions imply that f is piecewise

linear in the sence of Definition 2.5):

(i) For each R′ ∈ R′, there exists R ∈ R such that R′ ⊂ R,

(ii) f is linear on each R′ ∈ R′: This follows from (i) and the linearlity of f on each

R ∈ R.

Definition 2.5 implies Definition 2.2 Let f : Rn → Rm be a piecewise linear func-

tion, and let {(αi;βi)}li=1 be a linear partition of Rn satisfying the condition (pwl) of

Definition 2.5. Then, in this situation, we can show that the family of regions R gener-

ated by {(αi;βi)}li=1 is a polyhedral partition in the sence of Definition 2.1 (This implies

that f is piecewise linear in the sence of Definition 2.2):

Condition (i): It saffices to show the existens of RI ∈ R satisfying x ∈ RI to each x ∈ Rn.

Let x ∈ Rn be given, and let I = {i ∈ [l] | ⟨αi,x⟩ ≥ βi}. Since {(αi;βi)}li=1 satisfies the
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condition (lp) of Definition 2.3, the dimension of polyhedron defined by

R = {x ∈ Rn | ⟨αi,x⟩ ≥ βi (∀i ∈ I), ⟨αi,x⟩ ≤ βi (∀i /∈ I)}

is n. Namely R = RI ∈ R. This implies x ∈ RI ⊂
∪

R.

Condition (ii): It is clear by the definition of R.

Condition (iii): Let RI , RJ ∈ R be given. Suppose RI ̸= RJ , and hence I ̸= J . Without

loss of generality we assume I \ J ̸= ∅. Then, for i ∈ I \ J , it holds that RI ⊂ {x ∈

Rn | ⟨αi,x⟩ ≥ βi} and RJ ⊂ {x ∈ Rn | ⟨αi,x⟩ ≤ βi}. Since RI and RJ are n-dimensional,

the condition intRI ∩ intRJ = ∅ follows from the above observations and the separation

theorem of convex analysis. Similarly we can prove the case of J \ I ̸= ∅.

B.2 Proof of Theorem 3.2

We begin with a fundamental tool.

Lemma B.1. Let x ∈ Rn be given. For each E ∈ X, we define jE and uE as follows:

jE = (
∧
j∈E
j ̸=e

xj − xe)
−, uE = (

∧
j∈E
j ̸=e

xj − xe)
+, (B.1)

where e = maxE. Then for every F ⊂ X, the following relation holds

∧
j∈F

xj = xi −
∑
E∈X
E⪯F

uE ,

where i = minF .

Proof. By induction on the number of F . Note that the relation x ∧ y = x − (x − y)+

holds for all x, y ∈ R. In the case of F = {i}. There is no E ∈ X such that E ⪯ F . Thus

this case is obvious. Suppose the relation holds for k − 1. Let F = {n1, n2, . . . , nk} be

given. Then by the definition of uF and induction assumption we have

k∧
j=1

xnj =

k−1∧
j=1

xnj

 ∧ xnk
=

k−1∧
j=1

xnj

−

k−1∧
j=1

xnj

− xnk

+

= xi −
∑
E∈X
E⪯F
E ̸=F

uE − uF = xi −
∑
E∈X
E⪯F

uE .
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We are now ready to prove Theorem 3.2. The proof will consist of the following:

(i) For each x ∈ Rn, the pair of vectors u = (uE)E∈X and j = (jE)E∈X obtained from the

equation (B.1) becomes a solution to the derived LCP from (C,D,0). In addition, the

Choquet integral is obtained by substituting u and x for φµ(x) = Ax+Bu.

(ii) The coefficient D of (A,B,0;C,D, 0) turns out to be a P-matrix.

By (i), we will see the existence of a solution to the derived LCP from (C,D,0),

and obtaine the value of the Choquet integral through φµ(x) = Ax + Bu. Moreover,

(ii) indicates the uniqueness of the solution to this LCP, and hence we can calculate the

vectors u and j as the solution to it.

Proof of (i): Firstly, we prove the pare u and j to be a solution to the derived LCP

(C,D,0). By Lemma B.1 and the definition of uE and jE , we have

jE = xe −
∧
j∈E
j ̸=e

xj + uE

= xe − xf +
∑
F∈X

F⪯E\{e}

uF + uE

= xe − xf +
∑
F∈X
F⪯E
F ̸=E

uF + uE

= xe − xf +
∑
F∈X
F⪯E

uF

=
∑
j∈X

cE,jxj +
∑
F∈X

dE,FuF ,

where minE = f . This indicates that the first part of the equation in the LCP holds. The

complementarity condition between u and j is directly follows from the definition of uE

and jE . Therefore, we conclude that the pare u and j is a solution to the argumented LCP.

Secondly, we see the equation φµ(x) = Ax+Bu. Since 2X\{∅} =
⊎

i∈X{F ⊂ X |F ⪰ {i}}

holds, where
⊎

denotes the direct sum on a familly of sets, it follows from Proposition
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3.3 and Lemma B.1 that

φµ(x) =
∑
F⊂X

∧
j∈F

xjµ
m(F ) =

n∑
i=1

∑
F⪰{i}

∧
j∈F

xjµ
m(F )

=

n∑
i=1

∑
F⪰{i}

xi −
∑
E∈X
E⪯F

uE

µm(F )

=

n∑
i=1

∑
F⪰{i}

µm(F )xi −
n∑

i=1

∑
F⪰{i}

∑
E∈X
E⪯F

µm(F )uE

=

n∑
i=1

∑
F⪰{i}

µm(F )xi −
∑
F∈X

∑
E∈X
E⪯F

µm(F )uE

=
n∑

i=1

∑
F⪰{i}

µm(F )xi −
∑
E∈X

∑
F⪰E

µm(F )uE

=

n∑
i=1

aixi +
∑
E∈X

bEuE .

□

Proof of (ii): For a coefficient matrix D = (dE,F )E,F∈X, we denote by D the set of all

principal submatrices, i.e., D = {DF |F ⊂ X, F ̸= ∅}, where DF = (dE,F )E,F∈F. By the

definition of P-matrix, it suffices to show that all principal minors of D have positive

value, that is, detDF > 0 for all DF ∈ D.

In the case of F = {F} (F ∈ X): It is clear, as the relation DF = (dF,F ) = (1) holds.

In the case of |F| ≥ 2: Let S(F) be the set of all permutations on F, then by definition of

the determinant of a square matrix, we have

detDF =
∑

σ∈S(F)

sgnσ
∏
F∈F

dF,σ(F ). (B.2)

Thus, it sufficies to show the following condition instead of detDF > 0:

(*) ∀σ ∈ S(F), σ ̸= ι ⇒ ∃F ∈ F, dF,σ(F ) = 0,

where ι denotes the identity permutation on F. If we done, we can obtain the following

detDF = sgn ι
∏
F∈F

dF,F = 1.

By contradiction. Suppose the negation of (*):
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(*)’ ∃σ ∈ S(F), σ ̸= ι, ∀F ∈ F, dF,σ(F ) = 1.

Since σ ̸= ι, there exists F ∈ F such that σ(F ) ̸= F . Moreover, there exists a positive

integer p ≥ 2 such that σp(F ) = F , for |F| ≥ 2 and σ ̸= ι. Then, by the definition of

dE,F , it holds that

F = σp(F ) ⪯ σp−1(F ) ⪯ · · · ⪯ σ(F ) ⪯ F,

and hence F = σ(F ) follows from the definition of ⪯. This contradicts to the relation

σ(F ) ̸= F . Thus the condition (*) holds. □

B.3 Proof of Theorem 4.2

(i) Suppose that y = f(x) and y′ = f ′(x) have ULT-representations

y = Ax+Bu+ g, y′ = A′x+B′u′ + g′,

j = Cx+Du+ h, and j′ = C ′x+D′u′ + h′,

u ≥ 0, j ≥ 0, ⟨u, j⟩ = 0, u′ ≥ 0, j′ ≥ 0, ⟨u′, j′⟩ = 0,

respectively. Define the new variables

u′′ =

u
u′

ũ

 , j′′ =

j
j′

j̃

 ,

where ũ = (y − y′)+ and j̃ = (y − y′)−(= ũ− (y − y′)). Then, by the relations

y ∨ y′ = y′ + (y − y′)+ = y′ + ũ,

y ∧ y′ = y − (y − y′)+ = y − ũ,

we have the following:

y ∨ y′ = A′x+B′u′ + g′ + ũ = A′x+
(
O B′ 1

)
u′′ + g′, (B.3)

y ∧ y′ = Ax+Bu+ g − ũ = Ax+
(
B O −1

)
u′′ + g, (B.4)

j′′ =

 Cx+Du+ h
C ′x+D′u′ + h′

(A′ −A)x+B′u′ −Bu+ g′ − g + ũ

 ,

=

 C
C ′

A′ −A

x+

 D O 0
O D′ 0
−B B′ 1

u′′ +

 h
h′

g′ − g

 . (B.5)
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Since D and D′ are ULT-matrices, so is the coefficient of u′′ in (B.5). Clearly, the

variables u′′ and j′′ satisfy the complementarity condition by its definition. Thus the pair

of formulas (B.3) and (B.5) [resp. (B.4) and (B.5)] is a ULT-representation of y∨y′ [resp.

y ∧ y′].

(ii) Suppose y = f(x) and y′ = f ′(x) have ULT-representations:

y = Ax+Bu+ g, y′ = A′x+B′u′ + g′,

j = Cx+Du+ h, and j′ = C ′x+D′u′ + h′,

u ≥ 0, j ≥ 0, ⟨u, j⟩ = 0, u′ ≥ 0, j′ ≥ 0, ⟨u′, j′⟩ = 0,

respectively. Define new variables

y′′ = (f ⊕ f ′)(x) =

(
y
y′

)
, u′′ =

(
u
u′

)
, j′′ =

(
j
j′

)
.

Then we have the following:

y′′ =

(
Ax+Bu+ g
A′x+B′u+ g′

)
=

(
A
A′

)
x+

(
B O
O B′

)
u′′ +

(
g
g′

)
, (B.6)

j′′ =

(
Cx+Du+ h
C ′x+D′u′ + h

)
=

(
C
C ′

)
x+

(
D O
O D′

)
u′′ +

(
h
h′

)
. (B.7)

Since D and D′ are ULT-matrices, so is the coefficient of u′′ in (B.7). As is the case with

(i), u′′ and j′′ satisfy the complementarity condition. Thus the pair of formulas (B.6) and

(B.7) is a ULT-representation of y′′.

(iii) Suppose y = f(x) and y′ = f ′(y) have ULT-representations:

y = Ax+Bu+ g, y′ = A′y +B′u′ + g′,

j = Cx+Du+ h, and j′ = C ′y +D′u′ + h′,

u ≥ 0, j ≥ 0, ⟨u, j⟩ = 0, u′ ≥ 0, j′ ≥ 0, ⟨u′, j′⟩ = 0,

respectively. Define the new variables

y′′ = (f ′ ◦ f)(x), u′′ =

(
u
u′

)
, j′′ =

(
j
j′

)
.
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Then we have the following:

y′′ = A′(Ax+Bu+ g) +B′u′ + g′,

= A′Ax+A′Bu+A′g +B′u′ + g′,

= A′Ax+
(
A′B B′)u′′ +A′g + g′, (B.8)

j′′ =

(
Cx+Du+ h

C ′(Ax+Bu+ g) +D′u′ + h′

)
,

=

(
C

C ′A

)
x+

(
D O
C ′B D′

)
u′′ +

(
h

C ′g + h′

)
. (B.9)

Since D and D′ are ULT-matrices, so is the coefficient of u′′ in (B.9). Clearly, u′′ and

j′′ satisfy the complementarity condition. Thus the pair of formulas (B.8) and (B.9) is a

ULT-representation of y′′.

(iv) Suppose y = f(x) and y′ = f ′(x) have ULT-representations:

y = Ax+Bu+ g, y′ = A′x+B′u′ + g′,

j = Cx+Du+ h, and j′ = C ′x+D′u′ + h′,

u ≥ 0, j ≥ 0, ⟨u, j⟩ = 0, u′ ≥ 0, j′ ≥ 0, ⟨u′, j′⟩ = 0,

respectively. Thus, for λ, ν ∈ R, if we put y′′ = (λf + νf ′)(x), and define new variables

u′′ =

(
u
u′

)
, j′′ =

(
j
j′

)
,

then we have the following:

y′′ = λ(Ax+Bu+ g) + ν(A′x+B′u′ + g′),

= (λA+ νA′)x+
(
λB νB′)u′′ + λg + νg′ (B.10)

j′′ =

(
Cx+Du+ h

C ′x+D′u′ + h′

)
=

(
C
C ′

)
x+

(
D O
O D′

)
u′′ +

(
h
h′

)
. (B.11)

Similarly, we see that the pair of formulas (B.10) and (B.11) is a ULT-representation of

y′′.

B.4 Proof of Theorem 5.2

Proof of (i) Let F be defined as F = P (α)∩P (α′). By Theorem A.3 it sufficies to show

that F is an extreme subset of P (α) and P (α′). Let x,x′ ∈ P (α) be given. Suppose
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λx+ (1− λ)x′ ∈ F for some λ ∈ (0, 1). By definition of F and Lemma A.2, it holds that

(C−1(α)q(λx + (1 − λ)x′))α△α′ = 0. The affine linearity of the mapping q : Rn → Rk

leads to the following:

λ(C−1(α)q(x))α△α′ + (1− λ)(C−1(α)q(x′))α△α′ = 0.

By definition of P (α), µ ≜ C−1(α)q(x) ≥ 0 and ν ≜ C−1(α)q(x′) ≥ 0 hold. Thus, it

follows from λ ∈ (0, 1) that µα△α′ = να△α′ = 0. Therefore, by Lemma A.1, we obtain

q(x), q(x′) ∈ posC(α)α△α′ ⊂ posC(α′). This means that x,x′ ∈ P (α′), and hence that

x,x′ ∈ F . So we conclude that F is an extreme subset of P (α). Similarly we can verify

that F is an extreme subset of P (α′). □

Proof of (ii) By contradiction. Let F be defined as F = P (α)∩P (α′) (this is a commom

face of P (α) and P (α′) by (i)). Suppose intP (α) ∩ intP (α′) ̸= ∅. Since intP (α) ∩

intP (α′) ⊂ int (P (α) ∩ P (α′)) = intF holds, it follows that F contains an interior point

of P (α) and an interior point of P (α′). By Theorem A.2, this implies that F is not

proper in both P (α) and P (α′). Thus we have P (α) = F = P (α′). This contradicts to

P (α) ̸= P (α′). □

B.5 Proof of Theorem 5.3

Let y ∈ Rn be given. By Lemma A.4, there exists a sequence {el}∞l=1 satisfying the

conditions (i) and (ii) in Lemma A.4. For el, we define the vector as yl = y + el (l ≥ 1).

Then the sequence {yl}∞l=1 converges to y as l → ∞. Since the familly R is finite, there

exists a region R ∈ R containing an infinite subsequence {yli}
∞
i=1 of {yl}∞l=1. Clearly, yli

converges to y. Note that the region R is closed, this implies y ∈ R. Moreover, by (ii),

{yli}
∞
i=1 containes n vectors that are linearly independent, thus, so does R. Therefore R

is full dimensional, that is, dim(R) = n. □

B.6 Proof of Theorem 5.4

Let α ⊂ [k] and x ∈ P (α) be given. Define the vector as λ = C−1(α)q(x). Moreover, for

λ, we define two vectors µ and ν as follows:

µi =

{
λi i ∈ α,

0 i /∈ α,
νi =

{
0 i ∈ α,

λi i /∈ α.
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Then, by the definition of λ, we can easily verify that the pair of vectors (µ,ν) is a

solution to the LCP (D, q(x)), that is, the following holds:

ν = Dµ+ q(x), µ,ν ≥ 0, ⟨µ,ν⟩ = 0.

Since u(x) is also a solution to it and D is a P-matrix, we have u(x) = µ. Therefore,

the equations uα(x) = (C−1(α)q(x))α and uα(x) = 0 are followed by the definition of λ

and µ. □
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Appendix C

High-level canonical form of
Choquet integral

In this appendix, we will discuss the relation between the generalization of Chua canonical

form and the Choquet integral. The following properties (i) – (iii) can be easily seen from

the definition of high-level canonical form by induction. Note that the proof of (iii) uses

the following well-known formulae:

x ∧ y =
1

2
(x+ y − |x− y|), x ∨ y =

1

2
(x+ y + |x− y|).

Proposition C.1. (i) If f1 : Rn → Rm1 and f2 : Rn → Rm2 are K1th- and K2th-level

canonical, respectively, then the product f1 × f2 : Rn → Rm1+m2 is max{K1,K2}th-level

canonical.

(ii) If f1 : Rn → Rm, f2 : Rn → Rm are K1th- and K2th-level canonical, respectively, then

their linear combination f = λf1 + νf2 : Rn → Rm, where λ, ν ∈ R, is max{K1,K2}th-

level canonical.

(iii) If f1 : Rn → R, f2 : Rn → R are K1th- and K2th-level canonical, respectively, then

f1 ∧ f2 : Rn → R and f1 ∨ f2 : Rn → R are (max{K1,K2}+ 1)th-level canonical.

The next theorem yields the relation between the order of additivity of fuzzy measure

and the canonicity level of Choquet integral.

Theorem C.1. The Choquet integral φµ with respect to a k-additive fuzzy measure µ

is a ⌈log2 k⌉th-level canonical piecewise linear function.

Proof. Let A (̸= ∅) ⊂ X be given. Then, by induction on |A| and Proposition C.1.(iii),

we can show that any function of the form fA(x) =
∧

i∈A pi(x), where pi is the projection
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onto the i-th coordinate, that is, pi(x) = pi(x1, x2, . . . , xn) = xi, is a ⌈log2 |A|⌉th-level

canonical piecewise linear function. By Proposition 3.3, the Choquet integral φµ(x) with

respect to a k-additive fuzzy measure µ is expressed as follows:

φµ(x) =
∑
A⊂X

0<|A|≤k

fA(x)µ
m(A).

Thus, by Proposition C.1 (ii), φµ(x) is a ⌈log2 k⌉th-level canonical piecewise linear func-

tion.

The proof is constructive, and thus yields a construction method of an absolute valued-

sign representation for a given Choquet integral. On the other hand, Theorem C.1 claims

that there exists no one-to-one relation between the order of additivity of fuzzy measure

and the canonicity level. For example, the Choquet integral with respect to three- and

four-additive fuzzy measures are both second-level canonical piecewise linear functions (in

addition, by Theorem 3.1 neither is first-level canonical). In generally, for 2K−1 < k <

k′ ≤ 2K , the Choquet integral with respect to k- and k′-additive fuzzy measures are both

Kth-level canonical. This means that the absolute-valued sign representation causes the

lack of information on the order of additivity of fuzzy measure.
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Appendix D

Construction of max-min
polynomial

D.1 Construction procedure

Let f : Rn → R be a piecewise linear function, and let {g1, g2, . . . , gl} be all its linear

segments (i.e., each gi can be expressed as gi(x) = aT
i x + bi for some non-zero vector

ai ∈ Rn and scalar bi ∈ R, and they satisfy that i ̸= j implies (ai; bi) ̸= (aj ; bj)).

Step 1 Let H be the set of all hyperplane that are nonempty solution sets of the equations

in the form gi(x) = gj(x) for i < j: Note that H is a linear partition of Rn satisfying the

condition (pwl) in Definition 2.5 for f .

Step 2 Let T be the family of regions generated by H.

Step 3 Consider the pairs (gi, gj) for i < j that satisfy the following conditions: There

are adjacent regions P,Q ∈ T satisfying the following:

(i) gi(x) = f(x) on P and gj(x) = f(x) on Q,

(ii) f(x) = gi(x) ∨ gj(x) on P ∪Q.

Step 4 Let H′ be the set of all hyperplanes defined by the above pares, and let T ′ be the

family of regions generated by H′.

Step 5 For P ∈ T ′, define the index set SP as follows:

SP ≜ {i ∈ [l] | gi(x) ≥ f(x), ∀x ∈ P}.

Step 6 Construct the formular as f(x) =
∨

P∈T ′

∧
i∈SP

gi(x).

Remark D.1. In [28], Ovchinnikov has asserted that SP ’s obtained in Step 5 are incom-

parable with respect to the set inclusion. However, this is not true. A counter example

will be given in Example D.1.
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D.2 Examples

Example D.1. Consider the piecewise linear function f : R2 → R defined as follows:

f(x, y) =


g1(x, y) P1 = {(x, y) |x, y ≥ 0},
g2(x, y) P2 = {(x, y) | y ≤ 0, y ≤ x},
g3(x, y) P3 = {(x, y) |x ≤ y, y ≤ −x},
g4(x, y) P4 = {(x, y) | − x ≤ y, x ≤ 0},

where g1(x, y) = x − y, g2(x, y) = x, g3(x, y) = y, and g4(x, y) = −2x − y. Then the

max-min polynomial of f is obtained by the following:

f = (g1 ∧ g2) ∨ (g3 ∧ g4) ∨ (g1 ∧ g3 ∧ g4) ∨ (g2 ∧ g3 ∧ g4). (D.1)

However the above representation can be reduced to the following:

f = (g1 ∧ g2) ∨ (g3 ∧ g4), (D.2)

where the next relation is used:

S ⊂ T ⇒
∧
i∈S

gi(x, y) ≥
∧
i∈T

gi(x, y), for all (x, y) ∈ R2.

Proof. By definition of H, it consists of the following six hyperplanes:

H1 = {(x, y) ∈ R2 | y = 0}, H2 = {(x, y) ∈ R2 |x+ y = 0},

H3 = {(x, y) ∈ R2 |x− 2y = 0}, H4 = {(x, y) ∈ R2 |x = 0},

H5 = {(x, y) ∈ R2 |x− y = 0}, H6 = {(x, y) ∈ R2 | 3x+ y = 0}.

The hyperplanes that satisfy the condition (i) and (ii) of step3 are H4 and H5. Thus

H′ = {H4,H5}, and hence T ′ consists of the following four reginos:

P1 = {(x, y) ∈ R2 |x ≥ 0, x ≥ y}, P2 = {(x, y) ∈ R2 |x ≥ 0, x ≤ y},

P3 = {(x, y) ∈ R2 |x ≤ 0, x ≥ y}, P4 = {(x, y) ∈ R2 |x ≤ 0, x ≤ y}.

Then the index sets SPi defined in Step5 are obtained as follows:

SP1 = {3, 4}, SP2 = {1, 3, 4}, SP3 = {2, 3, 4}, SP4 = {1, 2}.

Hence the max-min polynomial of f is obtained by the following:

f = (g1 ∧ g2) ∨ (g3 ∧ g4) ∨ (g1 ∧ g3 ∧ g4) ∨ (g2 ∧ g3 ∧ g4).

67



However, the following inequalities hold

g3 ∧ g4 ≥ g1 ∧ g3 ∧ g4, g3 ∧ g4 ≥ g2 ∧ g3 ∧ g4,

for SP1 ⊂ SP2 and SP1 ⊂ SP3 are satisfied, the above max-min polynomial reduces to

f = (g1 ∧ g2) ∨ (g3 ∧ g4).

Example D.2. Consider the piecewise linear function f : R → R defined as follows:

f(x) =


g1(x) x ≤ 2, 5 ≤ x

g2(x) 2 ≤ x ≤ 3

g3(x) 3 ≤ x ≤ 4

g4(x) 4 ≤ x ≤ 5,

where g1(x) = x, g2(x) = −x + 4, g3(x) = 4x − 11, and g4(x) = 5. As is the case with

Example D.1, the max-min polynomial of f is obtained as follow:

f = (g1 ∧ g2 ∧ g4) ∨ (g3 ∧ g4) ∨ (g1 ∧ g3) (D.3)

But the above formula can be reduced to the following:

f = (g1 ∧ g2) ∨ (g3 ∧ g4) ∨ (g1 ∧ g3) (D.4)

Proof. By definition of H, it consists of the following six hyperplanes:

H1 = {x ∈ R |x = 2}, H2 = {x ∈ R |x =
3

11
}, H3 = {x ∈ R |x = 5},

H4 = {x ∈ R |x = 3}, H5 = {x ∈ R |x = −1}, H6 = {x ∈ R |x = 4}.

The hyperplanes that satisfy the condition (i) and (ii) of step3 are H4 are H6. Thus

H′ = {H4,H6}, and hence T ′ consists of the following four reginos:

P1 = {x ∈ R |x ≤ 3}, P2 = {x ∈ R | 3 ≤ x ≤ 5}, P3 = {x ∈ R | 5 ≤ x}.

Then the index sets SPi defined in Step5 are obtained as follows:

SP1 = {1, 2, 4}, SP2 = {1, 3, 4}, SP3 = {1, 3}.

Hence the max-min polynomial of f is obtained by the following:

f = (g1 ∧ g2 ∧ g4) ∨ (g3 ∧ g4) ∨ (g1 ∧ g3)
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However, since g1 ∧ g2 < 5 = g4 holds on R, we have the following:

g1 ∧ g2 ∧ g4 = g1 ∧ g2.

Therefore, the above max-min polynomial reduces to

f = (g1 ∧ g2) ∨ (g3 ∧ g4) ∨ (g1 ∧ g3).
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