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ABSTRACT

Search for direct production of charginos and neutralinos decaying via W , Z or Higgs bosons is pre-

sented. The analysis is based on 20.3 fb−1 of proton-proton collision data with the centre-of-mass energy

of
√

s = 8TeV delivered by the Large Hadron Collider and recorded with the ATLAS detector in 2012.

This thesis discusses the search in the channels with three leptons (ℓ = e,µ,τ) and missing transverse

momentum in final states, in particular the detail of the setting of the optimal selections and a method of

estimating fake lepton contributions in order to achieve the best sensitivity with the acquired data.

The validation of the estimates of the Standard Model background works satisfactorily within the

uncertainties. No significant deviation from the Standard Model expectation is observed. Exclusion limits

for masses of the charginos and the neutralinos are set at 95% confidence level at simplified models for

WZ and Wh decay channels, as

mχ̃±
1 ,χ̃0

2
> 360GeV, if mχ̃0

1
= 0GeV (WZ channel),

mχ̃±
1 ,χ̃0

2
> 150GeV, if mχ̃0

1
= 0GeV (Wh channel).

The exclusion limits for the Wh channel has been set for the first time.

The specific analysis for the scenario with the mass difference between the second lightest neutralino

and the lightest neutralino of less than 50GeV is also carried out. The region has leptons with low trans-

verse momenta, hence it is difficult to suppress the fake contribution. In this thesis, the control method of

the fakes are investigated and applied to the signal regions. The exclusion limit is set to the compressed

mass scenario, as

mχ̃±
1 ,χ̃0

2
> 110GeV, if ∆mχ̃0

2 ,χ̃
0
1
= 25GeV (WZ channel).

These results are consistent with the CMS results. The interpretation for the scenario with the sleptons

and the pMSSM are discussed. Discussions in terms of the dark matter limits and the deviation of the

muon anomalous magnetic moment are given in this thesis.

The prospects for the improvement of this analysis for next LHC Run-2 are also discussed. The

suppressing and estimating precisely for fakes are important for upcoming experiments.

This thesis is based on the ATLAS official analyses, JHEP04(2014)169 and Phys. Rev. D 93, 052002. This thesis will be
published after the publication of the ATLAS paper about the corresponding analyses.

http://link.springer.com/article/10.1007/JHEP04(2014)169
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.93.052002
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Chapter 1

Introduction

Seeking for the ultimate elements that compose our universe is an everlasting odyssey of humankind.
The modern particle physics has had huge developments in the last decades to answer this fundamental
question.

The established theory of the particle physics is composed of the description of the elementary particles
that form the materials and their interactions. This theory has been successful, and is known as the Standard
Model. It was verified by numerous experiments with high precision, and has a strong predictive power to
almost all the phenomena in the particle physics processes. Furthermore, the last missing piece in the list
of the Standard Model particles, which is called Higgs boson, has been finally discovered in 2012.

However, there are various intrinsic problems in the Standard Model. One is the internal contradiction
in the theoretical framework, the other is the experimental observations that cannot be explained by the
Standard Model. Therefore it is natural to look for the new theories or frameworks beyond the Standard
Model. Although a great deal of new frameworks have been proposed hitherto, there were no clear hints
ever for the new physics in the experimental data.

This thesis reports the results of a search for new particles with the data taken in 2012 at ATLAS
experiment. First, in this chapter, the overview of the Standard Model for the particle physics and the
problems of the theory will be discussed in Sec. 1.1 and Sec. 1.2, respectively. In Sec. 1.3, a possible
candidate beyond the Standard Model, the Supersymmetry, is introduced, and the phenomena for the new
physics are provided in order to be clear why it is important to study the theme of the thesis. Detail of the
target scenario is shown in Sec. 1.4. The section describes the production and the decay modes of charginos
and neutralinos. In Sec. 1.5, the results of the Supersymmetry searches from experiments operated until
now will be presented. This section also summarises the importance of the search taken up in the thesis,
based on the discussion up to there.

An explanation of a series of the experimental equipment used in the study is described in Chap. 2, the
manner of the particle reconstruction in Chap. 3, the data and simulation samples in Chap. 4, and a detail
discussion about a method of the event selection in Chap. 5. The important thing is the background esti-
mation methods, which will be shown in Chap. 6. Uncertainties, validations of the background modelling
and the final results will be shown in Chap. 7, Chap. 8 and Chap. 9, respectively. The interpretation for the
models and the prospection for the upcoming experiments are also discussed in Chap. 9. Finally Chap. 10
summarises the study.
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Table 1.1: Set of the Standard Model particles except the Higgs boson.

(a) The particles which compose materials (fermions).

spin charge 1st gen. 2nd gen. 3rd gen.

Quarks
1/2 +2/3 u (up) c (charm) t (top)
1/2 −1/3 d (down) s (strange) b (bottom)

Leptons
1/2 0 νe νµ ντ

1/2 −1 e µ τ

(b) The Interactions and the corresponding bosons.

strength distance [cm] potential particle spin theory

Strong ∼ 0.1 10−13∗ k1
1
r + k2r g 1 QCD♭

Electromagnetic 1/137 ∞ 1/r γ 1
GWS♯

Weak 10−5 10−16 exp(−mW r)/r W±,Z 1

∗ Nuclear force.
♭ Quantum Choromodynamics
♯ Glashow-Weinberg-Salam theory

1.1 The Standard Model

The Standard Model (SM) of particle physics is the most comprehensive framework describing nature
supported by numerous experimental validations. The SM claims that there are twelve fermion fields,
four gauge fields and a Higgs field. There are corresponding elementary particles. The set of the SM
particles except the Higgs boson is shown in Tab. 1.1. The SM fermions compose the matters. They can be
divided into three generations, however, the particles of the first generation, which includes the up quark,
the down quark, the electron and the electron neutrino, usually exist in nature. Since the neutrinos can
interact only with the weak interaction, neutrinos are rarely observed. The gauge bosons are in charge of
three kinds of interactions: strong, weak and electromagnetic interactions. Gluon g, which is the particle
that mediates the strong interaction, makes a force among quarks. Weak bosons W±,Z0 make a force with
the weak interaction, which affects all of the SM fermions. Photon γ is the particle which mediates the
electromagnetic interaction.

The interactions follow the gauge field theory of the Standard Model, SU(3)C ×SU(2)L ×U(1)Y . The
SU(3)C component is the Quantum Chromodynamics (QCD), which is in charge of the strong interactions
of coloured particles [1]. The colour is a quantum number of the strong interaction, which is introduced to
solve the Fermi-Dirac statistics of quarks in hadrons [2]. The SU(2)L ×U(1)Y describes the electroweak
interaction, which is composed of gauge fields W and B for the SU(2)L and the U(1)Y , respectively. This
is based on the Glashow-Weinberg-Salam (GWS) theory [3–5], which integrates the electromagnetic and
the weak interactions.
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1.1.1 Electroweak interaction

The electromagnetic interaction is described by the Quantum Electrodynamics (QED). The QED intro-
duces the electromagnetic gauge field Aµ , which is required to satisfy the local gauge invariance:

Aµ(x)→ A′
µ(x) = Aµ(x)+∂µ χ(x) in case ψ(x)→ ψ ′(x) = e−iqχ(x)ψ(x), (1.1)

where the χ(x) expresses the local transformation factor which depends on the time and the space x. This
phase transformation is categorised as the 1-dimensional unitary matrices U(1)QED. In this case, there are
no mass term in the QED Lagrangian, as

LQED = ψ̄ (i ̸D−m)ψ − 1
4

Fµν Fµν , (1.2)

̸D = γµ (∂µ + iqAµ
)
, (1.3)

Fµν = ∂µAµ −Aµ∂µ , (1.4)

where γµ and Fµν are Dirac gamma matrices and the electromagnetic field tensor, respectively. The first
term shows the covariant derivative and the second term shows the electromagnetic field interaction. The
electromagnetic interaction has zero-mass gauge field, which is known as photon.

It is possible to discuss the weak interaction in similar manner to the QED. The fermion field doublet
should be considered for the weak interaction:

ψ =

(
νe

e

)
,

(
νµ

µ

)
,

(
ντ

τ

)
. (1.5)

In this case, this follows the special unitary group in 2 dimensions SU(2), which was investigated as Yang-
Mills theory [6]. In the same manner as the QED, the weak Lagrangian can be written as follows:

Lweak = ψ̄ (i ̸D−m)ψ − 1
4

Wµν ·Wµν , (1.6)

̸D = γµ
(

∂µ + i
g
2

Wµ ·σσσσσσσσσσσσσσσσσ
)
, (1.7)

where σσσσσσσσσσσσσσσσσ = (σ1,σ 2,σ 3) is Pauli matrix and g is a coupling constant. Wµ also has three fields, Wµ =

(W 1,W 2,W 3). Although Eq. (1.6) claims that the weak Lagrangian has no mass term, the observed weak
bosons have masses. Even though we can put a mass term by hand, it induces the intrinsic breaks of the
local gauge invariance of the Lagrangian Lweak. Moreover, the observed phenomena suggest that the weak
current is only left-handed, though the Lagrangian Eq. (1.6) does not explain why the parity is broken.

In order to solve these problems, the unification theory for the electromagnetic and the weak inter-
actions is considered. This is called Glashow-Weinberg-Salam theory [3–5]. The unified gauge group
SU(2)L ×U(1)Y is considered. The left-handed fermion fields transform as SU(2)L doublet, and the right-
handed fields do as singlet:

ψL =

(
νL

ℓL

)
=

(
1
2 (1− γ5)ψν
1
2 (1− γ5)ψℓ

)
(1.8)

ψR =
1
2
(1+ γ5)ψℓ, (1.9)



4 CHAPTER 1. INTRODUCTION

where γ5 is the “fifth” gamma matrix γ5 = iγ0γ1γ2γ3. At this time, the weak hypercharge Y is introduced
as satisfying the following equation:

Q = T 3 +
Y
2
, (1.10)

where Q is the electromagnetic charge and T 3 is the third component of the weak isospin. Eq. (1.10) has
the same structure known as Gell-Mann-Nishijima formula [7, 8]. Using the weak hypercharge and the
weak isospin, the unified electroweak Lagrangian can be written with a similar expression as Eqs. (1.2) and
(1.6), respectively. The covariant derivative terms are obtained from replacement of ∂µ as

For SU(2) : ∂µ −→ Dµ = ∂µ + i
g′

2
BµY + i

g
2

Wµ ·σ (1.11)

For U(1) : ∂µ −→ Dµ = ∂µ + i
g′

2
BµY. (1.12)

The gauge interaction term is expressed as

Lint =−1
4

BµνBµν − 1
4

WµνWµν , (1.13)

Bµν = ∂µBν −∂νBµ , (1.14)

W i
µν = ∂µW i

ν −∂νW i
µ −∑

jk
εi jkW

j
µW k

ν . (1.15)

As a result, there are four fields: Bµ and W i
µ (i = 1,2,3). They corresponds the electroweak gauge bosons

γ , W± and Z. The neutral elements are mixed and form the neutral electroweak bosons γ and Z, which is
expressed as (

Aµ

Zµ

)
=

(
cosθW sinθW

−sinθW cosθW

)(
Bµ

W 3
µ

)
, (1.16)

where Aµ and Zµ are neutral electromagnetic and weak fields, respectively, and the Weinberg angle θW is
defined as

tanθW =
g′

g
. (1.17)

There are still no mass terms in the simple SU(2)L ×U(1)Y model. In order to provide masses to bosons
and fermions, a mechanism is essential.

1.1.2 Spontaneous Symmetry Breaking

It is contradictory that there are no mass terms for fermions and bosons in the Lagrangian, whilst the
large masses are observed in the experiment. They cannot be explained by the perturbative argument. In
order to solve the problem, the Brout-Englert-Higgs mechanism [9,10] is introduced to the SU(2)L×U(1)Y .
A complex scalar Higgs doublet,

ϕ =

(
ϕ+

ϕ 0

)
=

1√
2

(
ϕ1 + iϕ2

ϕ3 + iϕ4

)
, (1.18)

is added with the potential given by,

V (ϕ) = µ2ϕ †ϕ +λ (ϕ †ϕ)2, (1.19)
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Figure 1.1: Illustration of the Higgs potential [11]. Re(ϕ) and Im(ϕ) represent ϕ3 and ϕ4 in Eq. (1.18).

where µ and λ are a mass and an interaction parameters, respectively. Since the potential needs to have
minimal points, the λ should be positive. If µ2 > 0, while this is the normal situation that the minimal
point is ϕ = 0, the masses of weak bosons are also zero. On the other hand, if µ2 < 0, the shape of the
potential V is the Mexican-hat or champagne-bottle profile, as shown in Fig. 1.1. In this case, the potential
is minimum if the ϕ is non-zero value:

ϕ =±
√

−µ2

2λ
≡± v√

2
, (1.20)

where v is called the vacuum expectation value (VEV). The vacuum state is chosen as ϕ1 = ϕ2 = ϕ4 = 0
and ϕ3 = v, then the scalar field is written as

ϕ =
1√
2

(
0

v+h

)
, (1.21)

where h is a neutral Higgs field. The assumption with only one Higgs field is adequate to give masses to
the weak bosons. The non-zero VEV implies the breaking of rotational symmetry among the ϕ1, ϕ2, ϕ3 and
ϕ4. This is called the spontaneous symmetry breaking [12]. Then the Higgs potential can be written as

V =
1
2

µ2(v+h)2 +
1
4

λ (v+h)4, (1.22)

and the mass of Higgs boson is determined from the coefficient of the h2 term,

mh =
√

−2µ2. (1.23)

The masses of W and Z bosons appear in the covariant derivative terms of the Higgs Lagrangian

LHiggs = (Dµϕ)†(Dµϕ)−V (ϕ), (1.24)

which is added to the electroweak interaction Lagrangian, Eq. (1.13). Taking into account only the weak
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bosons term, the weak bosons obtain the mass terms as

1
2

m2
W
(
W+µW−

µ +W−µW+
µ
)
, and

1
2

m2
ZZµZµ , (1.25)

where W±
µ =

1√
2

(
W 1

µ ∓ iW 2
µ
)
, Zµ =

gW 3
µ −g′Bµ√
g2 +g′2

(1.26)

mW =
gv
2
, mZ =

√
g2 +g′2v

2
. (1.27)

Since we already know W and Z boson masses, 80GeV and 91GeV, respectively, the VEV can be calcu-
lated as v ∼ 246GeV.

1.1.3 Higgs boson

The Higgs boson is introduced to describe the spontaneous symmetry breaking in the electroweak
theory. As expected, it was discovered with the mass of 125GeV at ATLAS [13] and CMS [14] in 2012.
It should interact not only with gauge bosons but also with fermions in order to obtain the mass of the
fermions. Starting from Eq. (1.8) and Eq. (1.9), the Lagrangian of the interaction between leptons and
Higgs boson (Yukawa interaction) are written as

Lmass =−λℓ

(
ψ†

LϕψR +ψ†
Rϕ †ψL

)
. (1.28)

Taking into account the expression of the vacuum state Eq. (1.21), the Lagrangian is calculated to

Lmass =−λℓv√
2
ℓ̄ℓ− λℓ√

2
hℓ̄ℓ, (1.29)

where ℓ̄ℓ= ℓ̄LℓR + ℓ̄RℓL. The first term is the mass term of the lepton, the mass is expressed as

mℓ =
λℓv√

2
. (1.30)

The second term is the Yukawa interaction term. The λℓ is called Yukawa coupling constant, which is
not predicted by the GWS theory. While this is the example of the lepton case, the quark mass can be
introduced using the same manner using the SU(3) theory.

According to Eq. (1.30), the Yukawa coupling constant is in proportion to the mass of the particle. This
is an important characteristic of the SM. After the discovery of the Higgs boson with the mass of 125GeV
in 2012, the Yukawa coupling constant is measured by the ATLAS and the CMS experiments. These results
show the proportion between the mass and its Yukawa coupling constant, as shown in Fig. 1.2. The largest
Yukawa coupling constant is for the top quark in the SM because the top quark is the heaviest particle in
the SM particles.

1.2 Remaining Problems in the Standard Model

As introduced in the previous section, the SM is very successful to explain the framework of the particle
physics. However, the SM has several theoretical discontents, for example, the SM does not include the
gravitational interaction. The gravitational interaction has been understood as an interaction following the
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Figure 1.2: Result of the measurement of the Yukawa coupling constant from the ATLAS experiment [15]. The blue
dashed line shows the fitting results.

General Relativity. The General Relativity is expressed within the framework of the classical physics,
and so it is not successfully described using the framework of the quantum field theory at the moment.
In this thesis, the following three problems, the gauge hierarchy problem, the dark matter, and the muon
anomalous magnetic moment are focused. Their detailed descriptions are given in following subsections.

1.2.1 Hierarchy problem in the gauge theory

One of the problems is known as the hierarchy problem in the gauge theory, which is the difference
between electroweak scale MEW ∼ 102 GeV and the Planck scale MPl ∼ 1019 GeV.

The difference affects the Higgs mass calculation. A particle mass is calculated with not only the
leading order but several contributions from higher order interactions. The fermions and the gauge bosons
have the mechanisms of the symmetries, such as chiral or gauge symmetries, then the quadratic terms of
energy scales for the radiation effect are automatically cancelled. In the case of Higgs boson, there is no
symmetry to suppress the effect of the quadratic terms. Thus the Higgs mass should be calculated applying
simply the higher order calculation. Actually, the observable Higgs mass mh is calculated as

m2
h = m2

h0
+δm2

h, (1.31)

where mh0 and δm2
h are the Higgs bare mass and the quantum corrections, which include the quantum loops

from every particles that interact with Higgs. The magnitude of the interaction with Higgs depends on the
mass of the particle, thus the effect of the top quark is the largest in the SM, as described in Sec. 1.1.3. The
quantum correction from the top quark is expressed as follows:

δm2
h =−

|λ f |2

8π2 Λ2 + (higher order), (1.32)

where λ f and Λ are the Yukawa coupling constant for the fermion such as the top quark and the cut-off
scale parameter. The first correction term implies that the correction depends on the new physics scale. If
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Figure 1.3: The rotation velocity of the matters around the NGC6503 galaxy [16]. The data are fitted with the three
parameters: the visible components like stars (dashed curve), the gas (interstellar medium; dotted curve), and the dark
matter (dash-dot curve). The contribution of the dark matter is approximately seven times larger than the contribution
of the stars at the 20 kpc distance.

there are no other new physics, in other words the Standard Model is the ultimate theory of the particle
physics, the cut-off parameter should be the Planck Scale ∼ 1019 GeV. Therefore the Higgs mass is tuned
by the order of 1017 in order to make the mass of 125GeV. This should be considered to be unnatural, thus
the new symmetrical mechanism in addition to the SM is desired.

1.2.2 Dark matter

The second problem is the dark matter. According to the astrophysics results [16], the unknown parti-
cles and energies should exist in order to describe the orbital rotation velocity of galaxies. The velocity v
of the stars or the interstellar medium in the galaxy should be a function of the radius r from the centre of
the galaxy as

v(r) =

√
GM(r)

r
, (1.33)

where G and M(r) are the gravitational constant and the mass inside the orbit. If the mass of the galaxy is
mainly from the stars in the galaxy, the velocity should be in inverse proportion to a square root of radius,
v(r) ∝ 1/

√
r. However, the measurement results do not agree with this hypothesis. The velocity is almost

constant even though the stars or the interstellar medium are far from the centre of the galaxy, as shown
in Fig. 1.3. Therefore, the invisible matter called “dark matter” is necessary to describe the behaviour.
In addition, the results from the Type Ia supernovae [17, 18] and the cosmic microwave background stud-
ies [19,20] claim that there would be unknown energy capable of expanding the universe with acceleration,
which is called “dark energy.” Dark energy is investigated in terms of the cosmological constant.

According to the latest results from Planck [21], which is the satellite of the European Space Agency
for the space experiment in the field of cosmic microwave background [22], the expected existence ratios
are 4.9% (baryons), 26.4% (dark matter), and 68.5% (dark energy). Dark matter is expected to interact
with the others weakly and is difficult to detect. Many candidates for the dark matter have been considered
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in the framework of the SM, such as neutrinos. However, the neutrino hypothesis is almost excluded by the
measurements of the cosmic microwave background [23].

1.2.3 Muon Anomalous Magnetic Moment

The third problem is the discrepancy of the anomalous magnetic moment of muons [24]. A magnetic
moment of the lepton can be noted

µ =−g
e

2m
S (1.34)

where S is its spin then S = 1
2 σ and g is the g-factor for the spin. Calculating only with the leading order,

the g-factor should be g = 2 by the standard calculation of Dirac Equation. Actual physics phenomena are
based on the calculation with higher order terms. Deviation of the g-factor from 2 is called the anomalous
magnetic moment. The anomalous magnetic moment of muons (muon g−2; aµ ) is defined as

aµ ≡ g−2
2

. (1.35)

The aµ has been measured at the E821 experiment at Brookhaven National Laboratory, the average of the
anomalous magnetic moment was obtained as [25]

aexp
µ = 116 592 091(54)(33)×10−11. (1.36)

The SM prediction has also been calculated [26, 27]. It is divided into three contributions as

aSM
µ = aQED

µ +aEW
µ +ahad

µ . (1.37)

The largest contribution is from aQED
µ , which includes the photonic and the leptonic loops. It is precisely

calculated with the tenth-order QED terms of the muon [27]. The electroweak term aEW
µ has been calculated

up to two-loop order [28–31]. The hadronic term ahad
µ has the largest uncertainty of the three parts. It

cannot be calculated using perturbative QCD because the contribution of the virtual photons with low
momentum are dominant. It is then calculated with the latest experimental results, such as KLOE [32, 33]
and BaBar [34], of the hadron interactions [26]. As a result, the theoretical contribution is calculated as [27]

aSM
µ = 116 591 840(59)×10−11. (1.38)

The discrepancy between the experimental result and the theoretical prediction has been approximately
three sigmas. Moreover, the difference has the same order of the electroweak contribution, aEW

µ = 154(2)×
10−11 [28–31]. Therefore if the discrepancy is occurred by new physics, the scale of the new physics would
be similar to the electroweak interaction.

1.3 Supersymmetry

Supersymmetry (SUSY) [35–43] is the most hopeful candidate for the theory of beyond the Standard
Model. The theory claims that all the SM particles have corresponding super-partners which differ in
the spin by a half from them. In other words, SUSY introduces the new symmetry between bosons and
fermions. The SUSY particle set is shown in Tab. 1.2. If we write the states of bosons and fermions as |B⟩
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Table 1.2: The SM particles and corresponding SUSY particles.

spin SM particles spin SUSY particles

1/2
Neutrinos (νe, νµ , ντ )

0
Sneutrinos (ν̃e, ν̃µ , ν̃τ )

Charged leptons (e, µ , τ) Charged sleptons (ẽ, µ̃ , τ̃)
Quarks (u, d, c, s, t, b) Squarks (ũ, d̃, c̃, s̃, t̃, b̃)

1
Gluon (g)

1/2
Gluino (g̃)

Weak bosons (W , Z) Wino, Zino (W̃ , Z̃)
Photon (γ) Photino (γ̃)

0 Higgs (H) 1/2 Higgsino (H̃)

and |F⟩, respectively, the theory makes it possible to transform them with the operator Q as

Q |B⟩= |F⟩ , Q |F⟩= |B⟩ . (1.39)

The Q is the operator of a spinor. Thus the operator Q should satisfy an algebra of anticommutation and
commutation relations (called “pseudo Lie algebra” [44]),

{Qα ,Q
†
β}= cσ µ

αβ Pµ , (1.40)

[Qα ,Pµ ] = 0, (1.41)

{Qα ,Qβ}= {Q†
α ,Q

†
β}= 0, (1.42)

where c is a normalisation factor, and Pµ is the four-momentum generator of spacetime translations. Ac-
cording to the relations PµPµ = m2 and Eqs. (1.40)–(1.42), the operator Q cannot change the mass of the
particle.

The particle and its super-partner pairs are formed as supermultiplets, which follow the SUSY algebra.
The super-partner has same quantum number in terms of SU(3)C ×SU(2)L ×U(1)Y .

In the SM, there assumed one Higgs doublet to adequately give mass terms to the SM particles. How-
ever, in the SUSY assumption, at least two types of Higgs doublets are needed. If the minimal supersym-
metric standard model (MSSM) is assumed, there are two types of Higgs doublets defined as

Hu =

(
H+

u

H0
u

)
, Hd =

(
H0

d

H−
d

)
. (1.43)

They are the SU(2)-doublet complex scalar fields with Y = 1/2 and Y =−1/2, respectively. The Y = 1/2
doublet Hu can interact only to charge +2/3 up-type quarks (up, charm, top) and the Y =−1/2 doublet Hd

can interact only to charge −1/3 down-type quarks (down, strange, bottom) and to the charged leptons (e,
µ , τ). Their VEVs are defined as

⟨Hu⟩= vu, ⟨Hd⟩= vd . (1.44)

The ratio of the VEV is written as
tanβ ≡ vu

vd
, (1.45)

which is usually used as a basic parameter of the SUSY models. According to the CP conservation, five
types of Higgs bosons exist: CP-even h0 and H0, CP-odd A0, and charged H±. By definition, the mass of
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Figure 1.4: Examples of the diagram of the one-loop quantum corrections for a fermion (a) and for a sfermion (b).

h0 is smaller than H0. The lightest CP-even Higgs boson h0 is usually assumed to be the SM-like Higgs
boson. These Higgs bosons should have corresponding super-partners (Higgsinos): h̃0, H̃0, Ã0, H̃±. The
Higgsinos mix with the super-partners of the electroweak bosons, electroweak gauginos (W̃ and B̃). They
are formed as mass eigenstates charginos χ̃±

i (i = 1,2) and neutralinos χ̃0
j ( j = 1,2,3,4). The detail of the

electroweak gauginos and Higgsinos will be described in Sec. 1.4.

The squarks q̃L, q̃R and the sleptons ℓ̃L, ℓ̃R are the super-partners of the corresponding quarks and
leptons, respectively. Quarks and leptons have left-handed and right-handed particles. In the SUSY theory,
the super-partners of the left-handed and the right-handed particles are distinguished. Gluino g̃ is the super-
partner of a gluon, and is the strong gaugino. It interacts via the strong forces, thus it cannot mix the other
gauginos and Higgsinos.

The theory has some powerful characteristics to solve the remaining problems in the SM, as described
below.

Hierarchy problem in the gauge theory Figures 1.4 shows the examples of Higgs one loop quantum
corrections for fermions and sfermions. As described in Sec. 1.2.1, the Higgs quantum correction from the
top quark contribution expressed as Eq. (1.32) is dominant. With respect to the scalar fermion in particular
stop, shown in Fig. 1.4b, the contribution is calculated as

δm2
h =

λs

16π2

[
Λ2 −2m2

s ln
(

Λ
ms

)
+ (higher order)

]
, (1.46)

where the λs and the ms are the Yukawa coupling constant and the mass for the scalar particle, such as
stop. There are two complex scalars with λs = |λ f |2 corresponding left-handed and right-handed, then the
quadratic term is cancelled.

Dark matter If the superpotential is written based on the simplest SUSY model of minimal SUSY SU(5),
there are terms which lead to violate the baryon number (B) and the lepton number (L) as

W∆L=1 =
1
2

λ i jkLiL jēk +λ ′i jkLiQ jd̄k +µ ′iLiHu (1.47)

W∆B=1 =
1
2

λ ′′i jkūid̄ jd̄k, (1.48)

where Hu, Hd , Q, L, ū, d̄, ē are superfields corresponding to the supermultiplets: up-type Higgs, down-
type Higgs, left-handed quarks, left-handed leptons, right-handed up-type quarks, right-handed down-type
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quarks and right-handed charged leptons, respectively. These terms lead to make the lifetime of protons
short. The expectation of the lifetime of protons is calculated with minimal SUSY SU(5) as [45]

τSUSY SU(5)(p → K+ν̄)≤ 2.9×1030 yrs, (1.49)

whilst the experimental result from Super-Kamiokande [46] was evaluated the lifetime as

τexp(p → K+ν̄)> 5.9×1033 yrs (90% CL). (1.50)

Thus the minimal SUSY SU(5) model was already excluded with greater than 90% confidence level. The
fact indicates the minimal SUSY SU(5) needs to add some mechanisms to suppress the phenomena to
violate the baryon and the lepton numbers. One of the simple solution is the assumption of R-parity
conservation. R-parity is defined with the amount of spin s by the following equation:

R = (−1)3(B−L)+2s, (1.51)

where the R-parity is +1 for the SM or −1 for the SUSY. In the case of R-parity conservation, the interac-
tion terms shown in Eqs. (1.47) and (1.48) are strictly prohibited.

For the lightest SUSY particle (LSP), there is no way to decay into the other particles because of R-
parity conservation. Therefore the LSP would be a good candidate for the dark matter. When the SUSY is
introduced in the SM, usually “R-parity” is defined and assumed to be conserved.

Muon g−2 deviation Assuming that SUSY makes additional quantum loops in muons, the contribution
for muon g− 2 is favoured with the electroweak interacting SUSY masses of O(100)GeV and tanβ of
O(10) [47,48]. As a result, SUSY particles which interact with the electroweak interaction are expected to
be light.

1.3.1 Supersymmetry breaking

As SUSY particles have not been observed with the same mass as corresponding SM particles hitherto,
the SUSY has to be broken. However, the breaking mechanism is not arbitrary and simply spontaneous
SUSY breaking is unsuitable in terms of solving the hierarchy problem in the gauge theory. The “soft”
breaking term is then introduced by hand to break the symmetry spontaneously [49, 50]:

LMSSM = LSUSY +Lsoft. (1.52)

The LMSSM is the effective Lagrangian of the MSSM. The LSUSY contains gauge and Yukawa interaction
terms and preserves SUSY invariance. The quantum correction terms are kept symmetric in the scalar
corrections. The Lsoft is a term to violate SUSY, which is added by hand. This term gives the additional
mass contribution for the SUSY particles, as following [51]:

• Soft trilinear scalar interactions: 1
3! Ai jkϕiϕ jϕk

• Soft bilinear scalar interactions: 1
2 bi jϕiϕ j

• Soft scalar mass-squares: m2
i jϕ

†
i ϕ j

• Soft gaugino masses: 1
2 Maλ aλ a,
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where the A, b, m2 and M are the parameters of corresponding interactions, and ϕ and λ are the fields
of scalar particles and gauginos. In the soft breaking, the spontaneous symmetry breaking is occurred in
the “hidden sector,” where the SUSY particles interact with a “messenger.” The SUSY breaking models
are categorised according to their fields of messenger interaction. Three candidates are proposed: gravity-
mediation, anomaly-mediation and gauge-mediation scenarios, as described below.

Gravity-mediation Supergravity (SUGRA) [52] is the most popular mechanism of the SUSY breaking
models, in which the supersymmetry breaking is mediated by gravitational interaction. This scenario in-
troduces the gravity supermultiplet (G, G̃), where G is a spin 2 graviton and G̃ is a spin 3/2 gravitino. The
hidden sector communicates with visible sector only via the gravitational interaction. The soft breaking
terms A, b, m2 and M are proportional to the gravitino mass m3/2. The gravitino mass term m3/2 is related
to the SUSY breaking scale of MS =

√
F ∼ 1011–13 GeV [51],

m3/2 ∼
M2

S
MPl

=
F

MPl
, (1.53)

the gravitino mass is thus O(TeV). The couplings of the gravitino are gravitational strength, this is thus
extremely weakly interacting to the other fields.

The LSP is usually assumed to be the lightest neutralino, which is a good candidate for the dark matter.
Whereas the gravitino would be a candidate as the LSP, the relic density of the dark matter restricts the
gravitino LSP scenario with the gravitino mass less than a few keV or heavier than ∼ 1011 GeV [53, 54].

The minimal model of the Supergravity, minimal Supergravity (mSUGRA), has been used as a bench-
mark model to reduce the free parameters. The parameters of mSUGRA are listed as following [51]:

• m1/2: a common gaugino mass,

• m0: a common soft scalar mass,

• A0: a common soft trilinear parameter,

• b0: a bilinear term,

• the sign of µ term.

In this scenario, the LSP is usually the bino-like neutralino. The simplified models which are used in this
analysis are based on the mass spectra of the standard SUGRA case.

Anomaly-mediation Anomaly-mediated SUSY breaking (AMSB) [55, 56] is a particular case of the
SUGRA. Whereas SUGRA has an advantage to extend the theory to the string theory, it has a disadvantage
that at present it has not been successful to explain the degeneracy of squark masses to avoid large flavour-
changing neutral current effects [55]. In order to solve it, the contribution of the conformal anomaly for the
gauginos is introduced as an origin of the gaugino masses. Thus the gaugino masses are determined by the
following equation:

Ma =
β (g2)

2g2 m3/2 (1.54)

where β (g2) is the gauge beta function. The breaking mass terms are related to the gravitino mass m3/2 ∼
O(100TeV). The gaugino mass ratio is obtained as

M1 : M2 : M3 = 2.8 : 1 : 7.1, (1.55)
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thus the LSP is the neutral wino [51]. The next to the lightest SUSY particle (NLSP) is the charged wino
with the mass difference of a few hundred MeV. The charged wino would be long-lived particle, which
is a very interesting phenomenon of the AMSB scenario. Searches for the long-lived charged wino are
performed using the disappearing track, which is the track disappeared in the middle of the detector [57].

Gauge-mediation If the messenger interaction is a gauge interaction, the model is called as the Gauge-
mediated SUSY breaking (GMSB) [58–62]. A messenger field Si is introduced in order to couple to the
goldstino field of the hidden sector, the MSSM gauge bosons and gauginos. The gaugino masses are
obtained by

Ma ∼
g2

a

(4π)2
FS

MS
, (1.56)

where FS and MS are the auxiliary field VEV and the SUSY breaking mass scale. If the breaking mass
parameter MS ∼ 105 GeV, the auxiliary field VEV is FS ∼ M2

S . For larger value of FS ∼ 1014 GeV2, MS ∼
109 GeV. In general, the MS in the GMSB is much smaller than that in SUGRA. The gravitino mass is
written as

m3/2 ∼
M2

S
MPl

, (1.57)

thus the gravitino has very low mass of the order of a few keV, which satisfies the observed relic density of
the gravitino LSP [63]. Searches for the GMSB signals are performed based on detecting the SM particles
emitted from the NLSP decays, for example, photons from the bino-like neutralino decays χ̃0

1 → γ + G̃,
and Higgs or Z boson from the Higgsino-like neutralino decays χ̃0

1 → h/Z + G̃ [64].

1.3.2 SUSY models

The SUSY models are needed because the MSSM has many parameters which cannot be determined
in the theory. Many models are proposed to simplify the SUSY parameter space. Two specific models, the
simplified model and the phenomenological MSSM are described in this thesis below.

Simplified models To reduce the parameter of the MSSM, the simplest spectra compatible with SUSY
structure are defined. They are called the simplified models [65]. They contain a few parameters. In
this thesis, only two free parameters are employed, the masses of the lightest chargino χ̃±

1 and the
lightest neutralino χ̃0

1 . The other parameters are assumed not to affect the phenomenologies of the
SUSY signals. Not only the SUSY production, but also the decay modes are simplified. As described
below, the decay modes via WZ and Wh are considered with 100% branching ratios.

pMSSM The phenomenological MSSM (pMSSM) [66, 67] is formed from MSSM with several basic
assumptions. Actually, there are more than 100 parameters in the R-parity conserving MSSM in
addition to the SM, mainly soft-breaking terms. Then, three assumption are added to the MSSM:
no new source of CP-violation, no flavour changing neutral currents, and first and second generation
universality. This leads to reduce parameters to 19.

In this search, the masses of the coloured sparticles, of the CP-odd Higgs boson, and of the slep-
tons are fixed at high values. Then the dominant process would be direct chargino and neutralino
production decaying via W , Z or Higgs bosons.
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1.4 Electroweak gauginos

The main target of the analysis is search for supersymmetric particles produced by electroweak process
and decaying via bosons. In this section, the phenomena of the electroweak SUSY particles, in particular
with respect to the charginos and the neutralinos are shown. There have been no evidence for squarks and
gluinos in the results of ATLAS and CMS experiments at present [68, 69]. Thus they are assumed to be
heavy in the order of O(10)TeV in this thesis.

1.4.1 Mass spectra

In the MSSM, there should be at least two Higgs doublets. Accordingly four super-partners of the
Higgs bosons exist, called Higgsinos, H̃+

u , H̃0
u , H̃−

d and H̃0
d (gauge eigenstates), as described in Sec. 1.3.

These Higgsinos and electroweak gauginos (W̃ and B̃) are mixed and form the mass eigenstates with unitary
matrices for neutralinos N(χ̃0) and for charginos N(χ̃±) as


χ̃0

1

χ̃0
2

χ̃0
3

χ̃0
4

= N(χ̃0)


B̃

W̃ 0

H̃0
d

H̃0
u

 , (1.58)

(
χ̃±

1

χ̃±
2

)
= N(χ̃±)

(
W̃±

H̃±

)
, (1.59)

where H̃± represents H̃+
u or H̃−

d . The mixing matrices N(χ̃0) and N(χ̃±) are unitary matrices satisfying

N†MN−1 = ND, (1.60)

where ND represents a diagonal mass matrix for neutralinos or charginos, and M is the mass matrix of
neutralinos or charginos. The mass matrices of neutralinos and charginos can be noted as following equa-
tion [50]:

M(χ̃0) =


M1 0 −cβ sW mZ sβ sW mZ

0 M2 cβ cW mZ −sβ cW mZ

−cβ sW mZ cβ cW mZ 0 −µ
sβ sW mZ −sβ cW mZ −µ 0

 (1.61)

M(χ̃±) =

(
M2

√
2sβ mW√

2cβ mW µ

)
, (1.62)

where M1, M2, µ , cβ , sβ , cW and sW stand for the bino mass term, the wino mass term, the Higgsino mass
term, cosβ , sinβ , cosθW and sinθW , respectively. With these notations, the masses of neutralinos and
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charginos can be written as following equations:

mχ̃0
1
= M1 −

m2
Zs2

W (M1 +µ sin2β )
µ2 −M2

1
+ · · · (1.63)

mχ̃0
2
= M2 −

m2
W (M2 +µ sin2β )

µ2 −M2
2

+ · · · (1.64)

mχ̃0
3 ,χ̃

0
4
= |µ|+ m2

Z(I − sin2β )(µ +M1c2
W +M2s2

W )

2(µ +M1)(µ +M2)
+ · · · , (1.65)

|µ|+ m2
Z(I + sin2β )(µ −M1c2

W −M2s2
W )

2(µ −M1)(µ −M2)
+ · · · (1.66)

mχ̃±
1
= M2 −

m2
W (M2 +µ sin2β )

µ2 −M2
2

+ · · · (1.67)

mχ̃±
2
= |µ|+ m2

W I(µ +M2 sin2β )
µ2 −M2

2
+ · · · , (1.68)

where I is a sign then I = ±1. If the Higgsino mass term |µ| is assumed to be much larger than the other
variables (|µ| ≫ M1,M2), the masses of charginos and neutralinos are as follows:

mχ̃0
1
∼ M1 (bino-like), (1.69)

mχ̃0
2
∼ mχ̃±

1
∼ M2 (wino-like), (1.70)

mχ̃0
3
∼ mχ̃0

4
∼ mχ̃±

2
∼ |µ| (Higgsino-like). (1.71)

Thus the masses of the lightest charged wino and neutral wino can be assumed to be degenerate mχ̃±
1
=mχ̃0

2
.

In this thesis, this simple model is adopted as a target scenario.

1.4.2 Production modes

The cross sections of the chargino-neutralino pair production depends on the mass of the χ̃±
1 or χ̃0

2 .
For the scenarios the squarks are all heavy in the order of O(10)TeV comparing to the weak boson
O(100)GeV. Thus only the s-channel would be dominant and the t and u-channels are strongly suppressed
since the cross-section of t and u-channels are in proportion to 1/(p−mq̃)

2, where p is a momentum for
the virtual squark. The Feynman diagrams for the χ̃±

1 χ̃0
2 production are shown in Fig. 1.5. The production

cross section of χ̃±
1 χ̃0

2 is shown in Fig. 1.6. If the lightest chargino χ̃±
1 and the second lightest neutralino χ̃0

2

are not electroweak gaugino-like, their cross sections are significantly smaller than that for the electroweak
gaugino production.

This thesis focuses on the search for direct χ̃±
1 χ̃0

2 production. The other modes, such as searches for
χ̃0

1 χ̃0
1 , χ̃±

1 χ̃0
1 , χ̃0

i χ̃0
j and χ̃+

1 χ̃−
1 , are not considered in this thesis. The χ̃0

1 χ̃0
1 production is difficult to be

detected due to the assumption where the χ̃0
1 is the LSP. For χ̃±

1 χ̃0
1 , if χ̃±

1 is wino-like and χ̃0
1 is bino-like,

the production rate is very small because the direct coupling between wino and bino is prohibited. The
χ̃0

i χ̃0
j production, in particular the case where i = 2 and j = 2,3, is also a promising candidate. However,

the neutral production cross section is smaller than the charged production in the pp collision. For the
same reason, the cross section of the χ̃+

1 χ̃−
1 production is also smaller than that of the χ̃±

1 χ̃0
2 production.

Therefore, the direct production of χ̃±
1 χ̃0

2 is the most sensitive search for the gauginos. In this case, the
final states would have three leptons. Thus this thesis focuses on this channel.



1.4. ELECTROWEAK GAUGINOS 17
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±

1
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(a) s-channel production mode (b) t-channel production mode

Figure 1.5: Feynman diagrams for the χ̃±
1 χ̃0

2 production via s-channel (a) and via t-channel (b). In figures, W ∗ and
q̃∗ represent the off-shell W boson and the off-shell squark, respectively. If the squarks have heavy mass spectra, the
s-channel production mode (a) is dominant and the t-channel production mode (b) is strongly suppressed because of
the heavy squark mass.
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Figure 1: Cross sections for pair production
of different sparticles as a function of their
mass at the LHC for a center-of-mass energy
of 8 TeV [53]. Typically the production cross
section of colored squarks and gluinos is several
orders of magnitude larger than the one for
leptons or charginos. Except for the explicitly
shown pair production of stops, production cross
sections for squarks assumes mass degeneracy of
left- and right-handed u, d, s, c and b squarks.

like the CMSSM might no longer be good benchmark scenarios

to solely characterize the results of SUSY searches at the LHC.

For this reasons, an effort has been made in the past years

to complement the traditional constrained models with more

flexible interpretation approaches.

One answer to study a broader and more comprehensive

subset of the MSSM is via the phenomenological-MSSM, or

pMSSM [54–56]. It is derived from the MSSM, using experi-

mental data to eliminate parameters that are free in principle

but have already been highly constrained by measurements of

December 18, 2013 12:01

Figure 1.6: Cross sections for pair production of SUSY particles as a function of their mass at the LHC for a centre-
of-mass energy of 8TeV [24,70–74]. The cross section of the direct production of charginos and neutralinos is several
orders of magnitude smaller than the production of coloured SUSY particles.
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W̃
±

W
±

B̃

(a) W̃± →W±B̃ decay process

W̃ 0

h

H̃0

(b) W̃ 0 → hH̃0 decay process

H̃0

h

B̃

(c) H̃0 → hB̃ decay process

H̃
0

Z

H̃
0

(d) H̃ 0 → ZH̃ 0 decay process

Figure 1.7: Decay process for χ̃±
1 and χ̃0

2 via SM bosons. There are four possible decay modes: (a) W̃± →W±+ B̃,
(b) W̃ 0 → h+ H̃0, (c) H̃0 → h+ B̃, and (d) H̃0 → Z + H̃0. In the case where all squarks, gluinos and sleptons are
much heavier than the SM bosons, charginos and neutralinos decays via the SM bosons are dominant processes. H̃
represents one of the Higgs super-partner expressed in gauge eigenstates (H̃−

d , H̃+
u , H̃0

d , H̃0
u ).

1.4.3 Decay modes

In this thesis, the NLSPs are assumed to be χ̃±
1 and χ̃0

2 as wino-like gauginos, and the LSP is assumed
to be χ̃0

1 as a bino-like gaugino. Both wino and bino interact with the electroweak field because they
are super-partners of weak bosons and photon. Decay modes for charginos and neutralinos related this
analysis are shown in Fig. 1.7. The interaction among the super-partners of Z and γ is prohibited as
well as the interactions among the neutral SM electroweak gauge bosons such as Z → ZZ or γ → ZZ
are prohibited. The other decay modes to be considered would be decay scenarios via slepton-mediation.
Since the sleptons with the mass smaller than 300GeV are excluded [75], the parameter spaces of the
slepton-mediated scenarios has been limited.

In order to decay from wino-like χ̃0
2 to bino-like χ̃0

1 , Higgsino contribution is essential because wino-
like χ̃0

2 and bino-like χ̃0
1 cannot interact directly. Figures 1.8 show the decay chain for the wino-like

χ̃0
2 . Since couplings of Z-wino and Z-bino are prohibited, the mixing of neutral gauginos and Higgsinos is

necessary twice to decay via Z. Thus, it is expected that the Higgs decay mode is dominant if the difference
of the mass between winos and binos is larger than the Higgs mass (∼ 125GeV) [76]. Figure 1.9 shows
the branching ratio for W̃ → hB̃ decay mode, where M1 = 0 and M2 = 175GeV. In this case, high tanβ
suppresses the Higgs branch, whereas there is high branching ratio of the decays to Higgs (greater than
90%). The branching ratio should be taken into account since the sensitivity of the WZ decay scenario
should be weakened in the region with the large mass difference between NLSP and LSP.
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2 decay to Z +bino-like χ̃0

1
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h

B̃

H̃0

(b) Wino-like χ̃0
2 decay to h+bino-like χ̃0

1

Figure 1.8: Wino-like χ̃0
2 decay via SM boson mediated scenario. The black point shows the mixing. Since mixing

of neutral gauginos and Higgsinos is needed twice to decay via Z shown in (a), the process can be suppressed if the
mass difference is greater than Higgs mass because only one mixing is needed to decay via Higgs shown in (b).
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FIG. 2: (a): Branching ratio of a neutral wino NLSP to a Higgs and a bino LSP as a function of µ and

tan�, for a wino mass of 175 GeV and a Higgs of mass 125 GeV in the decoupling limit. The branching

ratio is computed using tree-level neutralino masses and mixings, with the input M1 = 0 and choosing M2

such that the wino mass is 175 GeV. The resulting bino mass varies throughout this parameter space but

remains very light (< 10 GeV). (b): Branching ratio of a higgsino NLSP to a Higgs and a bino LSP as

a function of higgsino mass and tan�, for large M1, M2, a light gravitino, and a Higgs of mass 125 GeV

in the decoupling limit, using the formulae of [39]. This plot assumes sign(µ(M1
M2

+ tan2 ✓W )) < 0, which

causes the higgsino-Z-gravitino coupling to vanish at tan� = 1. In both plots, the gray dashed line indicates

tan� = 1.4, the approximate lower bound for perturbativity of the top Yukawa coupling at the unification

scale ⇠ 1016 GeV.

to the Z approaches zero [39], due to cancellation of the contributions from the H̃u and H̃d com-

ponents. The higgsino LSP can then decay dominantly to a Higgs and gravitino, as illustrated in

fig. 2(b). Since the gravitino LSP can be very weakly coupled, we will again consider the limit when

all other MSSM fields decay promptly to the NLSP, which then decays promptly to the gravitino

(requiring
p

hF i . 100 TeV).

Spectra

In the models discussed above the NLSP is often accompanied by other nearly degenerate states

that are important for phenomenology. We identify three classes of spectra (illustrated in fig. 3)

that capture the possible signals:

Figure 1.9: Branching ratio of a neutral wino NLSP to a Higgs and a bino LSP as a function of µ and tanβ , for the
wino mass term M2 of 175GeV and the Higgs mass of 125GeV. The branching ratio is computed using tree-level
neutralino masses and mixing, with the input M1 = 0 [76].
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1.5 SUSY searches

Searches for SUSY have been presented hitherto in several experiments with the high centre-of-mass
energy colliders such as the LEP, the Tevatron and the LHC. The LEP was a synchrotron electrons-positron
collider with the centre-of-mass energy of up to 209GeV, and operated at CERN from 1989 to 2000.
The Tevatron was a synchrotron proton-antiproton collider with the centre-of-mass energy of 1.8TeV, and
operated at Fermilab from 1987 to 2011. The LHC is a synchrotron proton-proton collider with the centre-
of-mass energy of 7TeV in 2010 and 2011 and 8TeV in 2012, as described in Chap. 2.

1.5.1 LEP Experiments

The Large Electron-Positron Collider (LEP) was a circular collider located on CERN at Genève,
Switzerland. The LEP was operated with the centre-of-mass energy of

√
s = 183–209GeV and provided

total luminosity of ∼ 2.6fb−1 from 1997 to 2000 (LEP2). There are four complementary experiments:
ALEPH [77,78], DELPHI [79,80], OPAL [81] and L3 [82]. These detectors are designed as multi-purpose
detectors to detect signals from electron-positron collision at the centre of the detectors. The results of four
collaboration during the LEP2 were analysed separately and were combined statistically [83–93].

At the LEP experiments, the SUSY would be produced with electroweak interaction because of the
collision of leptons. The following production scenarios have been taken into account:

• e+e− → q̃q̃ (squark production),

• e+e− → ℓ̃ℓ̃ (slepton production),

• e+e− → χ̃±χ̃∓ or χ̃0χ̃0 (chargino and neutralino production).

Since the beam energy is up to 209GeV, the SUSY mass of up to ∼ 100GeV can be produced in the
collision of the LEP. Following paragraphs show the final results of LEP searches.

Squark search Squarks could be pair produced via the s-channel production: e+e− → Z/γ∗ → q̃Lq̃L or
q̃Rq̃R, where q̃L and q̃R represent the super-partners of left-handed and right-handed quarks. Stops and
sbottoms are expected to be lighter than the squarks of the first two families. Thus the searches for stops
and sbottoms are concentrated as searches for squarks.

The expected signals from stops and sbottoms are based on the signals from their decays:

t̃ → c+ χ̃0
1 , (1.72)

t̃ → b+ ℓ+ ν̃(→ ν + χ̃0
1 ), (1.73)

b̃ → b+ χ̃0
1 . (1.74)

Each decay process is assumed to have a 100% branching ratio (simplified model).

The exclusion limits for these channels at LEP are shown in Fig. 1.10 with CDF and DØ results [84].
Searches at LEP have an advantage to cover the region with small ∆mq̃,χ̃0

1
because of the lepton collider.

The statistics are enough to exclude the squark mass of 100GeV. In Fig. 1.10, the angle θ represents the
mixing angle between q̃L and q̃R, q̃1 = q̃L cosθ + q̃R sinθ , where q̃1 is the lowest mass eigenstate, and θ = 0
corresponds to the pure left-handed squark case.
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Figure 1.10: Results of searches for stops and sbottoms at LEP (ALEPH, DELPHI, L3 and OPAL) [84]. The figures
are also shown the first results of searches in Tevatron (CDF and DØ) [94, 95]. The θ represents the mixing angle
between left-handed and right-handed sqrarks, q̃1 = q̃L cosθ + q̃R sinθ . The blue region is an exclusion limit with
θ = 56◦ and the red region is an exclusion limit with θ = 0◦ (left-handed like squark).

Slepton search Sleptons could be pair produced via the s-channel and t/u-channel production. For the
s-channel, the production process is e+e− → Z/γ∗ → ℓ̃Lℓ̃L or ℓ̃Rℓ̃R, where ℓ̃L and ℓ̃R represent the super-
partners of left-handed and right-handed leptons. For the t-channel production, the sleptons are produced
with an exchange of a neutralino. The production process is e+e− → ℓ̃Lℓ̃R. Slepton searches at LEP [83]
are based on detecting two leptons from the slepton decays:

ℓ̃± → ℓ±+ χ̃0
1 , (1.75)

where χ̃0
1 is assumed to be the LSP. The bino mass term M1 is assumed to satisfy the relation

M1 =
5
3

tan2 θW M2, (1.76)

which is based on the framework of the MSSM. The relation is necessary to calculate the cross section for
sleptons via t-channel production.

The final results of searches for selectrons, smuons and staus are shown separately in Fig. 1.11. The
exclusion limits are set with the assumption that the contribution of the SUSY is only from right-handed
sleptons. The assumption is conservative because the cross section for the right-handed sleptons is smaller
than that for left-handed sleptons in general. Finally, almost all of sleptons are excluded with the mass of
up to 100GeV with any mass of the LSP.

Chargino and Neutralino search Charginos searches with the relation |µ| ≪ M2 and |µ| ≫ M2 are
performed. The direct production processes are considered as follows:

e+e− → χ̃±
1 χ̃∓

1 , (1.77)
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and 1.5, respectively.

where s-channel and t/u-channels are taken into account. Searches are based on detecting signals from the
charginos decays:

χ̃±
1 → χ̃0

1 + ℓ±ν/qq̄′, (1.78)

where the chargino decays via W ∗, slepton or squark. The exclusion limits for the case with |µ|= 200GeV
and tanβ = 2 are set as mχ̃±

1
< 103.5GeV (gaugino case) [85].

The degenerate mass region (∆mχ̃±
1 ,χ̃0

1
∼ O(100)GeV) has been investigated with the assumptions

|µ| ≪ M2 (Higgsino-like) or |µ| ≫ M2 (gaugino-like). The results of the exclusion limits are obtained
as mχ̃±

1
> 92.4GeV (Higgsino-like) and mχ̃±

1
> 91.9GeV (gaugino-like).

Neutralino searches are based on the scenario of the SUSY breaking framework of GMSB or no-scale
supergravity [96]. In these cases, the LSP would be the gravitino and the lightest neutralino decays into a
gravitino and a photon as

χ̃0
1 → G̃+ γ, (1.79)

where the mass of the gravitino is assumed to be negligible (< 1GeV). The neutralino is produced with the
gravitino (ee → G̃χ̃0

1 ) or one more neutralino (ee → χ̃0
1 χ̃0

1 ). Thus the signal should have one or two photons
in final states. The exclusion limit for these channels is shown in Fig. 1.12. The parameter space with the
gravitino mass less than ∼ 2×10−5 GeV and neutralino mass less than ∼ 200GeV with the framework of
no-scale supergravity is excluded with 95% confidence level.

1.5.2 Tevatron Experiments

The Tevatron was the largest hadron collider in America, which is located at the Fermilab, Chicago,
the United States. The Tevatron collider has provided 0.9TeV proton and antiproton beams from 1987 to
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neutralino (bino-like) masses [91].

2011. During the Run-1 of the Tevatron, 1992–1996, the top quark has been discovered at the experiments
using the Tevatron [97,98]. There are two experiments, CDF [99] and DØ [100], which have multi-purpose
detectors.

The SUSY particles are produced mainly from qq̄ collisions. The production of q̃q̃, q̃g̃, g̃g̃ and χ̃±
1 χ̃0

2

were taken into account. The searches for squarks are based on the assumption where the super-partner
of the third generation is lighter than the others. Thus only stop and sbottom searches are performed at
Tevatron, as well as searches at LEP. The decay modes are assumed to be the same processes as that
assumed in the LEP searches. Stop mass less than 240GeV was excluded with 95% confidence level at
CDF and DØ, as shown in Fig. 1.13.

Direct charginos and neutralinos production was searched in Tevatron experiments. There are two sce-
narios taken into account separately. One is mSUGRA scenario, where the masses of the lightest chargino
and the second lightest neutralino are degenerate mχ̃±

1
= mχ̃0

2
and the LSP is the lightest neutralino. This

mode emits three leptons and missing transverse energy, thus the final states suppresses the SM background
processes. The chargino mass limit has been set as shown in Fig. 1.14a.

The other is GMSB scenario. In this case, as the LSP is the gravitino, the lightest neutralino decays into
a gravitino and a photon. Thus the final states include the two photons and the missing transverse energy.
The combined exclusion limits from the results of CDF and DØ are shown in Fig. 1.14b. The observed
exclusion limit was set with the mass of chargino below 210GeV.

1.5.3 LHC Experiments

The LHC [105] is a hadron collider operated from 2009, which have two complementary experiments:
the ATLAS [106] and the CMS [107]. The descriptions for the LHC and the ATLAS will be found in
Chap. 2.

Since the beams from the LHC is the highly accelerated protons, the gluon-gluon scattering is the dom-
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SUSY searches at the Tevatron
Michel Jaffréa, on behalf of the CDF and D0 collaborations

Laboratoire de l’Accélérateur Linéaire (Orsay, France)

Abstract. The Tevatron collider has provided the CDF and D0 collaborations with large datasets as input to
a rich program of physics beyond the standard model. The results presented here are from recent searches for
SUSY particles using up to 6 fb−1 of data.

1 Introduction

Supersymmetry (SUSY) [1] is one of the most favored the-
ories beyond the standard model (SM). Each SM particle
is associated to a sparticle whose spin differs by one half
unit. This boson-fermion symmetry is obviously broken
by some unknown mechanism. Even in the minimal su-
persymmetric extension of the SM (MSSM [2]) there are
a large number of free parameters. To reduce this num-
ber one can introduce new assumptions on the symmetry
breaking mechanism and build models based on minimal
supergravity (as mSUGRA [3]) or on a Gauge Mediated
Symmetry Breaking scenario (GMSB [4]), a top-down ap-
proach. Another possibility is to make phenomelogical as-
sumptions to reduce the number of particles accessible to
the experiment while keeping some of the properties of the
above models (bottom-up approach).

As the sparticles are heavy, to produce them one has to
make collisions at the highest center of mass energy. The
Tevatron was the best place for discovery until the start
of LHC. In the near term, Tevatron experiments and their
large datasets remain competitive in areas like production
of third generation squarks and of non-coloured sparticles.

I will report on recent results from the CDF and D0
collaborations, assuming R-parity [5] is conserved, i.e the
sparticles are produced in pairs, and the lightest of them
(LSP) is stable, neutral, weakly interacting, and detected
as missing transverse energy, E̸T .

2 Scalar bottom and top quarks

In the MSSM, the mass splitting between the mass eigen-
states of the two scalar partners of a SM fermion depends
on the mass of the fermion. As such, the lightest scalar
partners of the third generation may be light enough to be
produced copiously at the Tevatron. In a data sample of
5.2 fb−1, D0 has searched for a scalar bottom quark as-
suming it decays exclusively into a bottom quark and the
lightest neutralino (LSP), resulting in events with two b-
jets and large E̸T . This topology is identical to that for
pp̄ → ZH → νν̄ + bb̄ production, and the two analyses
are based on the same trigger and event selection crite-
ria [6]. The SM background processes which contribute

a e-mail: jaffre@lal.in2p3.fr

in this topology are the production of W/Z bosons in as-
sociation with b-jets and top quark production. No excess
of events is observed above the expected SM processes
which allows D0 to increase the excluded domain in the
(mb̃,mχ̃0

1
) mass plane excluding a 247 GeV scalar bottom

for a massless scalar neutralino and a 110 GeV neutralino
for 160 < mb̃ < 200 GeV [7].

Scalar top quarks have been also searched for in vari-
ous decay channels. The most recent analysis is from D0
with a 5.4 fb−1 data sample. The scalar top quark is as-
sumed to decay exclusively in the three body decay mode
t̃ → blν̃ with equal fraction to each lepton type, l ; the
scalar neutrino, ν̃, is either the LSP or decays invisibly
to a ν and the LSP. The event selection requires exactly
one isolated electron and one isolated muon of opposite
charge, with transverse momenta, pT > 15 and 10 GeV
respectively. The SM backgrounds are from the Drell-Yan
process (γ/Z∗ → ττ), or from diboson and top quark pair
production. Several combinations of estimators are built
to discriminate signal from the different backgrounds de-
pending on the mass difference, ∆m = mt̃ − mν̃. Scalar top
masses below 210 GeV are excluded for a scalar neutrino
mass below 110 GeV and ∆m > 30 GeV [8] (Fig. 1).
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Fig. 1. D0 observed and expected 95% C.L. exclusion contour
in the sneutrino and scalar top mass plot, and comparison with
previous results.

Figure 1.13: Observed and expected exclusion limits in the sneutrino and stop masses plot at DØ (red lines) [101].
The previous results from LEP2 (green region), DØ (purple and black lines) and CDF (blue line) are also shown.
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theoretical prediction using PROSPINO [104].
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Figure 1.15: Exclusion limits for the gluino pair production at CMS (a) and the stop pair production at ATLAS (b).

inant process in contrast to the Tevatron processes (quark-antiquark scattering). Thus the SUSY production
modes with s-channel exchange of gluons or t-channel exchange of gluino/squark are much larger than the
electroweak processes, as the cross section plots can be found in Fig. 1.6. In the LHC experiment, squarks
and gluinos searches have been carried out with great effort because of the high cross sections. These
searches are based on detecting the final states with multi-jets and zero or a few leptons. A variety of decay
processes of the squarks can be considered. In order to be simply, squark decays into quark and the LSP:
q̃ → q+ χ̃0

1 . Thus squark pair production includes at least two jets and the missing transverse momentum
in the final states. The gluinos are pair produced and decay as basically g̃ → qq̄+ χ̃0

1 . In this simple case,
the final states should include at least four jets.

The search results for gluinos in CMS [69, 108, 109] and for stops in ATLAS [110] are shown in
Fig. 1.15. Three colours in Fig. 1.15a represent the analyses with different criteria and five colours in
Fig. 1.15b represent the results for different decay processes shown in the legend. The gluino with its mass
below 1.3TeV with zero mass LSP has been excluded with 95% confidence level in CMS. ATLAS also
has excluded 1.3TeV mass of gluinos [111]. The inclusive squark pair productions with the mass below
850GeV and 920GeV are excluded in ATLAS and CMS, respectively. Especially for the stops, as shown
in Fig. 1.15b, the mass below ∼ 700GeV has been excluded in ATLAS and CMS.

For the electroweak SUSY searches, the searches for direct production of sleptons are shown. As
the LHC provides the high energy proton beam, sleptons can be produced qq̄ scattering via s-channel
exchange of a weak boson or t-channel scattering exchange of a squark. Since squarks should have mass
greater than 700GeV according to the squark searches, only s-channel production mode has been taken
into account. The slepton decays into the corresponding lepton and the LSP: ℓ̃→ ℓ+ χ̃0

1 , as explained in
Sec.1.5.1. Results are shown in Fig. 1.16 for the left-handed (Fig. 1.16a) and right-handed (Fig. 1.16b)
sleptons in ATLAS [112]. They also show the exclusion limits in the LEP combined results. Whereas
the exclusion limits have been extended to 250GeV and 300GeV for both left-handed and right-handed
sleptons, respectively, the regions with the difference of the masses between sleptons and the LSP mℓ̃,χ̃0

1
<∼
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Figure 1.16: Exclusion limits for directly pair produced left-handed (a) and right-handed (b) sleptons in AT-
LAS [112].

70GeV and the slepton mass greater than 100GeV have not excluded. This is because the emitted leptons
from slepton decays have low momenta. In contrast to the LEP searches, the collision of the proton beams
have a large amount of hadronic background. Since leptons with low momenta tend to be misidentified,
the analyses are difficult in these region.

All other results in ATLAS [111] and CMS [113] can be found in the corresponding references.

1.5.4 Summary of the SUSY searches

Searches for the SUSY has been reviewed up to the previous sections. According to the current results,
there have been no evidence of the SUSY particles and the exclusion limits have been extended with the
masses as follows:

• squarks: mq̃ ∼ 1TeV,

• gluinos: mg̃ ∼ 1.4TeV,

• stops: mt̃ ∼ 700GeV,

• sleptons: mℓ̃ ∼ 300GeV,

• gauginos (except the LSP): mχ̃ ∼ 160GeV (LEP and Tevatron searches taken into account).

Therefore, if the SUSY particles with the light masses exist, the possible candidates are light charginos and
neutralinos. As described in Sec. 1.2, the light electroweak SUSY particles are favoured to solve the muon
g−2 problem. Thus it is important to improve the searches for charginos and neutralinos.
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Chapter 2

LHC-ATLAS Experiment

Experimental equipments used in this analysis will be described in this chapter. A Toroidal LHC Appa-
ratus (ATLAS) detector [106] is a detector to capture and record the signals of proton-proton collisions in
the Large Hadron Collider (LHC). The detector is located at the LHC Point1 of the European Organization
for Nuclear Research (CERN) and the LHC is located at a suburb of Genève in Switzerland, as shown in
Fig. 2.1. Overview of the LHC and the ATLAS detector in Sec. 2.1 and Sec. 2.2, respectively.

2.1 Overview of the LHC accelerator

The LHC [105] is the highest energy proton collider in the world at present. It is designed to collide
two counter rotating proton (or lead) beams, which are accelerated to 4TeV in 2012 (LHC Run-1), whereas
designed energy is 7TeV. The beam pipes and magnets are installed in the 26.7 km long tunnel that was
constructed for the LEP. This tunnel lies between 45 m and 170 m below the surface with 1.4% inclination
towards the Léman lake, stretched for two countries, France and Switzerland, as shown in Fig. 2.1.

The LHC can be divided to eight arcs and straight parts. The half of the straight parts have beam
crossing points. The other four parts contain RF systems, collimation systems or a dump. In arc parts,
superconducting dipole and quadrupole magnets are located. They are designed to provide above 8T
magnetic fields.

Figure 2.2 shows the sequence of the beam injection [115]. The accelerated protons are injected into
the accelerators in following order, Linear Accelerator 2 (LINAC2), Proton Synchrotron Booster (PSB),
Proton Synchrotron (PS), and Super Proton Synchrotron (SPS). The LINAC2 is the primary source of
protons for CERN accelerators. The protons from LINAC2 form into 180 mA current beam with 50MeV,
injected into the PSB. In the PSB, the beam is accelerated to 1.4GeV. The bunch spacing (50 ns for Run-1)
is implemented at the PS, where the beam energy rises to 25GeV. The LHC injection energy is 450GeV
from SPS acceleration. At the LHC, the 4TeV beams including 1011 protons are formed and used in the
collision.

The observed number of events per second from the LHC collisions is given by following relation:

Nevent = L σevent, (2.1)

where the σevent is the cross section for the event under study and L is the instantaneous luminosity. The
instantaneous luminosity in the LHC is not constant value but decreases during each fill. This is because
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Figure 2.1: Location of the LHC and the ATLAS detector. The ATLAS is located in CERN Meyrin site, Genève,
Switzerland [114].

Figure 2.2: LHC injection complex, drawn by Julie Haffner [116]
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the particles in bunches will be lost due to the collision and the beam loss during the circulation. The peak
instantaneous luminosity has been observed 7.7× 1033 cm−2s−1 in Run-1, whereas the designed value is
1×1034 cm−2s−1. The online monitoring result of the LHC peak luminosity in 2012 is shown in Fig. 2.3.
The integration of the instantaneous luminosity called the integrated luminosity is utilised as a indicator of
the total amount of observed data. Using this notation, the total observed number of events under study is
written as

Nevent = σevent ×
Û

L dt. (2.2)

The development of the total integrated luminosity in 2012 is shown in Fig. 2.4. The total integrated
luminosity delivered from the LHC has been 22.8fb−1, while recorded integrated luminosity and analysed
integrated luminosity have been 21.3 fb−1 and 20.3 fb−1. The inefficiency of the recorded and analysed
integrated luminosity were caused by the DAQ performance and the detector qualities, as discussed in
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Figure 2.5: The image of the whole ATLAS detector [106].

Sec. 4.2.

2.2 Overview of the ATLAS Detector System

The ATLAS Detector is the multi-purpose detector for the experiment of the particle physics. Figure 2.5
shows a whole view of the ATLAS detector. It consists mainly of five parts: the Inner Detector, the
Calorimeter, the Muon Spectrometer, the Forward Detector, and the Magnet System.

The parts of the ATLAS detector can be classified by the role in detecting particles, which are the
tracking, the energy measurement and the triggering. The tracking part is composed of the Inner Detector
and the components of the Muon Spectrometer. These detect electric signals made by interaction between
the detector materials and charged particles. The tracks of charged particles are reconstructed using these.
The Calorimeter is employed to measure the energy of the passed particles. Combining the information of
the tracking and the energy measurement give us to the four-momentum of the passed particle. The trigger
is composed of the components of the Calorimeter and the Muon Spectrometer. These detects the several
patterns and determines whether the data should be recorded or not. Detail would be found in the following
sections.

2.2.1 Variables used to specify the location in the detector

The ATLAS detector surrounds the solid angle of approximately 4π from the interaction point in order
to have a good resolution of the missing transverse momentum. There are some important variables to
understand the geometry of the ATLAS detector.

The origin of the ATLAS detector is the nominal interaction point. The beam direction defines the z
axis, the positive direction of which is defined as anticlockwise, and its transverse plane defines x-y plane,
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where the x axis points to the centre of LHC ring and the y axis points upwards. The azimuthal angle ϕ is
defined as the angle around the z axis in the x-y plane, and the polar angle θ is defined as the angle from
the z axis in the r-z plane, where the radius r =

√
x2 + y2. The pseudo-rapidity η is defined with the polar

angle as following equation:

η =− ln
[

tan
(

θ
2

)]
. (2.3)

Usually the position of the detector is explained with the radius r, the azimuthal angle ϕ and the pseudo-
rapidity η .

The distance ∆R in the pseudo-rapidity-azimuthal angle space is defined as

∆R =
√

∆η2 +∆ϕ 2. (2.4)

The transverse momentum pT is defined as the momentum vector in the x-y plane as

pT =

(
px

py

)
, (2.5)

pT =
√

px
2 + py

2. (2.6)

The transverse energy ET is defined by the pT as

ET ≡
√

m2 + pT2 ∼ |pT|. (2.7)

The approximation in Eq. (2.7) is permitted if the particle mass m can be negligible. The particles which
are selected in this analysis have at least a few GeV, so that the mass of the light particles such as electrons
are usually negligible.

2.2.2 Inner Detector

The Inner Detector (ID) consists of detectors for vertexing and tracking particles. The components of
the ID System are the Pixel, the Semiconductor Tracker (SCT) and the Transition Radiation Tracker (TRT).
Figure 2.6 illustrates the overview of the ID. Each detector component of ID can be divided two parts, the
barrel and the end-cap parts. A barrel part is set up in parallel to the beam axis and located around the
interaction point as the origin. The modules of a barrel part is also laid in parallel with the beam axis. An
end-cap part, on the other hand, is located outside of the barrel part on a vertical plane with respect to the z
axis. The ID covers the pseudo-rapidity of |η |< 2.5.

The Pixel and the SCT sensors are always kept within the temperature of approximately −10 ◦C in order
to maintain the good performance for sensor noise, in particular after the radiation damage. In contrast, the
TRT is not necessary to be kept in the low temperature. Thus it operates at the room temperature.

Pixel The innermost part of ID is the Pixel Detector [118]. This part surrounds the interaction point with
three barrel layers and three end-cap disks. It consists of 112 barrel staves and 48 end-cap sectors, which
composes totally 1741 pixel modules.

A module has a silicon sensor tile and 16 readout chips, which are connected with bump-bonding
technique. A rough sketch of a barrel module is shown in Fig. 2.7. The total number of channel is 47232
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Figure 2.6: Overview of the Inner Detector [106].

Figure 2.7: A pixel module located on barrel part [106].
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Figure 2.8: A SCT module located in the barrel part [106].

arranged in 144 columns and 328 rows. The size of a pixel is r-ϕ × z of 50× 400 µm2 for approximately
90% pixels and 50× 600 µm2 for the others. The latter long pixels for the z direction are located on the
boundary of the readout chips. This is because the readout chips cannot be completely linked to the next
readout chips in the order of ∼ O(1)µm. Furthermore, since the readout chips stand in two lines along the
short side of the pixel, the interval of the two lines also has a larger gap than the gap at the long pixels. The
signals of the pixels located on the gaps is read out together with the neighboring pixels, which are called
ganged pixels. The design of the ganged pixels makes it possible to distinguish which pixel is fired. The
performance in the boundary between the readout chips has been kept by the positioning.

The Pixel is set from the ∼ 5cm radius of the interaction point. The intrinsic accuracy on the detection
of the Pixel is 10 µm in r-ϕ and 115 µm along z (r) in the barrel layers (end-cap disks).

Semiconductor Tracker (SCT) The SCT is the second innermost part and located to cover Pixel. This
part is 4 barrel layers and 9 end-cap disks in each side. The barrel layers have 2112 modules and forward
and backward end-caps have 988 modules. Thus there are totally 4088 modules in the SCT part. A SCT
module has two silicon microstrip sensor bulks and 12 readout chips with 768 channels. The strip pitch is
approximately 80 µm. A SCT barrel module is illustrated in Fig. 2.8. The two sensor bulks are set with
the stereo angle of 40 mrad in order to reconstruct a point for a hit in each module from the 1-dimensional
information. The point is called the space-point, which represents the 3-dimensional hit point. All the
barrel modules have same structures, whilst the end-cap modules have different structures since the end-
cap sensors has a sector shape.

The intrinsic accuracy of the SCT detection is 17 µm in r-ϕ and 580 µm along z (r) in the barrel layers
(end-cap disks).

Transition Radiation Tracker (TRT) The TRT [119, 120] surrounds the SCT and covers |η | < 2.0.
This is the detector employing the transition radiation, which is emitted when a particle is passing through
the boundary between the materials with the different dielectric constant. This is useful to distinguish
electrons and pions. The energy of the transition radiation is in proportion to the Lorentz factor γ = E/m
of the passing particle. For example, the energy of the transition radiation for the γ ∼ 103 is in the range
2 to 40 keV [24]. Since the masses between electrons and pions are very different, thus the γ factors cover
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Figure 2.9: Whole view of the Calorimeter [106]

the different range. Then the high threshold of ∼ 6keV for the transition radiation photons is optimised to
take advantage of the relation, as well as the low threshold of 300 eV is prepared for the tracking.

The TRT consists of many proportional drift tubes called straw tubes. In the barrel part, 52544 straw
tubes with 4mm diameter and 144cm long lie parallel to the beam axis. The end-cap parts have the 122880
tubes with 4mm diameter and 37cm long, pointing outwards in the radial direction. The gas mixture of
70% Xe, 27% CO2 and 3% O2 with 5–10 mbar over-pressure is used. Using Xe has an advantage to getting
high efficiency to absorb the transition radiation photons with the energy of 6–15keV.

Each track is expected to have an average of 34 hits in the TRT barrel region and 25 hits in the region
between barrel and end-caps and at |η |> 1.7. The intrinsic accuracy of the measurement is 130 µm along
r-ϕ .

2.2.3 Calorimeter

The Calorimeter is a device for energy measurement for the particles passing through its volume. The
ATLAS Calorimeter has two main parts the electromagnetic (EM) calorimeter and the hadronic calorimeter.
Whole image of the calorimeter part is illustrated in Fig. 2.9. The Calorimeter adopts the sampling detectors
covering full ϕ direction and |η |< 4.9.

Electromagnetic Calorimeter The EM calorimeter [121] is made of the liquid argon (LAr) detectors
with lead absorber plates. This part covers |η | < 1.475 for the barrel part and 1.375 < |η | < 3.2 for the
two end-cap parts. The barrel calorimeter has two identical half-barrels, separated by a small gap of 4mm
at z = 0.

The EM calorimeter is for the energy measurement for the electromagnetic interacting particles, mainly
electrons and photons. Figure 2.10 shows a picture of an EM calorimeter module. A module has Accordion
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Figure 2.10: A photo of the accordion structure of the EM calorimeter [106]

structure of the copper electrode layers and the lead absorber. The accordion waves are axial direction and
run in the azimuthal angle ϕ in the barrel, and are parallel to the radial direction and run axially in the end
caps.

A module has three layers, shown in Fig. 2.11. The inner layer is a strip detector, which is finely
segmented by the η direction with ∆η = 0.0031. The other two layers, called “middle” and “back” from
inner side, is finely segmented by both ϕ and η . The ϕ direction length of the inner layer is four times
longer than those of the middle and the back layers. The depth is varied by the detector |η | to optimise its
resolution, increasing from 22X0 to 30X0 between |η | = 0 and |η | = 0.8 and from 24X0 to 33X0 between
|η | = 0.8 and |η | = 1.3, where the X0 represents the radiation length. The number of readout cells is
totally 3424 per module, including the presampler cells. The presampler detects shower sampling in front
of the active EM calorimeter and inside the barrel cryostat. Its modules are made of interleaved cathode
and anode electrodes glued between glass-fibre composite plates. The segment values for each barrel
and end-cap module of the EM calorimeter are shown in Tab. 2.1. The energy resolution is designed as
σE/E = 10%/

√
E [GeV]⊕0.7%, where the first term is related to the sampling and second is a constant.

The first term depends on the |η |, and is expected to be worse at larger |η | because of the increase of the
materials.

Hadronic Calorimeter The hadronic calorimeter is located out side of the EM calorimeter, and it con-
sists of three components. One is the tile calorimeters, which are located on the outside of the EM calorime-
ter barrel (|η | < 1.7) and uses scintillating tiles and iron absorber. The others use LAr calorimeter, which
are located on the outer side of the end-cap EM calorimeter and forward region.

Tile Calorimeter The tile calorimeter covers the pseudo-rapidity range of |η | < 1.7, where it can be
divided into the barrel region (|η | < 1.0) and two extended barrels (0.8 < |η | < 1.7). The shape
of a module is a wedge of size ∆ϕ ∼ 0.1. The 64 modules cover the full ϕ . The scintillators in the
module are connected to the readout photomultiplier tubes shown in the top of Fig. 2.12. The size of
the scintillator of 3mm thickness are varied with the radial lengths ranging from 97mm to 187mm
and azimuthal lengths ranging from 200mm to 400mm.

By grouping the fibre, the three radial sampling layers are defined, approximately 1.5, 4.1 and 1.8



36 CHAPTER 2. LHC-ATLAS EXPERIMENT

∆ϕ = 0.0245

∆η = 0.025
37.5mm/8 = 4.69 mm ∆η = 0.0031

∆ϕ=0.0245x4 36.8mmx4 =147.3mm

Trigger Tower

TriggerTower∆ϕ = 0.0982

∆η = 0.1

16X0

4.3X0

2X0
15

00
 m

m

47
0 

m
m

η

ϕ

η = 0

Strip cells in Layer 1

Square cells in  
Layer 2

1.7X0

Cells in Layer 3 
∆ϕ× ∆η = 0.0245× 0.05

Figure 2.11: A module of EM calorimeter, located on near η = 0 [106].

Table 2.1: Segment sizes per module of the EM calorimeter.

Layer Segment size (∆η ×∆ϕ ) |η | region

Barrel

Presampler 0.025×0.1 |η |< 1.52

Strip
0.025/8×0.1 |η |< 1.40
0.025×0.025 1.40 < |η |< 1.475

Middle
0.025×0.025 |η |< 1.40
0.075×0.025 1.40 < |η |< 1.475

Back 0.050×0.025 |η |< 1.35

End-cap

Presampler 0.025×0.1 1.5 < |η |< 1.8

Strip

0.050×0.1 1.375 < |η |< 1.425
0.025×0.1 1.425 < |η |< 1.5

0.025/8×0.1 1.5 < |η |< 1.8
0.025/6×0.1 1.8 < |η |< 2.0
0.025/4×0.1 2.0 < |η |< 2.4
0.025×0.1 2.4 < |η |< 2.5
0.1×0.1 2.5 < |η |< 3.2

Middle
0.050×0.025 1.375 < |η |< 1.425
0.025×0.025 1.425 < |η |< 2.5
0.075×0.025 2.5 < |η |< 3.2

Back 0.050×0.025 1.5×|η |< 2.5
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Figure 2.12: A module of the tile calorimeter [106].

interaction lengths thickness for the barrel and 1.5, 2.6 and 3.3 interaction length thickness for the
extended barrel. The |η | direction segments of the tile calorimeter are optimised for the particles
from the interaction point.

The resolution of the barrel and end-cap hadronic calorimeters is designed as σE/E = 50%/
√

E [GeV]⊕
3%.

LAr end-cap calorimeter The LAr end-cap calorimeter (HEC) is a copper/liquid-argon sampling calorime-
ter with a flat-plane design. This part covers 1.5 < |η |< 3.2, and located directly behind the end-cap
EM calorimeter. The HEC shares the end-cap cryostats with the end-cap EM calorimeter and also
forward calorimeters. It consists of two wheels per side, which are cylindrical with an outer radius
of 2030mm. Each wheel has 32 identical wedge-shaped modules. The size of the readout cells is
segmented by ∆η ×∆ϕ = 0.1×0.1 in the region |η |< 2.5 and 0.2×0.2 for larger η .

Forward calorimeter The forward calorimeters (FCal) are located on the outside of HEC and in the same
cryostats as the HEC. The FCal covers 3.1 < |η |< 4.9, which is the highest eta region in the ATLAS
detector. The FCal consists of three 45cm deep modules, corresponding approximately 10 interaction
lengths deep. The inner one is the electromagnetic module (FCal1) and the others are hadronic
modules (FCal2 and FCal3). The absorber media are different between FCal1 and the others: FCal1
uses the copper, whilst FCal2 and FCal3 use the tungsten, to suppress the wide hadronic showers.
The FCal resolution is required to be σE/E = 100%/

√
E [GeV]⊕10%.

2.2.4 Muon Spectrometer

Muons can pass the EM and the hadronic calorimeters and can be detected in the Muon Spectrometer
(MS). The MS is placed on the most outer layer of the ATLAS detector, as shown in Fig. 2.13. It is for
tracking and triggering muons in the pseudo-rapidity range of |η | < 2.7 and |η | < 2.4, respectively. The
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Figure 2.13: Whole view of the Muon Detector [106].

Table 2.2: Main parameters for the components of the muon spectrometer.

MDT CSC RPC TGC

Coverage |η |< 2.7 2.0 < |η |< 2.7 |η |< 1.05 1.05 < |η |< 2.7
Num. of chambers 1150 32 606 3588
Num. of channels 354,000 31,000 373,000 318,000

Function Precision tracking Triggering, second coordinate

MS consists of alternate eight large and eight small parts. The MS has four components listed in Tab. 2.2:
the Monitored Drift Tubes (MDT) and the Cathode Strip Chambers (CSC) are used for precision tracking
for muons, and the Resistive Plate Chambers (RPC) and the Thin Gap Chambers (TGC) are used for mainly
triggering.

The toroidal magnetic fields are generated for the MS by the magnet system (see Sec. 2.2.5).

Tracking part The tracking detectors are located between the coils of the barrel toroid magnet for the
barrel and in front and behind the end-cap toroid magnets for the end-cap. The MDT are composed of
pressurised drift tubes with diameters of 29.970mm with mixture of gases at 3 bar, where the ratio of the
gas is 93% Ar and 7% CO2. There is a tungsten-rhenium wire with a diameter of 50 µm at the centre of the
tube, with the high voltage of 3080 V. It is held at the tube ends to keep an accuracy of less than 10 µm. If
a muon comes across the tube, the gas inside the tube is ionised and then the ionised particles are collected
in the wire. The MDT is located in both barrel part and end-cap part, with |η | < 1.0 and 1.0 < |η | < 2.7,
respectively. A chamber is composed of two multi-layers, which are the groups of three or four drift tube
layers. The two multi-layers are separated by a spacer. The barrel chambers are rectangular where the
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Figure 6.10: Mechanical structure of a MDT chamber. Three spacer bars connected by longitudinal
beams form an aluminium space frame, carrying two multi-layers of three or four drift tube layers.
Four optical alignment rays, two parallel and two diagonal, allow for monitoring of the internal
geometry of the chamber. RO and HV designate the location of the readout electronics and high
voltage supplies, respectively.

tubes is the precisely-milled end-plug, which also serves as reference for wire positioning. This
method ensures a high precision of relative wire positioning at construction time.

The straightness of the tubes is required to be better than 100 µm. The relative positioning
of wires reached during production, has been verified to be better than 20 µm. The gap between
adjacent tubes filled by glue is 60 µm. A detailed account of MDT chamber construction and
quality assurance is given in [178–183].

In spite of the solid construction of the MDT chambers, deformations are expected to occur
in the various mounting positions in ATLAS and may change in time when thermal gradients are
present. Therefore, an internal chamber alignment system was implemented, which continuously
monitors potential deformations of the frame. The alignment system consists of a set of four
optical alignment rays, two running parallel to the tube direction and two in the diagonal direction
as shown in figure 6.10. The lenses for the light rays are housed in the middle, while LED’s and
CCD sensors are located in the outer spacers. This system can record deformations of a few µm
and is designed to operate during production, installation, and operation of ATLAS. Details of the
in-plane alignment system of the MDT chambers are given in section 6.5.

Due to gravitational forces, chambers are not perfectly straight but suffer a certain elastic
deformation. The BOS chambers for example, with a tube length of 3.77 m, have a gravitational
sag of about 800 µm when supported at the two ends in the horizontal position. The wires in
the tubes have only 200 µm sag at their nominal tension of 350 g. In order to re-establish the
centricity of the wires, the sag of the multi-layers can be corrected by the sag-adjustment system,
which applies an adjustable force to the central cross-plate. Using the in-plane alignment system as
reference, deformations can be corrected with a precision of about 10 µm. Thus, for each angle of
installation in the ATLAS detector, the sag of drift tubes and wires can be matched, leading to wire
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Figure 2.14: Sketch of the MDT chamber. Three spacer bars separate between two drift tube multi-layers [106].

tube layers lie in parallel with the beam axis. The end-cap chambers are trapezium where the tube layers
are set vertically. Figure 2.14 represents the MDT chamber. The MDT modules are distributed in three
MDT layers in the barrel and the end-caps. The momentum resolution for the track with three MDT hits is
expected δ p/p = 45 µm× p/500 µm, where p is given in units of TeV.

In the |η | region of 2 < |η | < 2.7, the first layer MDT chambers are replaced by the CSC due to
the high counting rate. The chamber has high spatial, time and track resolution with high counting rate
capability and low neutron sensitivity. The CSC is designed to operate with the counting rates of about
1000 Hz/cm2, whereas the operation of the MDT is limited at counting rates of about 150 Hz/cm2. The
CSCs are multi-wire proportional chambers setting parallel to the central wire.

Triggering part The RPC and the TGC are for triggering, in the barrel and the end-caps, respectively.
The parts cover the range |η | ≤ 2.4 and over the full ϕ -range.

The RPC cover the pseudo-rapidity rage of |η |< 1.0 and are arranged in three layers, which is set close
to the MDT. The RPC consists of gaseous parallel electrode-plate detector, which has no wire in the centre.
The gas is a mixture of approximately 95% C2H2F4 and 5% Iso-C4H10. It provides a space-time resolution
of 1cm×1ns and a rate capability of about 1 kHz/cm2.

The TGC is a multi-wire proportional chamber with a 1.4mm distance between wire and Graphite
layer, and with a 1.8mm distance between wires. The mixture gas of 55% CO2 and 45% n-C5H12 are filled
in the chamber. It covers the η range of 1.0 < |η |< 2.4, corresponding the end-cap part.

2.2.5 Magnets

The magnet systems are essential, as they provide the magnetic fields for the momentum measurement
of charged particles to the ID and MS. Figure 2.15 illustrates the whole view of the ATLAS magnet sys-
tem [106, 122]. The ATLAS magnet system, which is 22m in diameter and 26m in length, consists of one
solenoid and two toroid superconducting magnets.

A solenoid is aligned to the beam axis and provides a 2 T axial magnetic field for the ID. The material
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Figure 2.1: Geometry of magnet windings and
tile calorimeter steel. The eight barrel toroid
coils, with the end-cap coils interleaved are
visible. The solenoid winding lies inside the
calorimeter volume. The tile calorimeter is
modelled (section 2.2.2) by four layers with dif-
ferent magnetic properties, plus an outside re-
turn yoke. For the sake of clarity the forward
shielding disk (section 3.2) is not displayed.

Figure 2.2: Bare central solenoid in the factory
after completion of the coil winding.

phases. The cold-mass and cryostat integration work began in 2001. The first barrel toroid coil
was lowered in the cavern in fall 2004, immediately followed by the solenoid (embedded inside the
LAr barrel calorimeter). The remaining seven barrel-toroid coils were installed in 2004 and 2005,
and the end-cap toroids in the summer of 2007.

2.1.1 Central solenoid

The central solenoid [2] is displayed in figure 2.2, and its main parameters are listed in table 2.1.
It is designed to provide a 2 T axial field (1.998 T at the magnet’s centre at the nominal 7.730 kA
operational current). To achieve the desired calorimeter performance, the layout was carefully
optimised to keep the material thickness in front of the calorimeter as low as possible, resulting
in the solenoid assembly contributing a total of ⇠ 0.66 radiation lengths [9] at normal incidence.
This required, in particular, that the solenoid windings and LAr calorimeter share a common vac-
uum vessel, thereby eliminating two vacuum walls. An additional heat shield consisting of 2 mm
thick aluminium panels is installed between the solenoid and the inner wall of the cryostat. The
single-layer coil is wound with a high-strength Al-stabilised NbTi conductor, specially developed
to achieve a high field while optimising thickness, inside a 12 mm thick Al 5083 support cylin-
der. The inner and outer diameters of the solenoid are 2.46 m and 2.56 m and its axial length
is 5.8 m. The coil mass is 5.4 tonnes and the stored energy is 40 MJ. The stored-energy-to-mass
ratio of only 7.4 kJ/kg at nominal field [2] clearly demonstrates successful compliance with the
design requirement of an extremely light-weight structure. The flux is returned by the steel of the
ATLAS hadronic calorimeter and its girder structure (see figure 2.1). The solenoid is charged and
discharged in about 30 minutes. In the case of a quench, the stored energy is absorbed by the en-
thalpy of the cold mass which raises the cold mass temperature to a safe value of 120 K maximum.
Re-cooling to 4.5 K is achieved within one day.
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Figure 2.15: Illustration of the ATLAS magnet system [106]. The orange parts are magnets, and the other colour
parts are tile calorimeter steel. The eight barrel toroid coils are most outer parts of the magnet system, surrounding
the tile calorimeter barrel. The endcap toroid coils are located the forward and the backward directions of the tile
calorimeters. A solenoid is located inside the calorimeter, surrounding the ID.

thickness of the solenoid is carefully considered to achieve the desired calorimeter performance, hence, the
solenoid assembly contributes a total of approximately 0.66 radiation length [123] at normal incidence.

A barrel toroid surrounds the calorimeters and both endcap toroids, which is located forward and back-
ward the calorimeters. The toroids produce a toroidal magnetic field of approximately 0.5 T and 1 T for the
MS in the central barrel and endcap regions respectively.

2.2.6 Forward Detector

The forward detector [106, 124] is the outside part of the main ATLAS detector system. This is for
measurement of elastic scattering and the luminosity. This consists of three smaller sets of detectors which
are built to provide good coverage in the very forward region.

The closest detector is the Cerenkov detector called LUCID (LUminosity measurement using Cerenkov
Integrating Detector), which is located at ±17m from the interaction point. The LUCID is the only detector
which is primarily dedicated to online luminosity monitoring. This detects inelastic pp scattering in the
forward direction in order to measure the integrated luminosity and to online monitor the instantaneous
luminosity and beam conditions. It consists 16 aluminum tubes filled with C4F10 gas surrounded the beam
pipe. The tubes are 1.5m and have a 15mm diameter with a 1mm wall thickness [125].

The second detector is Zero-Degree Calorimeter (ZDC), which is located at ±140m. This detector is
used to detect forward neutrons with |η |> 8.3 in heavy-ion collisions. Thus it is not used in this analysis.

The furthest detector is ALFA (Absolute Luminosity For ATLAS), which is located at ±240m. This
detector is also used to measure the luminosity, however, it performs the measurements with elastic scat-
tering. The main component of the detector is a scintillating fibre tracker.
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Figure 8.2: Block diagram of the L1 trigger. The overall L1 accept decision is made by the central
trigger processor, taking input from calorimeter and muon trigger results. The paths to the detector
front-ends, L2 trigger, and data acquisition system are shown from left to right in red, blue and
black, respectively.

8.2 The L1 trigger

The flow of the L1 trigger is shown in figure 8.2. It performs the initial event selection based on
information from the calorimeters and muon detectors. The calorimeter selection is based on in-
formation from all the calorimeters (electromagnetic and hadronic; barrel, end-cap and forward).
The L1 Calorimeter Trigger (L1Calo) aims to identify high-ET objects such as electrons and pho-
tons, jets, and t-leptons decaying into hadrons, as well as events with large Emiss

T and large total
transverse energy. A trigger on the scalar sum of jet transverse energies is also available. For
the electron/photon and t triggers, isolation can be required. Isolation implies that the energetic
particle must have a minimum angular separation from any significant energy deposit in the same
trigger. The information for each bunch-crossing used in the L1 trigger decision is the multiplicity
of hits for 4 to 16 programmable ET thresholds per object type.

The L1 muon trigger is based on signals in the muon trigger chambers: RPC’s in the barrel
and TGC’s in the end-caps. The trigger searches for patterns of hits consistent with high-pT muons
originating from the interaction region. The logic provides six independently-programmable
pT thresholds. The information for each bunch-crossing used in the L1 trigger decision is the
multiplicity of muons for each of the pT thresholds. Muons are not double-counted across the
different thresholds.
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Figure 2.16: Trigger Flow of the L1 trigger [106]. EM shows the electron/photon trigger menus.

2.3 Triggering System

The ATLAS trigger system [106,126,127] is based on three levels of event selection designed to capture
the physics of interest with high efficiency. The three trigger levels are Level 1 (L1), the Level 2 (L2) and
Event Filter (EF). The L1 trigger is the hardware based trigger which uses ASICs and FPGAs. The L2 and
EF trigger levels (High-Level Trigger; HLT) are based on software algorithms analysing the data on large
computing farms. In this analysis, only lepton (e or µ) triggers are used, whilst the ATLAS standard trigger
menu has additionally jets, τ and Emiss

T triggers. Thus only lepton triggers will be described below.

The flow of the L1 trigger is shown in Fig. 2.16. The L1 trigger searches for signatures from high pT

muons with the information from RPC and TGC, and from high ET electrons, photons, jets and the missing
transverse momentum with the information from all the calorimeter sub-layers. It reduces the triggered
event rate including not only hard interaction but also the effect of multiple proton-proton collisions from
the same or nearby beam bunch crossings (called pile-up) contribution from the order of 1 GHz to 70 kHz.
The calorimeter based L1 trigger system is called as the L1Calo [128], which aims to identify high-ET ob-
jects, such as electrons/photons, jets and Emiss

T . The L1 muon trigger is based on signals in the muon trigger
chambers, RPC in the barrel and TGC in the endcaps. The trigger is performed by the pattern recognition
for the high-pT muons originating from the interaction region. The overall L1 trigger is determined by the
Central Trigger Processor, which combines the information from the trigger objects. The decision is sent
to the detector front-end and readout systems, with the approximately 40 MHz clock and other signals.

The HLT is performed in the Regions-of-Interest (ROI). This is the region including the objects from
the L1 output. The size of the ROI depends on the type of trigger objects. For example, the size for
electrons is smaller than that for jets since the electron trigger requires the isolated electron. From the L2
trigger, information from the several detector parts are used, such as a track from the ID and the clusters
from calorimeter. The track information is formed using a fast pattern recognition algorithm from space
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Table 2.3: Electron trigger definition used in this analysis.

Elec trig. pT threshold EF requirement

e7T medium1 7GeV One or more medium electron with pT > 7GeV, L1 uses higher threshold.
e12Tvh loose 12GeV One or more loose electron with pT > 12GeV, L1 uses higher threshold,

η-dependent threshold and hadronic core veto.
e18vh medium1 18GeV One or more medium electron with pT > 18GeV, L1 uses η-dependent

threshold and hadronic core veto.
e24vhi medium1 24GeV One or more medium electron with pT > 24GeV and ∑∆R<0.2 ptrk

T /pT < 0.1,
L1 uses η-dependent threshold and hadronic veto.

points of the ID. At the EF, more time is available. The EF track reconstruction is performed with the same
offline reconstruction software in ROI.

2.3.1 Electron Triggers

Electron triggers are performed using the EM calorimeter segments. The size of segments for the L1
triggers is defined ∆η ×∆ϕ ≈ 0.1×0.1 (trigger towers) from the calorimeters to identify the positions of
ROIs and compute the transverse energy ET of EM clusters with a precision of 1GeV [129]. At L2, the
ROIs are defined as the segment with ∆η×∆ϕ = 0.4×0.4 identified by the L1. Cluster seeds from clusters
of towers in the EM calorimeter with a window size of Nη ×Nϕ = 3×7 are formed. If a seed matches an
ID track with pT > 5GeV, an electron candidate is formed.

In the offline reconstruction, the standard identification criteria are used for the electrons candidates,
loose, medium, and tight, which will be described in Sec. 3.4. The trigger menu which is used in the analysis
is shown in Tab. 2.3. Since keeping the trigger rate below 60 kHz, some of the electron trigger introduces
the η-dependence of the pT threshold in L1. The trigger applied the η-binned threshold is expressed as
“v” in the trigger name shown in Tab. 2.3. The hadronic leakage requirement is also considered, which
consists of a veto on hadronic energy of more than or equal to 1GeV deposited in the hadronic layers of
the calorimeter, within a region of η ×ϕ = 0.2×0.2 behind the EM cluster. The trigger using the hadronic
vetoing is expressed as “h” in the name of the triggers. If the trigger requires the isolated electron, the
trigger have the character “i” in the name.

Trigger efficiencies are validated by the comparison between data and MC samples using a tag-and-
probe method with Z boson decays. The correction factor sf trig is calculated as

sf trig =
εdata

trig

εMC
trig

, (2.8)

where the εtrig is a trigger efficiency calculated as

εtrig =
Npass

trig

Npass
trig +Nfail

trig
. (2.9)

The Npass
trig and Npass

trig are the numbers of events with the probe lepton passing and failing triggers, respec-
tively.
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Table 2.4: Correction factors of the electron trigger efficiencies.

Trigger sf trig (pT) sf trig (|η |) sf trig (Nvtx)

e24vhi medium1 0.9898 0.9923 0.9896
e12Tvh loose1 0.9987 0.9947 0.9980
e7T medium1 0.9942 0.9921 0.9939

Table 2.5: Muon trigger definition used in this analysis [130].

Muon trig. pT threshold EF requirement

mu4 EFFS 4GeV One or more muon with pT > 4GeV with full scan algorithm at EF only.
mu6 6GeV One or more muon with pT > 6GeV.
mu8 EFFS 8GeV One or more muon with pT > 18GeV with full scan algorithm at EF only.
mu13 13GeV One or more muon with pT > 13GeV.
mu18 tight 18GeV One or more tight muon with pT > 18GeV.
mu24i 24GeV One or more muon with pT > 24GeV and ∑∆R<0.2 ptrk

T /pT < 0.12.

The correction factor for the corresponding triggers are shown in Tab. 2.4. The correction factor is
fitting a constant function on the distribution of pT, |η | and the number of vertices Nvtx. These results show
the consistencies to 1.0 within a few %.

2.3.2 Muon Triggers

The muon triggers [130] are generated by RPC and TGC hits. The L1 triggers based on the RPC require
a coincidence of hits in the three layers for the highest three pT thresholds and a coincidence of hits in two
of the three layers for the rest of thresholds. The L1 triggers based on the TGC require a coincidence of
hits in the three layers, except for limited areas in the lowest threshold. The size of the formed ROI is
typically ∆η ×∆ϕ = 0.1×0.1 and 0.03×0.03 in the RPCs and TGCs, respectively. At L2, MDT tracks
are reconstructed and associated to the ID tracks with the ATLAS standard combining criteria, which will
be described in Sec. 3.5.

The full-scan procedure is used in the EF to find additional muons that are not found by the ROI based
method. In this procedure, the muon candidates are searched in the whole of MS, without the ROIs.

Table 2.5 shows the muon trigger list which is used in this analysis. The “EFFS” label represents the
method with the full-scan procedure in the EF.

The correction factor for the muon trigger efficiency is also performed with the same manner as the
electrons’. The results are shown in Tab. 2.6, which show the consistencies to 1.0 within 1%.
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Table 2.6: Correction factors of the muon trigger efficiencies.

Trigger sf trig (pT) sf trig (|η |) sf trig (Nvtx)

mu24i tight 0.9925 0.9971 0.9917
mu18 tight 0.9926 0.9974 0.9917
mu13 1.001 1.002 1.000
mu8 EFFS 1.002 1.006 1.002
mu6 1.002 1.003 1.002
mu4T EFFS 1.007 1.006 1.003
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Chapter 3

Particle Reconstruction

In this analysis, the lepton information is mainly used. Thus precise identification of particles is es-
sential. The several algorithms, such as the tracking, the calorimeter clustering and the jet reconstruction,
are used in order to perform the identification. Tracking is implemented in the ID and the MS to identify
charged particles. The latter two methods are implemented in the electromagnetic and hadronic calorime-
ters.

In this chapter, the overview of the particle identification will be provided in Sec. 3.1. The basic
methods used in the analyses will be described individually. Tracking method is shown in Sec. 3.2. Then
other methods and the particle identification criteria are shown.

3.1 Overview of the particle identification

This analysis requires three leptons (electrons, muons and taus) and the missing transverse momentum.
Thus the identification for these are important.

As described in Chap. 2, the ATLAS detector has three detector parts: the Inner Detector, the Calorime-
ter and the Muon Spectrometer. The calorimeter includes the electromagnetic (EM) and the hadronic
calorimeters. Figure 3.1 shows the wedge-shaped illustration of the ATLAS detector with the interaction
of particles. All particles in an event which are necessary for this analysis are from the interaction point,
which are reconstructed as primary vertex. Electrons, muons and the other charged particles leave signals
in the ID from the primary vertices as tracks. After passing the ID, the EM and the hadronic calorimeters
absorb the energy of passing particles. Electrons and photons would produce the electromagnetic showers
in the EM calorimeter and stop there. Hadrons would hadronically interact with materials and produce
hadronic showers mostly inside the hadronic calorimeter. The shower shapes are reconstructed as struc-
tures called ‘jets.’ Jets are reconstructed with the specific algorithms. Since muons have approximately 200
times heavier mass of mµ ∼ 105MeV than the electron mass, the bremsstrahlung is strongly suppressed.
Muons do not make electromagnetic showers in the calorimeters, while they make a track in the ID and
the MS. Taus immediately decay into hadrons with the fraction of approximately 60% or into the other
leptons with the fraction of approximately 30% due to their short lifetime of ττ ∼ 290×10−15 s. The lep-
tonic decaying taus are reconstructed as electrons or muons because the leptonic taus and the light leptons
cannot be distinguished by their characteristics. On the other hand, the hadronically decaying taus can be
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Figure 3.1: Wedge-shaped illustration of the ATLAS detector with the particle passing [114].

identified as jets.

Generally, the momentum conservation should be satisfied within the transverse direction to the beam
axis. Thus the vector sum of the transverse momenta of the produced particles should be zero if all of
the produced particles can be detected at the ATLAS detector. However, there are undetectable particles
at the ATLAS detector, such as neutrinos. The undetectable particles lead the non-zero vector sum of
the transverse momenta of the detected particles. This momentum vector is called the missing transverse
momentum Emiss

T . The Emiss
T is evaluated by calculating a vector sum of the transverse momenta of all the

detected particles;

Emiss
T =− ∑

“detected”
pT. (3.1)

The detail will be described in the last part of the chapter.

3.2 Tracking

As described in the previous chapter, the ID and the MS detect the signals from the passing charged
particles. Tracking is the work which connects the recorded space-points and makes a curved line which is
the candidate for a track of the charged particle. The space-points are made in the ID and the MS, therefore
the tracking is performed in the ID and the MS. The tracking algorithm used in ATLAS is called the ATLAS
New Tracking (NEWT) [131].

There are three strategies of the tracking based on NEWT. Usually used inside-out track reconstruction
and a consecutive outside-in tracking. Both track reconstruction algorithms are performed mainly in the
ID, whilst the MS should be considered for the muons.
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and include successive hits in the track candidate fit. This approach is intrinsic to the Kalman filter
formalism: it progressively updates the track information (including the covariances) and thus pre-
dicts precisely the track representation on the next measurement surface. Since, in general, a silicon
detector element has more than one hit per event, the prediction leads to the most likely extension of
the trajectory, while detecting outliers immediately via their large contribution to the �2 of the track.
SpacePointSeed objects do not necessarily lead to a track candidate, in contrary, only in about 10
percent of the cases the seed is successfully extended to a track candidate, stored in the common Track
EDM format. The track finding from seeds, realised through the SiSPSeededTrackMaker AlgTool
provides also the possibility to find more than one track candidate from a given seed, but this is a
very rare case in the ATLAS ID event reconstruction.
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Figure 5: The same event as shown in Fig. 3 using the second silicon seed strategy without vertex constraint.
The SpacePoint seed build of three objects are spread over a large z-range that leads to an increase of the
track candidates for further processing.

4.1.3 Ambiguity Solving

The seeded track finding results in a very high number of track candidates, that have to be resolved
before the extension into the outer TRT can be done. Many of these track candidates share hits,
are incomplete or describe fake tracks, i.e. tracks where the majority of associated measurements do
not originate from one single particle. The tracks have to be therefore ranked in their likelihood to
describe the real trajectories of particles from the underlying physics event. A first step here is to refit

Figure 3.2: Space-points distribution and track candidates [131]. This is an example of tt̄ event display with the cross
section of the ATLAS ID (Pixel and SCT) barrel part.

Inside-out track reconstruction The inside-out track reconstruction is the primary algorithm for the
primary charged particles, which are defined as particles with mean lifetimes of greater than 3× 10−11 s
directly produced in a pp interaction or from the subsequent decays or interactions of particles with life-
times shorter than 3×10−11 s. The inside-out algorithm targets the particles with the transverse momenta
pT greater than 400MeV.

The first step of the inside-out track reconstruction is finding space-points in the silicon detectors, the
Pixel and the SCT. A space-point is defined as a three-dimensional information with the radius r, the
azimuthal angle ϕ and the pseudo-rapidity η , which indicates a hit point of the particle. For the Pixel
Detector, which has two-dimensional hit points, it is easy to compose the space-points with considering
the Pixel layers. The SCT, on the other hand, is the set of the silicon strip sensors, which have only one-
dimensional information. As described in the Detector section, Sec. 2.2.2, each module of the SCT has two
silicon sensor planes with 40 mrad stereo angle. Combining the two information from the sensor planes
makes it possible to get two-dimensional information.

After finding the space-points in all of Pixel and SCT, finding the track seeds is implemented at the
Pixel. The track seeds are defined as having at least three space-points. The rough vertex is also built in
the process of track candidate creation. Figure 3.2 shows the seed and track distribution. As a result, huge
amount of track candidates are composed and many hits are shared by the track seeds. These shared hits
should be resolved with the likelihood in order to reduce the amount of tracks before the extension to the
TRT. The TRT track extension uses the remaining track candidates.

Outside-in track reconstruction The outside-in track reconstruction, on the other hand, is performed in
the TRT firstly. This is useful to reconstruct tracks which are not seeded in silicon detectors, for example
the Ks decays or the photon conversions.

This sequence starts with a segment finding in the TRT. The hit information from the TRT drift tubes
cannot have any space-points, thus the adequate projection planes are used, which is r-ϕ plane for the TRT
barrel part and r-z plane for the TRT end-cap plane. If segments in the TRT are found, these are extended
to the silicon detector hits.
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Figure 3.3: The primary and secondary track reconstruction efficiency in minimum bias Monte Carlo samples [132].

In the high luminosity environment, the occupancies in the ID get significantly high due to the pile-
up events. Then the tracking reconstruction will be difficult. Thus the tracks are required to satisfy the
following conditions (which is called Robust): at least nine hits in the silicon detectors (Pixel + SCT) and
exactly zero holes in the Pixel. A hole represents a space-point where there is no hit on the track. The track
reconstruction efficiency is used to evaluate if the reconstruction process is performed well. It is defined
as the fraction of primary particles with pT > 400MeV and |η | < 2.5 matched to a reconstructed track.
Figures 3.3 and 3.4 shows the comparison of the efficiency and non-primary fraction as a function of pT

and η with no pile-up (µ = 1) and corresponding pile-up contribution, respectively, between the Robust
and Default condition, which is defined as at least seven hits in the silicon detectors and at most two holes
in the Pixel [132]. These figure claim that the Robust condition is not affected by the number of pile-up,
whilst the average efficiency of the Robust is 5% less than that of the Default. Since the average µ value is
∼ 20 in the Run-1, the Robust condition has been adopted.

3.3 Vertex Reconstruction

The primary vertices represent the interaction points with the highest energies in each event. The
knowledge of the information of the vertices is important for the hadron collider analyses. The primary
vertices reconstruction [133] is implemented with two steps: vertex finding and vertex fitting. In the process
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Figure 3.5: Impact Parameters definition in xy plane (a) and rz plane (b).

of those, the tracks satisfied following requirement are employed:

• pT > 150MeV,

• |d0|< 4mm,

• σ(d0)< 5mm,

• σ(z0)< 10mm,

• at least 4 hits in the SCT,

• at least 6 hits in the Pixel and SCT.

In the list, d0 and z0 signify the transverse and longitudinal impact parameters of tracks, as shown in
Fig. 3.5. These are perigee parameters with respect to the centre of the beams in ATLAS. They are measured
in an unbiased way, where the track under consideration is not used in determination of the origin vertex
for these parameters [134]. The parameters σ(d0) and σ(z0) are the corresponding resolutions in the track
fit.

3.4 Electrons

Electrons are reconstructed with the ATLAS standard identification criteria [135] based on the infor-
mation about the shower shape in the EM calorimeter with the sliding window clustering algorithm [136],
energy leakage into the hadronic calorimeters and the property of the track and the track-cluster matching.
Photons are reconstructed using same criteria as electrons, without matching tracks.

3.4.1 Cluster reconstruction

The sliding window clustering algorithm uses calorimeter cells within a fixed-size rectangular window.
The first step of the sliding-window clustering is to define a tower as a unit of the process. A tower is
defined as a η ×ϕ rectangle. Whole calorimeter can be considered to covered by Nη ×Nϕ = 200×256 of
the towers, corresponding the tower segment of ∆η ×∆ϕ = 0.025× 0.025. The unit size is same as the
size of the segment of middle layer of the EM calorimeter.
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A movable window is defined using the tower unit. The window can move across each element of the
tower grid in step of ∆η and ∆ϕ . The window size is defined as Nwindow

η ×Nwindow
ϕ = 5×5. If the sum of

the energy within the window is a local maximum and is above a threshold of 2.5GeV, this is defined as a
“seed.” The seed position is computed as the energy-weighted η and ϕ barycentre of all cells in the region
including a fixed-size window next to the sliding window, the size of which is Npos

η ×Npos
ϕ = 3× 3. Due

to the small window, the position is less sensitive to noise. If two cluster seeds exist with the distance in
∆ηdupl ×∆ϕdupl = 2×2, the cluster seeds are removed except the seed with the largest transverse energy.

After the seed finding, clusters are reformed using the information of the seed position. The construc-
tion of the clusters are performed with the order by layers: middle, strips, presampler, and back. The size
of clusters are different by the location of the detector. In the barrel, the cluster size is 3× 7, and in the
end-caps 5× 5. A region-of-interest is defined as the region with the cone-size of ∆R = 0.3 around the
barycentre of the seed cluster which satisfies the following requirement: the ratio of the energy in 3× 7
cells over the energy 7×7 cells centred at the electron cluster position, Rη , should be larger than 0.3, and
the ratio of ET in the hadronic calorimeter to ET in the EM cluster, Rhad should be smaller than 0.1.

3.4.2 Track matching

The electron-seeds from calorimeter clustering will be associated to reconstructed tracks of charged
particles in the ID. The tracking algorithm is already described in Sec. 3.2. The loosely matched tracks are
considered if they pass either of two requirements. One is the standard criterion that the track extrapolated
to the middle layer of the EM calorimeter have to satisfy |∆ϕ |< 0.2 when the track is bending towards of
the EM cluster or |∆ϕ |< 0.05 when the track is bending on the opposite side. The other requirement is, to
recover tracks of typically low momentum that potentially suffered significant energy loss before reaching
the calorimeter, that the extrapolated track after rescaling its momentum is either |∆ϕ | < 0.1 (towards) or
|∆ϕ | < 0.05 (opposite). Both requirements have η requirement of |∆η | < 0.05 of the EM cluster for the
tracks with at least four silicon hits. These loosely matched track parameters of all electron-track candidates
with at least four silicon hits are precisely re-estimated using an optimised electron track fitter, which is
a non-linear generalisation of the Kalman filter [137]. Then the refitted tracks–cluster matching proceeds
with two requirements, which are tighter than those which described above. For the standard criterion, the
∆ϕ requirement is tightened to |∆ϕ |< 0.1. Additionally, the tracks with less than four silicon hits need to
satisfy |∆η |< 0.35(0.2) in the TRT barrel (endcap) and |∆η |< 0.03(0.02) on the towards (opposite) side.
If a cluster has multiple matched tracks, the primary track is chosen in the matched tracks with at least one
hit in the Pixel.

Electron candidate should have at matched track, whilst the photon candidate does not. The electron
candidate with a matched track which is consistent with originating from a photon conversion and has a
conversion vertex, is categorised as a converted photon.

3.4.3 Energy calibration

The cluster energy calibration [121] has been performed with the multivariate techniques [138] with
the Monte Carlo (MC) samples. The correction factors, such as the electron energy scale and the electron
energy resolution, are determined in the functions of its η and pT. In order to precise MC-based calibration,



52 CHAPTER 3. PARTICLE RECONSTRUCTION

Table 3.1: Selection efficiency and background rejection for the electron transverse energy region 20 < ET < 50GeV,
for loose, medium and tight cut [135]. The tight cuts are useful to reject hadron contribution.

Selection
Data eff. MC eff.

BG composition [%]
MC eff. [%]

Z → ee signal for Background for Background
non-iso e bkg e hadron non-iso e bkg e hadron

Track Quality 100.0 100.00 1.1 16.1 82.8 100.0 100.00 100.000

loose cuts 95.7±0.2 4.76±0.04 7.8 48.4 44.2 32.5±0.8 14.3±0.2 2.54±0.03

medium cuts 88.1±0.2 1.11±0.02 25.8 50.5 23.7 26.5±0.8 3.46±0.08 0.32±0.01

tight cuts 77.5±0.2 0.46±0.01 54.5 29.9 15.6 23.0±0.7 0.85±0.04 0.086±0.006

it is necessary to measure the detector geometry and the interaction of particles with matter. The material
distribution is measured in data using the ratio of the first layer energy to the second in the longitudinally
segmented EM calorimeter. Then the response calibration is applied to the cluster energies measured from
collision data and MC samples. For the calorimeter absolute energy scale measurement, the electrons from
Z boson decays are used. In this condition, the calibration achieved with less than 1% for overall bins.

3.4.4 Electron Identification

Though the electron candidates are reconstructed by the manner described above, they include not
only the signal electrons, but also background objects from Dalitz decays and semi-leptonic heavy flavour
hadron decays. In order to reject these background objects while keeping the efficiency for signal electrons,
the selection with some discrimination variables are used. In the ATLAS standard criteria, there are three
selection levels: loose, medium and tight. They are optimised in two dimensional bins, 10 bins for the |η |
direction and 11 bins for the ET range. This binning allows to take into account the characteristics of the
electrons, such as a dependence of the shower shapes on the amount of passive material traversed before
entering the EM calorimeter. These three selections are in the inclusion relation, the tight is a subset of
medium, which is a subset of loose. The selections uses some variables which are related to the energy
fraction in the calorimeter and the tracking parameters. In this analysis, the tight and the medium are used.
The medium selection uses the hadronic leakage energy fractions, the energy fractions between layers in the
EM calorimeter, the numbers of hits in the silicon detectors, and the number of hits in the TRT. The tight
selection uses the variables used in medium selection and the additional track-cluster matching parameters:
∆ϕ between the cluster position and the tracks. The tight selection also vetoes the electron candidates
which matches to the reconstructed photon conversions. These selection efficiencies are shown in Tab. 3.1.

3.4.5 Baseline Electron Definition

The baseline electrons are defined for the analysis. The medium cuts and additional selection cuts
are applied for constructing the pre-electrons for this analysis, as shown in Tab. 3.2. One is the standard
selection which is used in the Category-A analysis, described in Chap. 5. The other is to select low pT

electrons to keep acceptance for signals. The pre-electrons are sorted to the order of pT. Then the overlap
removal criteria, which is described in Sec. 3.8, are applied to the pre-electrons. The passed electrons are
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Table 3.2: Pre-electron identification criteria

Standard selection low pT selection
ATLAS identification criteria medium

ET threshold 10GeV 7GeV
Cluster pseudorapidity |ηcl|< 2.47

Track passed dead modules in Calo. discarded

Table 3.3: Signal selection for electrons

Standard isolation Tight isolation
d0 significance < 5

|z0 sinθ | < 0.4mm
ATLAS standard selection tight

pTcone30/ET < 0.16 < 0.07
ETcone30corrected/ET < 0.18 < 0.13

formed as baseline electrons. The baseline electrons are needed for the data-driven background estimation
method described in Sec. 6.2.

3.4.6 Signal Electron Definition

The signal electrons are chosen in the baseline electrons by requiring a signal selection listed in Tab. 3.3.
There are two signal selection strategies used in this analysis. One is the standard signal selection. It
is based on the ATLAS standard tight identification criteria described in Sec. 3.4.4 with several impact
parameter cuts and the isolation criteria. For the impact parameter cuts, d0 significance and unbiased
|z0 sinθ | are used. In order to further rejection for the hadronic jets which are mis-identified as electrons,
the isolation cut in addition to the identification cuts are required to the baseline leptons.

The isolation criteria contain two variables based on the tracking and the calorimeter output. The track
based isolation is applied as the ratio of the track isolation variable pTcone30 and its transverse energy ET.
The track isolation variable pTcone30 is the sum of the transverse momenta of all tracks pT > 1GeV within
a cone of ∆R ≤ 0.3 around the electron track, excluding the track of the electron itself. The calorimeter
based isolation is applied as the ratio of the track isolation variable ETcone30 and its transverse energy
ET. The energy-density corrected isolation variable ETcone30 is defined as the sum of the transverse
energy deposited in the calorimeter cells in a cone of ∆R ≤ 0.3 around the electron cluster, excluding the
contribution within ∆η ×∆ϕ = 0.125× 0.175 around the electron cluster barycentre. It is corrected for
energy leakage from the electron to the cone and for the effect of pile-up as

ETcone30corrected = ETcone30−A×Nvtx (3.2)

where the A is a correction factor defined as A = 20.15MeV for the data and A = 17.94MeV for the MC
simulation. The Nvtx is the number of vertices with at least five tracks. Their selections are shown in
Tab. 3.3. The tight isolation contributes to reduce mis-identification of the low pT electrons.
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Table 3.4: Muons baseline selection criteria. In this table, the variable n is defined as n ≡ Nhits
TRT +Noutliers

TRT .

Standard selection Low pT selection
ATLAS identification criteria STACO

pT threshold 10GeV 5GeV
Pseudorapidity |η |< 2.5
Pixel b-layer hit at least one hit

# of hits in the ID > 1 pixel hit and ≤ 6 SCT hits
# of holes in the ID less than 3 holes in the pixel and SCT

TRT requirement
0.1 < |η |< 1.9 n > 5 and Noutliers

TRT < 0.9×n
|η |< 0.1 or |η |> 1.9 If n > 5, then Noutliers

TRT < 0.9×n

3.5 Muons

Muons are reconstructed with the information from the ID and the MS, using the STACO algorithm,
which provides the statistical combination of independent measurements in the ID and in the MS by means
of their covariance matrices [126].

The track reconstruction in the ID is already described in Sec. 3.2. For the track reconstruction in
the MS, it is difficult to assume simple trajectories because of the inhomogeneous magnetic field from
the toroidal magnet system. Furthermore, the large size of the MS induce the significant extrapolation
uncertainties and large background. From these reasons, the pattern recognition need to be multilayer
and/or chamber levels.

The first step of the pattern recognition is that the segmented region of MS, region of activity, is defined
as the segment to comprise several chambers in the (η ,ϕ) space. The size is roughly ∆η ×∆ϕ = 0.4×0.4
in the trigger chambers. Then the straight track segments are formed from the MDT hits in each muon
station belonging to a region of activity. After that, the segments in different stations are combined and
fitted. For this operation, the toroidal magnetic field is taken into account. By iterated momentum scan,
the magnet field is measured precisely. Then the fitted MS tracks are combined with the ID tracks with the
STACO algorithm, taking into account the energy loss passing through the calorimeter region.

3.5.1 Baseline Muon Definition

In this analysis, in order to obtain high purity for real muon and the rejection of the background, the
additional cuts are applied, which is shown in Tab. 3.4. The pT threshold is defined as pT > 10GeV for
the standard selection and pT > 5GeV for the low pT selection. Additionally, several tracking conditions
are required. The hit requirement for the TRT is different by the barrel or the end-cap, an object with the
number of TRT hits less than five is discarded. The overlap removal among the objects are applied, then
the remained muons are formed as baseline muons.

3.5.2 Signal Muon Definition

The signal muons are chosen in the baseline muons satisfying the signal selection listed in Tab. 3.5.
There are two signal muon criteria as well as the signal electron criteria.
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Table 3.5: Signal Muons selection criteria.

Standard isolation Tighter isolation
d0 significance < 3

|z0 sinθ | < 1mm
pTcone30corrected/pT < 0.12 < 0.06
ETcone30corrected/ET – < 0.14

The tracking based variable pTcone30 is corrected with the data and the MC as

pTcone30corrected = pTcone30−A×Nvtx, (3.3)

where the constant A = 10.98MeV(6.27MeV) in data (MC simulation). For same reason, calorimeter
based variable ETcone30corrected is defined as

ETcone30corrected = ETcone30−a×Nvtx −b×N2
vtx (3.4)

where the terms a = 0.0648(0.0692) and b = 0.00098(0.00076) in data (MC).

3.6 Jets

Jets are the objects from QCD hadronisation processes. They are reconstructed from topological clus-
ters [136] via the anti-kt jet algorithm [139] with a distance parameter R = 0.4. MC simulation is used to
optimise the corrections applied to the topological clusters. The final jet energy calibration includes the jet
energy scale (JES) which corrects the calorimeter response to the true jet energy.

3.6.1 Topological Clustering

Jet clustering is performed with topological clustering algorithm with the calibration using the local
cluster weighting calibration (LCW) [140]. The basic idea of the LCW is to prepare the different types of
energy depositions, i.e. whether it arises from EM showers or the hadronic showers.

The basic idea of the topological clustering algorithm is that the clusters are formed with the cells
which have significant energies over the expected noise. This is performed in the hadron calorimeter. First,
finding seeds are simply performed by the way that cells are chosen which have a signal to noise ratio
above the threshold tseed = 4. All of these seed candidates are listed as proto-clusters in the seed list. The
cells neighbouring proto-cluster seeds are added to the proto-clusters if their signal to noise ratio are above
the threshold tneighbour = 2. If such a neighbour cell is adjacent to multiple proto-clusters, the proto-clusters
are merged. If the neighbour cell has not larger signal to noise ratio than the tneighbour, the cell is included
only in the first adjacent proto-cluster.

3.6.2 Anti-kt Algorithm

Jets are formed from the topological clusters with the anti-kt algorithm.
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The inclusive kt algorithm is expressed as the following equation:

di j = min
(

k2p
ti ,k

2p
t j

) ∆2
i j

R2 , (3.5)

diB = k2p
ti , (3.6)

where ∆2
i j = (yi − y j)

2 +(ϕi − ϕ j)
2, and kti, yi and ϕi are respectively the transverse momentum, rapidity

and azimuthal angle of the cluster i. The parameter p is the relative power of the energy versus geometrical
(∆i j) scales. For the anti-kt algorithm, the p is set to −1. The anti-kt algorithm is performed as that the di j

and diB are calculated with i, j clusters, and are compared each other. If di j is larger than the diB, the new
cluster combined clusters i and j is reconstructed. The process is iterated until the case that diB is larger
than di j.

It is possible to consider that there are a few well-separated hard clusters with transverse momenta kt1,
kt2, . . . and many soft clusters in an event. If the hard cluster 1 is focused, the soft clusters within the circle
with the radius R tend to cluster with hard one.

An example of the comparison among jet reconstruction algorithms including the anti-kt algorithm is
illustrated in Fig. 3.6, where kt algorithm [141] and Cambridge/Aachen algorithm [142, 143] are using
the variable p = 1 and p = 0, respectively, and SISCone (Seedless Infrared Safe Cone) algorithm [144]
is using a stable cone with split-merge algorithm. The anti-kt algorithm is stable against the soft cluster
effects comparing to the other three algorithms.

3.6.3 Jet Calibration

The jets reconstructed from the topological clusters are calibrated using a transverse momentum pT and
η dependent MC based calibration scheme independent of quark flavour, with in situ corrections based on
data [146]. The jet energy scale (JES) [147] is a part of the correction of the energy and momentum of the
jets detected in the calorimeters. The baseline energy scale in the calorimeters is measured using test-beam
measurements for electrons and muons, called the electromagnetic scale. However, the electromagnetic
scale is not always correct for the jet energy, while it is correct for the energy of photons and electrons. The
JES corrects the difference from the calibration of the electrons. The jet energy is calibrated using the MC
simulated samples. The JES is measured as a function of pT of the electromagnetic scale and the pseudo-
rapidity η . The jet energy resolution (JER) [148] is measured with the JES calibrated jets. In addition, the
data-driven calibration method is useful to correct mis-modelling in the simulation [149].

3.6.4 Jet Identification

The reconstructed jets should be affected by the pile-up interaction overlap. To subtract the pile-up
effect, the jet vertex fraction (JVF) is employed [150, 151]. The variable is defined as the scalar transverse
momentum pT sum of the tracks associated with the jet and originate from the hard-scatter vertex divided
by the scalar pT sum of all associated tracks, as

JVF =
∑k ptrkk

T (PV0)

∑n ∑l ptrkl
T (PVn)

, (3.7)
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Figure 1: A sample parton-level event (generated with Herwig [8]), together with many random soft
“ghosts”, clustered with four different jets algorithms, illustrating the “active” catchment areas of
the resulting hard jets. For kt and Cam/Aachen the detailed shapes are in part determined by the
specific set of ghosts used, and change when the ghosts are modified.

the jets roughly midway between them. Anti-kt instead generates a circular hard jet, which clips a
lens-shaped region out of the soft one, leaving behind a crescent.

The above properties of the anti-kt algorithm translate into concrete results for various quanti-
tative properties of jets, as we outline below.

2.2 Area-related properties

The most concrete context in which to quantitatively discuss the properties of jet boundaries for
different algorithms is in the calculation of jet areas.

Two definitions were given for jet areas in [4]: the passive area (a) which measures a jet’s
susceptibility to point-like radiation, and the active area (A) which measures its susceptibility to
diffuse radiation. The simplest place to observe the impact of soft resilience is in the passive area for
a jet consisting of a hard particle p1 and a soft one p2, separated by a y − φ distance ∆12. In usual
IRC safe jet algorithms (JA), the passive area aJA,R(∆12) is πR2 when ∆12 = 0, but changes when
∆12 is increased. In contrast, since the boundaries of anti-kt jets are unaffected by soft radiation,

4

Figure 3.6: Comparison results among the kt (left-top), Cambridge/Aachen (right-top), SISCone (left-bottom) and
Anti-kt (right-bottom) algorithms with a sample parton-level event generated with HERWIG [145], together with
∼ 104 random soft clusters [139]. The anti-kt algorithm is stable behaviour against the many soft cluster effects.

where PV j is the primary vertices, j = 0 corresponds to the hard-scatter vertex and the others correspond
to vertices of pile-up interaction in the same bunch crossing. The hard-scatter vertex is selected as the
primary vertex with the highest ∑tracks(p2

T). The JVF value is usually between 0 and 1, whilst a value of
−1 is assigned to jets with no associated tracks. The difference of the JVF value between pile-up jets and
hard-scatter jets are shown in Fig. 3.7. In general, the pile-up events has many low pT vertices, thus the JVF
values of the pile-up events tend to distribute near zero. The JVF cut is applied in the signal jet selection.

3.6.5 Tagging Heavy Flavour Jets

In the ATLAS, the jets from b or c quarks (heavy flavour quarks) are identified separately from the
jets from u, d, s quarks or gluons g. For the b-tagging performance relies on the accuracy of the charged
particle reconstruction in the inner detector. Especially the Pixel innermost layer, which is called B-layer,
is important to measure the locations of tracks and displaced vertices. Several algorithms for identification
of heavy flavour jets have been developed, based on following two algorithms [152, 153].

Impact parameter-based algorithm Tracks are associated to the jets with a matching in the distance
parameter ∆R j,track =

√
∆η2

j,track +∆ϕ 2
j,track. Then the impact parameters for the associated track

is calculated. The impact parameters for b-jets tend to large comparing to the light flavour jets.
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neutral pile-up contributions may receive JVF = 1, while JVF = 0 may result from a fluctuation in the
fragmentation of a hard-scatter jet such that its charged constituents all fall below the track pT threshold.
JVF also relies on the hard-scatter vertex being well separated from pile-up vertices. In some events, a
pile-up jet may receive a high value of JVF because its origin interaction is very close to the hard-scatter
interaction. While this e↵ect is quite small in 2012 pile-up conditions, it will become more important at
higher hµi, as the average distance between interactions decreases as 1/hµi.
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Figure 26: JVF distribution for hard-scatter (blue) and pile-up (red) jets with 20 GeV  pjet
T < 50 GeV

and |⌘| < 2.5 in simulated Z+jets events. Using JVF directly as a discriminating variable provides a way
to separate both classes of jets.

7.2 Recommended JVF Cuts

In 2012, three JVF cuts are recommended for analyses in which pile-up jets are otherwise problematic.
The loosest recommended cut is |JVF| > 0, which rejects only those jets that have zero matched tracks
from the hard scatter. A somewhat tighter cut is |JVF| > 0.25, requiring that at least a quarter of all
associated track pT originates from the hard scatter, while the tightest recommended cut is |JVF| > 0.5.
The cuts are applied to the absolute value of JVF, to avoid rejecting jets with zero matched tracks from
any vertex.

Each analysis applying a JVF cut must choose an optimal cut value among the three recommended
cuts, based on analysis-specific figures of merit. For example, given some definition of signal jets appro-
priate to an analysis, one could choose the JVF cut value that maximizes the signal jet e�ciency divided
by the rate for non-signal jets to pass the cut. Alternatively, one could choose the cut value that results in
stability of jet multiplicity against pile-up, or devise a more sophisticated optimization procedure based
on expected limits or measurement precision.

Figure 27 shows the dependence of JVF on the amount of pile-up, as characterized by the average
number of interactions, hµi. The denominator of JVF grows larger with increased pile-up, while the
numerator remains unchanged. As a result, the optimal JVF cut value is expected to depend on pile-
up conditions, which further emphasizes the need for analysis-specific JVF cut optimization. The ratio
between data and MC is shown at the bottom.
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Figure 3.7: JVF value distribution for hard-scatter jets and pile-up jets with 20GeV < pT < 50GeV and |η |< 2.4 in
Z+jets simulated samples [151].

This is because the b-hadron runs long and makes secondary vertex since the life time for the b-
hadrons are slightly long (cτ ∼ 500 µm). The impact parameter-based b-tagging algorithm (IP3D)
uses a likelihood ratio technique in which input variables are compared to pre-defined smoothed and
normalised distributions for both the b- and light flavour jet hypotheses, obtained from Monte Carlo
simulation. The distributions are two-dimensional histograms for the transverse impact parameter
significance d0/σ(d0) and longitudinal impact parameter significance z0/σ(z0).

Secondary vertex-based algorithm The secondary vertex-based algorithm (SV1) uses a looser track se-
lection, at least one hit in the Pixel, no more than one hit on the track being shared with another
track, pT > 400MeV, |d0| < 3.5mm and no cut on z0. The decay length L3D is measured in three-
dimension. Its significance L3D/σ(L3D) can discriminate between b-jets and light flavour jets. More-
over, the invariant mass of all tracks associated to the vertex, the ratio of the sum of the energies of
the tracks in the vertex to the sum of the energies of all tracks in the jets, and the number of two-track
vertices are used. These variables are combined with a likelihood ratio technique.

The MV1 algorithm [154] is used in this analysis, which employs an artificial neural network based on
the simple algorithms based on IP3D and SV1. It is trained with b-jets as signal and light flavour jets as
background. Then it computes a tag weight for each jet, which is corresponding to a probability that the jet
is from b.

The performance of the MV1 algorithm has been calibrated at working points corresponding to the
efficiencies of 60%, 70%, and 80% to the b-jets. For the 70% efficiency benchmark, the scale factor of the
b-tagging efficiency is measured and is consistent with uncertainties. It depends on the jet pT, from 8% to
15% [154].

3.6.6 Baseline Jet Definition

Baseline jets are defined as the objects satisfied the selection shown in Tab. 3.6. The baseline jets are
used to overlap removal criteria for other objects. After passing these selections, the jets are subject to an
overlap removal scheme explained in Sec. 3.8.
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Table 3.6: Jet baseline selection criterion.

Standard selection
Jet reconstruction algorithm Anti-kt with R = 0.4

pT threshold 20GeV
Pseudo-rapidity |η |< 4.5

3.6.7 Signal Jet Definition

The signal jets are requested to satisfy pT > 20GeV and |η |< 2.5. Signal jets with pT < 50GeV and
|η |< 2.4 must also satisfy JVF> 0.5.

Signal jets are classified as b-jet candidates by the MV1 algorithm if the jet has |η | < 2.5 and BDT
output value corresponding b-tagging efficiency of 80%.

3.7 Taus

Tau leptons decay leptonically (τ → ℓνℓντ , ℓ = e,µ) or hadronically (τ → hadrons+ ντ , denoted τh)
with their mean lifetime of 2.9× 10−13 s, typically before reaching active region of the ATLAS detector.
Leptonic decaying taus can not be identified as taus anymore since they can not be distinguished from the
leptons (e, µ). Thus only hadronic decaying taus are considered. The tau decays hadronically with 65%
of all possible decay modes. In these, the hadronic decay produces one or three charged pions in 72% and
22% of all modes, respectively, and the rest are producing mainly charged kaons. A neutral pion would be
produced associated with the hadronic decays. All of the neutral and charged hadrons from the tau decay
are formed as the visible decay products of the tau lepton, τh.

3.7.1 Reconstruction

Haronic taus are reconstructed with jets with pT > 10GeV and |η | < 2.5, formed using the anti-kt

algorithm with a distance parameter R = 0.4 with topological clusters calibrated using LCW [155]. The
four-momentum of the tau candidate is formed from the topological clusters, assuming zero mass for each
of the constituents [156]. Tracks within ∆R < 0.2 around the barycentre of the tau candidate are associated
to each tau candidate if tracks have pT > 1GeV, at least two associated hits in the pixel layers of the
inner detector, at least seven hits in total in the silicon detectors, |d0| < 1.0mm, and |z0 sinθ | < 1.5mm.
The tracks within the isolation region 0.2 < ∆R < 0.4 are also used for the calculation of identification
variables.

3.7.2 Tau Identification

Discriminating track and cluster variables are used within a boosted decision tree algorithm (BDT) to
optimise hadronic tau identification. For the jet rejection, BDT is trained separately on 1-prong (associated
one charged jet) and 3-prong (associated three charged jets) candidates. Three selections, loose, medium
and tight, on the jet BDT score are defined, corresponding the tau signal efficiency of 60%, 45% and
30%, respectively. The input parameters are the track radius, leading track momentum fraction against the
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Table 3.7: Tau baseline selection criterion

Standard selection
pT threshold 20GeV

Pseudorapidity |η |< 2.5
# of tracks associated to the tau 1 or 3 (1-prong, 3-prong)

Charge ±1

transverse momentum of the tau candidate, the fraction of transverse energy within ∆R < 0.1 of the tau
candidate, the number of tracks in the isolation region, the shower information in the EM and hadronic
calorimeters, the cluster and the track masses, the significance of the decay length and the impact parame-
ters, and the cluster energy fraction against the total energy of all clusters.

Electrons mis-identified as taus are vetoed using transition radiation and calorimeter information. The
signature of the 1-prong taus can be similar to the electrons. Several properties can be used to distinguish
between them, for example, the emission of transition radiation of the electron track and the fact that the
shower produced by a tau in the calorimeter tends to be longer and wider than the shower from electron.
In a same manner for the jet rejection, BDT can perform to the electron discrimination. The electron
discrimination has three working points: loose, medium and tight, corresponding the signal efficiency of
95%, 85% and 75%, respectively.

3.7.3 Baseline Tau Definition

The baseline tau is defined as the selection shown in Tab. 3.7.

3.7.4 Signal Tau Definition

Signal taus are baseline taus satisfying the medium tau selection, which is defined as requiring the loose
electron discrimination BDT value and the medium jet rejection BDT value.

3.8 Overlap removal

The final step of the composition of baseline objects are the overlap removal among several particle
candidates. Sometimes the identified objects are overlapped among the kind of objects. The overlapping is
removed with discarding one of the overlapped objects using the cone “distance” ∆R. The cone distance
∆R is defined as:

∆R =
√

(∆η)2 +(∆ϕ)2 (3.8)

The thing which overlapped object should be removed should be taken into account. In our analysis, it is
important to keep leptons comparing to the jets. Thus roughly the jets are discard if leptons and jets are
overlapped.

This overlap removal processes are sequentially applied as shown in Tab. 3.8. For the low pT selection,
the SFOS mass requirement is reformed to the condition mSFOS < 2GeV in order to cover the low mass
differences.
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Table 3.8: Overlap removal sequence.

Step Comparing keep discard Reason

1 e1, e2 ∆R < 0.05 highest ET lowest ET Duplicated with different clusters and sharing tracks

2 e, jet ∆R < 0.2 e jet Remove duplication of objects across both containers

3 τ , e ∆R < 0.2 e τ Remove electrons duplicated in tau container

4 τ , µ ∆R < 0.2 µ τ Remove muons duplicated in tau container

5 e, jet ∆R < 0.4 jet e Remove electrons within jets

6 µ , jet ∆R < 0.4 jet µ Remove muons within jets

7 e, µ ∆R < 0.01 neither e, µ Muons undergoing bremsstrahlung

8 µ1, µ2 ∆R < 0.05 neither Both Muons share tracks

9 SFOS pair mSFOS < 12GeV neither both Suppress low mass pairs

10 signal τ , jet ∆R < 0.2 signal τ jet Remove signal taus duplicated among jets

3.9 Missing transverse momentum

The missing transverse momentum Emiss
T is calculated from reconstructed objects. In this analysis,

the definition of the missing transverse momentum vector follows the standard definition of the ATLAS
analysis group, which is defined as:Emiss

x =−Ee
x −Eγ

x −Eµ
x −E jets

x −Ecl
x

Emiss
y =−Ee

y −Eγ
y −Eµ

y −E jets
y −Ecl

y .
(3.9)

where the Ee
x,y, Eγ

x,y, Eµ
x,y, E jets

x,y and Ecl
x,y are the transverse energy of the calibrated electrons, photons,

muons, jets and the topological clusters falling outside of these objects, respectively. The electron term
Ee

x,y is calculated with electrons passing the medium electron selection and with ET > 10GeV. The photon
term Eγ

x,y is calculated with photons passing the tight electron selection and with ET > 10GeV. The jet
term E jets

x,y is calculated with jets applied with the local calibration criteria [157], and with pT > 20GeV.
The tau contribution is included in the jet contribution. Thus the tau contribution itself is not calculated.

Topological clusters which are not associated with electrons, photons or jets with pT > 20GeV are
used to calculate the soft jet term with local calibration. These are combined with remaining low energy
calorimeter deposits to form the corrected cell out term, which is expressed as Ecl

x,y. The muon term Eµ
x,y

is calculated with all STACO muons passing the baseline selection. Under the low pT selection criteria,
the thresholds for the lepton terms are slightly lower in order to be same as the lepton object setting;
ET > 7GeV for the electron and photon terms and ET > 6GeV for the muon term.

The total amount of the missing transverse momentum is calculated by

Emiss
T =

√
Emiss

x
2
+Emiss

y
2
. (3.10)
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Chapter 4

Data and Simulation Samples

4.1 Monte Carlo Simulated samples

Estimation for the SM background contribution is performed with the MC simulated samples. The
proton-proton collision makes complex states from quarks and gluons (partons) in protons. A lot of MC
samples generated separately by processes have been utilised to reproduce the final states.

There are several algorithms of the generator employed in the analysis. The algorithm called PYTHIA [158]
is a multi-purpose event generator. It is employed to construct the shower for the MADGRAPH [159],
POWHEG [160] and some of ALPGEN [161] samples. The HERWIG [145] is also a multi-purpose event
generator. It is used to calculate fragmentation and the hadronisation for MC@NLO [162] and some of
ALPGEN samples.

Two Parton Density Function (PDF) sets are employed to duplicate the phenomena from the high
density pp collision: CTEQ6L1 [163] and CT10 [164].

The MC samples used for the analysis are produced with the ATLAS detector simulation based on
the GEANT4 [165, 166] and the pile-up contribution based on “tunes.” The “tunes” are included to im-
prove the performance of the MC simulation with the results of the previous experiments. The “tunes”
employed in the analysis are ATLAS Underlying Event Tune 2B (AUET2B) [167], AU2 [168] and PERU-
GIA2011C [169].

The SM background samples used in the analysis are listed in Tab. 4.1. More detail will be found in
following subsections.

4.1.1 The Standard Model MC samples

The Standard Model processes as the background of the target signals should be considered which can
be much contribution in final states.

Diboson The diboson productions can be considered with WZ/γ∗, ZZ/γ∗ and WW , which are generated
with the NLO generator POWHEG.

Since WZ(∗) and ZZ(∗) processes can have at least three real leptons in final state if all bosons decay
leptonically, they cannot be distinguished from the target signals by the selection of the number of leptons.
Thus these two processes can be candidates of the main background. It is important to keep their statistics
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Table 4.1: List of the MC simulated samples used in the analysis.

Process Generator Cross-section Tune PDF set

Diboson (VV ) POWHEG NLO QCD AU2 CT10
Triboson MADGRAPH NLO AUET2B CTEQ6L1

V + γ SHERPA NLO – CT10
tt̄ +V ALPGEN NLO AUET2B CTEQ6L1
t +Z MADGRAPH NLO AUET2B CTEQ6L1

tt̄ POWHEG NNLO+NNLL PERUGIA2011C CT10
t-channel t ACERMC NNLO+NNLL AUET2B CTEQ6L1
s-channel t aMC@NLO NNLO+NNLL AUET2B CT10

V +jets ALPGEN DYNNLO PERUGIA2011C CTEQ6L1
SM higgs (ggF/VBF) POWHEG NNLL QCD, NLO EW AU2 CT10

SM higgs (V H) PYTHIA NNLO QCD, NLO EW AU2 CT10
SM higgs (tt̄H) PYTHIA NNLO QCD AU2 CT10

SUSY Signals HERWIG++ PROSPINO2 – CT10

due to estimate them precisely. The WZ and ZZ samples are produced with the integrated luminosity of
200–4000 and 7000–15000 fb−1, whilst the integrated luminosity of the data is 20.3 fb−1. Some samples
have been applied lepton filters due to keeping the statistics. These filters select events with a generator
level mass of the off-shell Z larger than 0–4GeV and two leptons with their transverse momenta pT(e,µ)>
5GeV or pT(τh)> 15GeV.

The WW (∗) process, on the other hand, has two real leptons even if both W bosons decay leptonically.
Although these processes should not be observed since we require three leptons in final states if we think
about the phenomena in principle, the process can be observed due to the detector effects in practice.

The W + γ and Z + γ samples are generated with the Sherpa generator.

Triboson The triboson processes include WWW , ZWW and ZZZ production modes. They can have three
leptons if bosons in the processes decay leptonically. Whilst the cross sections for these processes are quite
small of approximately O(1) fb, these cannot be reduced only by the requirement for the kind of the lepton
selection. The processes are generated with the generator MADGRAPH with the total amount of events of
approximately 6.5–100 fb−1.

tt̄+bosons Although the cross sections of the tt̄+bosons processes are very small approximately 0.0001–
0.1 pb, there exist final states with three leptons if top quarks and bosons decay leptonically. In addition,
this process should be suppressed by the b-jets veto due to the fact included top quarks, which decay bottom
quarks and W bosons. These are not so important background processes for the analysis, while it should
be included the estimation sequence. They are generated with ALPGEN and MADGRAPH generators with
the total integrate luminosity of 100–10000 fb−1.

Top The top quark production except tt̄+bosons can be much contribution in the three lepton analyses,
whilst this process has no longer events with three leptons. If a top quark decays a b-quark and a W
boson which decays leptonically, this process can have at most two leptons in final states. Moreover, an
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appearance of the final states can have three leptons if at least one lepton is misidentified from a jet. The
tt̄ production with at least one lepton has a high cross-section of approximately 250 pb. This is the reason
why this process contaminates the signal events.

On the other hand, the single top production processes have a few contribution. Their cross-sections
are approximately 0.5–20 pb.

The tt̄ process and the other top contribution are generated with POWHEG, aMC@NLO and ACERMC.

Boson+jets Boson+jets processes are considered of W+jets and Z+jets. Whilst they have quite large
cross-sections of 12000 and 5000 pb, respectively, they should have small missing transverse momentum
Emiss

T in final states. Almost all events are abandoned due to three leptons and Emiss
T requirements.

The MC production is performed by the generator ALPGEN with the total integrated luminosity of 10–
100 fb−1. Although the amounts of the samples are not so enough as the amount of taken data 20.3 fb−1,
it is not critical issue because they are used only for region definition. For the precise estimation for the
background including the Boson+jets processes, the data-driven method described in Chap. 6 is performed.

Standard Model Higgs The Standard Model Higgs production processes are important because the final
states of those are similar to the signal processes. They can be considered two categories. One is that the
Higgs boson decays into VV . This is similar to the diboson production processes described above. The
other is the V H production. For example, the Standard Model WH production has same final states as the
signal SUSY Wh scenario.

The Standard Model Higgs production processes are generated with the generator POWHEG and the
standard PYTHIA.

4.1.2 New Physics MC samples

The SUSY signal samples are generated using HERWIG++ [170], which is rewritten in C++, while the
standard HERWIG is written in Fortran, with the PDF set of CTEQ6L1. The target scenarios are simplified
to the branching ratio of 100% (simplified model [65]).

Figures 4.1 show the production cross-sections for WZ/h-mediated scenarios. The produced χ̃±
1 /χ̃0

2

and χ̃0
1 are assumed to be pure winos and bino, respectively. Thus the cross-section depends only on the

mass of χ̃±
1 /χ̃0

2 .

4.2 Data taken in 2012

The data used in this analysis is full data taken in 2012 at ATLAS detector. The data is stored with
complex sequence of the ATLAS data acquisition (DAQ) systems [106]. In the DAQ process, the data have
been selected to reject the data with bad quality, for example, there are hits in the noisy modules in the
subsystems.

The qualities of the data are monitored during data taking. They are defined as whether the event is
taken in the period that the LHC was stable, the ATLAS detector was properly operating, and the magnet
system was stable. The total amount of data which can be used in the physics analysis is 20.3 fb−1, as
shown in Fig. 2.4.
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Figure 4.1: Signal grids and their cross-sections for WZ/h-mediated scenarios.
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Chapter 5

Signal Region Optimisation

In order to detect the SUSY signal processes, the sensitivity of the signal should be maximised as
much as possible. The selection criteria can be determined from the kinematic differences between the
background and the signal processes. This selection condition is called the signal region (SR). In this
chapter, the summary of the kinematic differences between the background and the signal processes are
shown, together with the descriptions of all of the signal regions used in the analyses.

The direct production of the charginos and neutralinos has many decay modes even if only the modes
with at least three leptons are chosen. In this thesis, any processes which include sleptons in the diagrams
are not considered, since the slepton mass is supposed to be heavier than the SM weak bosons. The light
slepton (mℓ̃ ≲ 100GeV) is already excluded at the LEP search [83] and at ATLAS electroweak SUSY
search with two opposite sign leptons [112]. Thus only the modes with the decay via the SM bosons
W/Z/h is considered. From a rough discussion, the signal processes can be categorised as following two
modes

• Decays via on/off-shell WZ,

• Decays via on-shell Wh.

In this thesis, the decay mode via off-shell Higgs is omitted. This is because the contribution of the off-shell
Higgs can be small comparing to the off-shell Z contribution.

In the case of the mass difference between the second lightest neutralino and the lightest neutralino to
be greater than 125GeV, i.e. the SM Higgs boson mass, two modes decaying via on-shell WZ and Wh
should be mixed. The mixing has already been described in Chap. 1.

Analyses can be divided into two categories. They are noted as Category-A and Category-B. The target
of the Category-A is the region with relatively large mass difference between χ̃±

1 /χ̃0
2 and χ̃0

1 . Detailed
discussion will be shown in Sec. 5.3.

On the other hand, the target of the Category-B is the region with compressed mass difference between
χ̃±

1 /χ̃0
2 and χ̃0

1 . The mode for decaying via off-shell Z is important for the compressed mass region. This
discussion will be in Sec. 5.4.

Hereinafter, the lepton symbol ℓ denotes the light lepton such as electron and muon.
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Table 5.1: Summary of the triggers which are used in this analysis.

Trigger Detail Trigger threshold offline threshold

Single Isolated e EF e24vhi medium1 24GeV 25GeV

Single Isolated µ EF mu24i tight 24GeV 25GeV

Double e
EF 2e12Tvh loose 12,12GeV 14,14GeV

EF e24vh medium1 e7 medium1 24,7GeV 25,10GeV

Double µ
EF 2mu13 13,13GeV 14,14GeV

EF mu18 tight mu8 EFFS 18,8GeV 18,10GeV

Combined eµ
EF e12Tvh medium1 mu8 12,8GeV 14,10GeV

EF mu18 tight e7 medium1 18,7GeV 18,10GeV

Triple e EF e18vh medium1 2e7T medium1 18,7,7GeV 20,9,9GeV

Triple µ
3mu6 6,6,6GeV 7,7,7GeV

mu18 tight 2mu4 EFFS 18,4,4GeV 19,5,5GeV

Combined eµ
EF 2e7T medium1 mu6 7,7,6GeV 9,9,7GeV
EF e7T medium1 2mu6 7,6,6GeV 9,7,7GeV

5.1 Event pre-selection

Event pre-selection is performed by following the standard criteria proposed by the ATLAS SUSY
analysis group. Details of the selection criteria are described below.

5.1.1 Trigger Selection

It is necessary to set proper triggers for the hadron collider analyses. This analysis uses mainly leptons.
Many options of triggers with leptons are prepared, for example, single lepton, di-lepton and tri-lepton
triggers, as shown in Tab. 5.1. Trigger menus can overlap each other then the logical “OR” of the triggers
should be considered.

Table 5.1 shows the trigger settings for this analysis. The trigger menus written in Tab. 5.1 are formed
using the triggers described in Sec. 2.3.

5.1.2 Event Quality Cuts

Event quality cuts are defined to reject background events or events suffering from reconstruction or
other problems. First, events with jets potentially originating from instrumental effects are rejected. The
jets are defined with the problems of the HEC spikes, EM coherent noise, non-collision background and
cosmic events, with ET > 20GeV and any η , surviving the overlap removal with electrons.

For the same reason, events with the Emiss
T using the non operational cells in the tile and HEC are

rejected. Events including the EM calorimeter and the Tile calorimeter errors are removed.

During the data taking in 2012, the tile calorimeter has a hot spot in the region of −0.2 < η < 0.1 and
2.65 < ϕ < 2.75. If events with jets pointing to the region, the events are rejected.

For the muons, to suppress the cosmic background and the other source mis-measured muons, events
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with the muons with a longitudinal impact parameter |z0|> 1mm or a transverse impact parameter |d0|>
0.2mm are rejected.

5.2 Statistical method

Before the discussion of the signal regions, the variable called ZN is introduced, which is used as a
statistical indicator of the sensitivity for the analyses. All of the signal regions are defined as to maximise
the ZN variable.

ZN is expressed with p-value (see Sec. 9.2) as following equation:

ZN =
√

2 erf−1(1−2p), (5.1)

where the function erf(x) is called the error function defined as:

erf(x) =
2√
π

Û x

0
e−t2

dt. (5.2)

In the case of Gaussian assumption, the ZN represents the scale of the standard deviation σ . In order to
exclude models, we can use the one side test for each models. Thus 95% confidence level corresponds to
the ZN = 1.64 [171].

5.3 Signal Regions for Category-A

The target scenarios of the Category-A analysis are the region with the mass difference ∆mχ̃0
2 ,χ̃

0
1
>

50GeV. As described in the introduction of the chapter, three patterns of decay can be considered in this
region:

1. decay via off-shell Z (50GeV < ∆mχ̃0
2 ,χ̃

0
1
< 91.2GeV)

2. decay via on-shell Z (91.2GeV < ∆mχ̃0
2 ,χ̃

0
1
< 125GeV)

3. decay via on-shell Z/h (125GeV < ∆mχ̃0
2 ,χ̃

0
1
).

In the case of third item, the branching ratio is determined from the Higgsino mass parameter µ and the
χ̃0

2 mixing of the winos and Higgsinos. The expected dominant decay processes are illustrated in Fig. 5.1.
However, this analysis assumes the simplified model, where the branching ratio is fixed to 100% for the
target decay.

Figure 5.2 shows the Feynman diagrams for the target scenarios of the Category-A. For the scenario
with decay via WZ, the “binned” signal regions are defined to obtain higher significance. This WZ channel
will be described in Sec. 5.3.1. For the scenario with decay via Wh, three signal regions are optimised taken
into account the branching ratio of the Higgs. This Wh channel will be described in Sec. 5.3.2. Table 5.2
summarises the definition of the signal regions of Category-A. There are four criteria for this category. The
region named SR0τa is a binned signal region for WZ channel. The regions named SR0τb, SR1τ and SR2τ
are for the Wh channel, which are optimised divided by the number of taus.

The single or di-lepton triggers are used. The leptons are reconstructed with the standard selection and
isolation, which are described in the chapter of the Particle Reconstruction (Chap. 3). All signal regions are
defined to be orthogonal each other. Thus they can be statistically combined in order to get higher statistics.
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Figure 5.1: Dominant decay processes for direct chargino and neutralino production with high mass sleptons. The
region where the chargino mass is smaller than 100GeV has already been excluded at the LEP search [85].
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Figure 5.2: Feynman diagram for the WZ/h-mediated scenarios.

Table 5.2: Summary of the signal regions of Category-A.

Singal Region SR0τa SR0τb SR1τ SR2τ

Flavour/sign ℓ+ℓ−ℓ(′) ℓ±ℓ±ℓ′∓ τ±ℓ∓ℓ(′)∓ τ+τ−ℓ
b-tagged jet veto veto veto veto
Emiss

T binned > 50GeV > 50GeV > 60GeV

Other mSFOS binned pT(3rd lep)> 20GeV pT(2nd lep)> 20GeV ∑ pT(τ)> 110GeV
mT binned min.∆ϕℓℓ′ ≤ 1.0 ∑ pT(ℓ)> 70GeV 70 < mττ < 120GeV

mℓτ < 120GeV
mee Z veto

Target model WZ-mediated Wh-mediated Wh-mediated Wh-mediated
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Table 5.3: Summary of the bins in mSFOS, mT, and Emiss
T for SR0τa.

mSFOS mT Emiss
T 3ℓ Z veto SR bin

12–40 < 80 50–90 1
> 90 2

> 80 50–75 3
> 75 4

40–60 < 80 50–75 yes 5
> 75 6

> 80 50–135 7
> 135 8

60–81.2 < 80 50–75 yes 9
> 80 50–75 10
< 110 > 75 11
> 110 > 75 12

81.2–101.2 < 110 50–90 yes 13
> 90 14

> 110 50–135 15
> 135 16

> 101.2 < 180 50–210 17
> 180 50–210 18
< 120 > 210 19
> 120 > 210 20

5.3.1 Decay via WZ scenario

The electroweak SUSY decaying via WZ-mediated scenario produces three leptons if all of the pro-
duced weak bosons decay leptonically. For these scenarios, 20 binned signal regions named SR0τa-bins
are defined to get maximum significances for the target grids, as shown in Tab. 5.3. All events with b-jets
are vetoed, and an same-flavour opposite-sign (SFOS) lepton pair is requested. If there are two candidates
of SFOS lepton pair in an event, the candidate which has mass closest to the Z mass (best Z candidate) is
adopted, in order to select the lepton pair from the Z boson decay. The b-jet veto reduces the contamination
coming from tt̄. Since the 80% b-tagging working point is employed [154], ∼ 95% of the tt̄ is suppressed,
while a few % of the signal samples are suppressed. The parameter space is binned in mSFOS, mT and Emiss

T ,
except the region Emiss

T < 50GeV, which is reserved for validation regions. The bins 5, 9, and 13 veto
events with mℓℓℓ within 10GeV of the Z mass. The Z veto with mℓℓℓ is for suppressing the background from
Z → ℓℓℓ where one ℓ comes from a converted photon from final state radiation. The masses of e+e−e and
µ+µ−e which are in the Z mass window are discarded.

The transverse mass mT in Tab. 5.3 is formed using the Emiss
T and the pT of the lepton which do not

form the best Z candidate and the difference azimuthal angle between the Emiss
T and the lepton ∆ϕℓ,Emiss

T
as

mT =
√

2pT(ℓ)Emiss
T (1− cos∆ϕℓ,Emiss

T
), (5.3)

where the lepton mass (me = 511keV and mµ = 106MeV) is assumed to be 0 because it is negligible
comparing to the pT (> 10GeV) and the Emiss

T (> 50GeV). This variable is usually used to identify W → ℓν



72 CHAPTER 5. SIGNAL REGION OPTIMISATION

signals. Whilst the signal has also a W boson if the mass difference is greater than the W mass, the shape of
the distribution tends to shift higher comparing to the Standard Model processes since the LSP is included
in the Emiss

T . Thus the mT binning is useful to detect difference of the shape in the distribution.
The estimated number of events based on the MC background samples are summarised in Tab. 5.4. For

the WZ signal samples, the expected numbers of events in each bin are shown in Figs. 5.3–5.6. The SR0τa-
bin1 to 12 require the mSFOS less than the Z mass (∼ 91GeV). Thus they are sensitive to scenarios where
the charginos and neutralinos decaying via off-shell W and off-shell Z. The SR0τa-bin13 to 16 require that
the mSFOS should be Z mass window (91GeV±10GeV). Thus they cover the large region of the scenarios
with emitting on-shell Z. The SR0τa-bin17 to 20 require the high mSFOS greater than the Z mass. Thus
they are not sensitive to the scenarios with the on-shell Z, but sensitive to the scenario with off-shell Z. The
SR0τa-bin19 and 20 are very tight region, so that the numbers of the passed signals are small.

5.3.2 Decay via Wh scenario

As including the tau leptons as “leptons,” several patterns of the final states with at least three leptons
are considered in the Wh-mediated scenario, depending on the Higgs decay process as:

• h →WW → ℓνℓν
• h → ττ → τhτh +missing

• h → ττ → ℓℓ+missing

• h → ZZ → ℓℓℓℓ or ℓℓνν
• ...

where ℓ shows the ‘light’ lepton such as electrons or muons.
The branching ratio for near 125GeV Higgs is shown in Fig. 5.7 [24]. This ratio claims that the modes

of decays to WW and ττ are promising candidates for search for Wh-mediated scenario. Therefore there
are three signal regions which are optimised for this analysis:

1. χ̃±
1 χ̃0

2 →W (ℓν)h(WW → ℓνℓν)+ χ̃0
1 χ̃0

1 (no taus mode),

2. χ̃±
1 χ̃0

2 →W (ℓν)h(ττ → ℓτh +missing)+ χ̃0
1 χ̃0

1 (one tau mode),

3. χ̃±
1 χ̃0

2 →W (ℓν)h(ττ → τhτh +missing)+ χ̃0
1 χ̃0

1 (two taus mode).

For no taus mode, h →WW to leptonic decay should be dominant, whilst the leptonic decay of h → ττ can
make the same final state. For one or two taus mode, the signature from h → ττ is dominant. Figures 5.8
show the Feynman diagram of Wh scenarios decaying via WW and ττ . In the following subsections, the
detail of the optimisation for each mode will be discussed.

All signal regions for the Wh mode are orthogonal and b-jet veto with 80% b-tagging working point is
applied to reduce ∼ 95% of the tt̄ contribution.

Signal Region for no taus mode The signal region for no taus mode called SR0τb targets the decay via
Wh mode, where Higgs may decay via WW to electrons or muons. A veto on SFOS lepton pairs is applied
to discriminate against the Standard Model WZ production. The SFOS veto contributes to suppress more
than 99% of the SM WZ, ZZ and V +jets processes, and ∼ 90% of the tt̄+V , VVV and Higgs contributions.
This selection also reduces the SUSY signals, where the 80% of the SUSY is lost. The Emiss

T > 50GeV is



5.3. SIGNAL REGIONS FOR CATEGORY-A 73

T a
bl

e
5.

4:
N

um
be

rs
of

ev
en

ts
fo

r
th

e
SR

0τ
a

bi
nn

ed
si

gn
al

re
gi

on
s.

E
st

im
at

es
ar

e
ba

se
d

on
M

C
on

ly
an

d
un

ce
rt

ai
nt

ie
s

ar
e

st
at

is
tic

al
on

ly
.

T
he

ir
re

du
ci

bl
e

ba
ck

gr
ou

nd
(n

ot
ed

as
SM

ir
re

d.
)i

s
th

e
W

Z
,Z

Z
,t

t̄+
V

,t
ri

bo
so

n
V

V
V

(W
W

W
,W

W
Z

,Z
Z

Z
)a

nd
th

e
St

an
da

rd
M

od
el

H
ig

gs
pr

oc
es

se
s,

w
hi

le
th

e
re

du
ci

bl
e

ba
ck

gr
ou

nd
s

(n
ot

ed
as

SM
re

d.
)

ar
e

al
lo

th
er

s.

SR
0τ

a
W

Z
Z

Z
tt̄

+V
V

V
V

H
ig

gs
∑

SM
ir

re
d.

tt̄
si

ng
le

t
W

W
Z

+j
et

s
V

+ γ
∑

SM
re

d.
∑

SM

B
in

1
13

.2
4±

0.
60

1.
41

±
0.

04
0.

14
±

0.
03

0.
33
±

0.
03

0.
66

±
0.

02
15

.7
8±

0.
61

1.
31
±

0.
39

0.
77
±

0.
55

0.
10

±
0.

05
0.

00
±

0.
00

0.
16
±

0.
09

2.
35
±

0.
68

18
.1

3±
0.

91
B

in
2

2.
94

±
0.

26
0.

12
±

0.
01

0.
07

±
0.

01
0.

10
±

0.
01

0.
15

±
0.

01
3.

41
±

0.
26

0.
65
±

0.
32

0.
00
±

0.
00

0.
03

±
0.

02
0.

00
±

0.
00

0.
00
±

0.
00

0.
68
±

0.
32

4.
09
±

0.
42

B
in

3
7.

76
±

0.
45

0.
40

±
0.

02
0.

03
±

0.
01

0.
19
±

0.
02

0.
64

±
0.

03
9.

03
±

0.
45

0.
47
±

0.
33

0.
00
±

0.
00

0.
02

±
0.

02
0.

00
±

0.
00

0.
04
±

0.
04

0.
53
±

0.
33

9.
55
±

0.
56

B
in

4
4.

49
±

0.
31

0.
20

±
0.

02
0.

14
±

0.
03

0.
57
±

0.
04

0.
46

±
0.

02
5.

85
±

0.
31

1.
94
±

0.
65

0.
00
±

0.
00

0.
02

±
0.

02
0.

00
±

0.
00

0.
00
±

0.
00

1.
97
±

0.
65

7.
81
±

0.
72

B
in

5
6.

31
±

0.
38

1.
55

±
0.

04
0.

11
±

0.
04

0.
26
±

0.
02

0.
36

±
0.

02
8.

59
±

0.
39

1.
20
±

0.
40

0.
00
±

0.
00

0.
16

±
0.

06
2.

16
±

1.
25

1.
52
±

0.
33

5.
05
±

1.
35

13
.6

3±
1.

41
B

in
6

3.
74

±
0.

27
0.

25
±

0.
02

0.
05

±
0.

01
0.

24
±

0.
02

0.
33

±
0.

02
4.

61
±

0.
28

4.
08
±

0.
94

0.
00
±

0.
00

0.
05

±
0.

03
0.

00
±

0.
00

0.
30
±

0.
14

4.
43
±

0.
95

9.
04
±

0.
99

B
in

7
7.

61
±

0.
39

0.
55

±
0.

03
0.

04
±

0.
01

0.
88
±

0.
05

0.
98

±
0.

05
10

.0
5±

0.
40

3.
58
±

0.
92

0.
07
±

0.
05

0.
35

±
0.

12
0.

00
±

0.
00

1.
12
±

0.
26

5.
11
±

0.
97

15
.1

7±
1.

05
B

in
8

0.
30

±
0.

06
0.

01
±

0.
00

0.
11

±
0.

05
0.

13
±

0.
02

0.
13

±
0.

02
0.

69
±

0.
08

0.
93
±

0.
46

0.
00
±

0.
00

0.
00

±
0.

00
0.

00
±

0.
00

0.
00
±

0.
00

0.
93
±

0.
46

1.
62
±

0.
47

B
in

9
16

.1
9±

0.
74

1.
43

±
0.

04
0.

16
±

0.
03

0.
23
±

0.
02

0.
32

±
0.

02
18

.3
2±

0.
74

2.
69
±

0.
75

1.
23
±

0.
71

0.
10

±
0.

06
1.

26
±

0.
89

1.
39
±

0.
27

6.
66
±

1.
39

24
.9

8±
1.

57
B

in
10

13
.0

9±
0.

63
0.

60
±

0.
03

0.
12

±
0.

03
0.

40
±

0.
03

0.
22

±
0.

01
14

.4
4±

0.
63

1.
96
±

0.
62

0.
35
±

0.
35

0.
08

±
0.

05
0.

00
±

0.
00

0.
50
±

0.
19

2.
88
±

0.
74

17
.3

1±
0.

97
B

in
11

19
.4

9±
0.

80
0.

65
±

0.
03

0.
41

±
0.

05
0.

59
±

0.
03

0.
28

±
0.

01
21

.4
3±

0.
81

3.
51
±

0.
91

0.
58
±

0.
58

0.
17

±
0.

10
0.

00
±

0.
00

0.
40
±

0.
09

4.
66
±

1.
09

26
.0

9±
1.

35
B

in
12

3.
68

±
0.

35
0.

14
±

0.
01

0.
12

±
0.

03
0.

61
±

0.
04

0.
12

±
0.

01
4.

66
±

0.
35

2.
07
±

0.
62

0.
00
±

0.
00

0.
05

±
0.

04
0.

00
±

0.
00

0.
16
±

0.
16

2.
28
±

0.
65

6.
95
±

0.
73

B
in

13
61

2.
54

±
4.

79
28

.8
6±

0.
19

2.
92

±
0.

12
1.

32
±

0.
04

2.
17

±
0.

03
64

7.
82
±

4.
80

4.
86
±

1.
01

1.
12
±

0.
56

0.
23

±
0.

09
53

.8
5±

10
.1

8
5.

61
±

0.
51

65
.6

7±
10

.2
6

71
3.

49
±

11
.3

2
B

in
14

20
7.

04
±

2.
77

5.
54

±
0.

09
2.

00
±

0.
08

0.
80
±

0.
03

0.
98

±
0.

02
21

6.
36
±

2.
78

2.
85
±

0.
69

0.
32
±

0.
32

0.
07

±
0.

07
0.

00
±

0.
00

0.
00
±

0.
00

3.
24
±

0.
76

21
9.

60
±

2.
88

B
in

15
58

.3
4±

1.
37

3.
49

±
0.

06
0.

67
±

0.
05

1.
01
±

0.
04

0.
31

±
0.

01
63

.8
3±

1.
37

1.
30
±

0.
49

0.
00
±

0.
00

0.
00

±
0.

00
5.

84
±

4.
13

0.
90
±

0.
34

8.
04
±

4.
17

71
.8

6±
4.

39
B

in
16

3.
87

±
0.

39
0.

12
±

0.
01

0.
08

±
0.

01
0.

33
±

0.
02

0.
03

±
0.

00
4.

43
±

0.
39

1.
11
±

0.
08

0.
00
±

0.
00

0.
02

±
0.

02
0.

00
±

0.
00

0.
00
±

0.
00

0.
13
±

0.
08

4.
57
±

0.
40

B
in

17
50

.4
1±

1.
28

2.
43

±
0.

06
0.

77
±

0.
08

3.
22
±

0.
08

0.
66

±
0.

02
57

.7
8±

1.
29

8.
57
±

1.
28

2.
41
±

0.
85

0.
23

±
0.

08
0.

06
±

0.
06

1.
86
±

0.
37

13
.1

4±
1.

58
70

.9
1±

2.
04

B
in

18
2.

33
±

0.
29

0.
08

±
0.

01
0.

15
±

0.
04

0.
54
±

0.
03

0.
66

±
0.

02
3.

14
±

0.
29

0.
26
±

0.
26

0.
00
±

0.
00

0.
00

±
0.

00
0.

00
±

0.
00

0.
00
±

0.
00

0.
26
±

0.
26

3.
40
±

0.
39

B
in

19
0.

92
±

0.
17

0.
02

±
0.

01
0.

00
±

0.
00

0.
08
±

0.
01

0.
66

±
0.

02
1.

03
±

0.
17

0.
00
±

0.
00

0.
00
±

0.
00

0.
00

±
0.

00
0.

00
±

0.
00

0.
00
±

0.
00

0.
00
±

0.
00

1.
03
±

0.
17

B
in

20
0.

11
±

0.
06

0.
01

±
0.

00
0.

01
±

0.
01

0.
07
±

0.
01

0.
66

±
0.

02
0.

21
±

0.
06

0.
00
±

0.
00

0.
00
±

0.
00

0.
04

±
0.

04
0.

00
±

0.
00

0.
00
±

0.
00

0.
04
±

0.
04

0.
25
±

0.
07



74 CHAPTER 5. SIGNAL REGION OPTIMISATION

N

-110

1

10

210

310

 [GeV]
1

±χ∼, 
2

0χ∼
m

100 150 200 250 300 350 400 450 500

 [G
eV

]
0 1χ∼

m

0

50

100

150

200

250

300

350

400

450 N

-110

1

10

210

310
SR0τa-bin1 Category-A WZ

 = 8 TeVs, 
-1

 L dt = 20.3 fb∫

 0.54  0.39  0.20  0.02  0.05  0.06  0.02  0.00  0.00

18.64  0.35  0.13  0.08  0.04

61.05
24.34

 7.94
 2.00

 0.22
 0.08

 0.07
 0.06

 0.03
 0.00

 1.53
13.1431.38 3.96  0.03  0.12

 5.40 15.26 2.42  0.11  0.02  0.00  0.00  0.00
 0.10

 2.48  8.50  1.65
 0.01

 1.91  6.61  0.03  0.00

 1.17

 2.57  0.00  0.00  0.00  0.00

 0.98  0.01  0.00  0.00

 0.48  0.00  0.00  0.00

 0.23  0.00

 0.15  0.00

 0.10

(a) SR0τa-bin1

N

-110

1

10

210

310

 [GeV]
1

±χ∼, 
2

0χ∼
m

100 150 200 250 300 350 400 450 500

 [G
eV

]
0 1χ∼

m

0

50

100

150

200

250

300

350

400

450 N

-110

1

10

210

310
SR0τa-bin2 Category-A WZ

 = 8 TeVs, 
-1

 L dt = 20.3 fb∫

 0.53  0.00  0.00  0.01  0.00

10.54  0.16  0.12  0.05

 0.2216.83
 8.70

 3.44
 1.19  0.10

 0.05  0.01
 0.00

 0.00
 0.71

 1.46  6.97  2.07  0.09

 3.07  5.38  1.34  0.01  0.01  0.01  0.00  0.00

 1.25  2.81  1.09

 0.78  1.87  0.01  0.00  0.00  0.00

 0.69
 0.00

 0.93  0.01  0.00

 0.42  0.00

 0.24  0.00  0.00  0.00

 0.11

 0.06  0.00

 0.04

(b) SR0τa-bin2

N

-110

1

10

210

310

 [GeV]
1

±χ∼, 
2

0χ∼
m

100 150 200 250 300 350 400 450 500

 [G
eV

]
0 1χ∼

m

0

50

100

150

200

250

300

350

400

450 N

-110

1

10

210

310
SR0τa-bin3 Category-A WZ

 = 8 TeVs, 
-1

 L dt = 20.3 fb∫

 1.67  0.48  0.44  0.10  0.02  0.00  0.00  0.00

 9.20  0.23  0.17

 0.1210.70
 5.97

 2.93
 0.54  0.41

 0.12
 0.06

 0.05  0.02  0.00  0.00  0.00
 0.65

 0.84  6.87  1.71  0.06  0.01

 0.34  3.60  1.20  0.04  0.02  0.00

 0.56  1.83  0.62
 0.04

 0.29  0.83  0.01  0.00  0.00  0.00

 0.10

 0.51  0.02  0.00  0.00  0.00

 0.20  0.01  0.00

 0.09  0.01  0.00

 0.06  0.00

 0.05

 0.02

(c) SR0τa-bin3
N

-110

1

10

210

310

 [GeV]
1

±χ∼, 
2

0χ∼
m

100 150 200 250 300 350 400 450 500

 [G
eV

]
0 1χ∼

m

0

50

100

150

200

250

300

350

400

450 N

-110

1

10

210

310
SR0τa-bin4 Category-A WZ

 = 8 TeVs, 
-1

 L dt = 20.3 fb∫

 0.91  0.37  0.23  0.14  0.12  0.04  0.02  0.02  0.01  0.01

11.45 0.26  0.14  0.13  0.08

 0.52 7.33
 8.98

 4.68
 2.55  0.13

 0.13
 0.06

 0.08  0.05  0.03  0.02  0.01  0.01
 1.05

 4.75  5.54  3.24  0.12  0.02

 0.99  3.99  2.45  0.04  0.08  0.02  0.02  0.02  0.01  0.01

 0.88  2.45  1.44
 0.02

 0.36  1.57  0.01  0.02  0.01  0.01  0.01

 0.37

 0.80  0.01  0.01  0.01  0.01  0.01

 0.36  0.01  0.01  0.01

 0.24  0.00  0.00  0.00

 0.12  0.00

 0.08  0.00

 0.05

(d) SR0τa-bin4

N

-110

1

10

210

310

 [GeV]
1

±χ∼, 
2

0χ∼
m

100 150 200 250 300 350 400 450 500

 [G
eV

]
0 1χ∼

m

0

50

100

150

200

250

300

350

400

450 N

-110

1

10

210

310
SR0τa-bin5 Category-A WZ

 = 8 TeVs, 
-1

 L dt = 20.3 fb∫

 1.36  0.52  0.19  0.01  0.01  0.00  0.00  0.00

43.51 0.21  0.01  0.00  0.05

35.49
44.88

15.46
 3.15

 0.01
 0.05

 0.06
 0.05

 0.02  0.01  0.01
 2.02

 1.87 16.76 9.08  0.01  0.00

 1.26  8.29  4.61  0.01  0.01  0.00  0.00

 0.65  5.46  2.52

 0.17  2.91  0.00  0.00

 0.21

 1.35  0.01  0.00  0.00

 0.72  0.03  0.01  0.00

 0.31  0.00  0.00

 0.17  0.00

 0.09  0.00

 0.05

(e) SR0τa-bin5

N

-110

1

10

210

310

 [GeV]
1

±χ∼, 
2

0χ∼
m

100 150 200 250 300 350 400 450 500

 [G
eV

]
0 1χ∼

m

0

50

100

150

200

250

300

350

400

450 N

-110

1

10

210

310
SR0τa-bin6 Category-A WZ

 = 8 TeVs, 
-1

 L dt = 20.3 fb∫

 0.29  0.34  0.10  0.05  0.20  0.04  0.01  0.01  0.00  0.00  0.00

46.82 0.24  0.19  0.20  0.05

22.61
35.91

22.24
 4.07

 0.23
 0.21

 0.11
 0.06

 0.01  0.02  0.02  0.00  0.00
 2.46

 2.6114.6411.16 0.03  0.06

 0.75  6.67  5.66  0.16  0.02  0.02  0.00  0.00  0.00
 0.07

 0.13  4.33  3.51

 0.12  2.46  0.02  0.00  0.00  0.00  0.00

 0.14

 1.23  0.01  0.01  0.00  0.00  0.00

 0.58  0.01  0.01  0.00

 0.30  0.00  0.00  0.00

 0.18  0.00

 0.10  0.00

 0.05

(f) SR0τa-bin6

Figure 5.3: Expected numbers of signal events for SR0τa-bin1–6.
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Figure 5.4: Expected numbers of signal events for SR0τa-bin7–12.
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Figure 5.5: Expected numbers of signal events for SR0τa-bin13–18.
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Figure 5.6: Expected numbers of signal events for SR0τa-bin19–20.
18 11. Status of Higgs boson physics
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Figure 11.4: The branching ratios for the main decays of the SM Higgs boson
near mH = 125GeV. The theoretical uncertainties [38] are indicated as a band.

Direct and model-independent searches for the Higgs boson were conducted by
the ALEPH, DELPHI, L3, and OPAL experiments at the LEP e+e− collider. The
combination of LEP data collected near the Z resonance and at centre-of-mass energies
of up to 209GeV yielded a 95% Confidence level (CL) lower bound [107] of 114.4GeV for
the mass of the SM Higgs boson.

Following the shutdown of the LEP collider in 2000, the direct search for the Higgs
boson continued at Fermilab’s Tevatron pp collider. The combined results [108] from
approximately 10 fb−1 recorded by the CDF and D0 experiments excluded two ranges
in mH : between 90 GeV and 109GeV, and between 149GeV and 182GeV. In addition,
a broad excess in data was seen in the mass range 115GeV < mH < 140GeV with a
local significance4 of 3 standard deviations at mH = 125GeV. The commissioning in 2010
and the high intensity running of the LHC pp collider at CERN at

√
s =7 TeV in 2011

followed by an energy boost to
√

s =8 TeV in 2012 opened up a new landscape where
the Higgs boson could be searched for, quickly and effectively, in the 110–1000GeV mass

4 In this review, we use the phrase “local significance” to indicate a calculation of the
significance not corrected for the look-elsewhere effect [109].

August 21, 2014 13:18

Figure 5.7: Branching ratio for near 125GeV Higgs [24].
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Figure 5.9: Third lepton transverse momentum distribution with three leptons selection, a SFOS lepton pair veto,
b-jet veto and Emiss

T > 50GeV. Third leptons of the background samples are shifted lower region, hence the selection
pT > 20GeV has been applied.

required to reduce WZ, ZZ and Z+jets contamination. The Emiss
T requirement contributes to reduce 80% of

these processes against the events passed the SFOS veto. The low Emiss
T region is reserved for validation of

the these background samples.

The transverse momentum of the third lepton is also a useful variable to reduce tt̄ contribution, which
has a low pT third lepton from leptonic b-jet decay. Figure 5.9 shows the distribution of the transverse
momentum of third lepton with the selection: three leptons selection, a SFOS lepton pair veto, b-jet veto
and Emiss

T > 50GeV. The selection value is optimised to obtain the highest significance. In this case,
pT > 20GeV is adopted. It reduces mainly tt̄ contribution (∼ 80%).

The difference of the azimuthal angle (∆ϕ ) between opposite sign leptons is calculated for all lepton
pairs. The minimum of ∆ϕℓ+ℓ− is plotted with the selection: three leptons selection, a SFOS veto, b-jet veto,
Emiss

T > 50GeV and pT(ℓ3)> 20GeV in Fig. 5.10. In the h →WW decay, conservation of the spin angular
momentum and the left handed weak interaction lead to a correlation between the direction of the produced
leptons. The ∆ϕ between opposite sign leptons tends to be lower than the average distribution [172].
According to Fig. 5.10, ∆ϕℓℓ < 1.0 is a reasonable selection in order to suppress the SM WZ background.

Signal Region for one tau mode The signal region with two leptons and one hadronic tau is optimised
for the SUSY decaying via Wh mode. The Higgs boson is decaying into di-tau with approximately 6%
branching ratio, as shown in Fig. 5.7, which is the highest fraction among those decaying directly into
leptons.

In order to suppress the SM contribution from WZ with W → τν and Z → ℓ+ℓ−, same-sign lepton pair
and an opposite-sign tau is required in the signal region called SR1τ . The three lepton pair combinations
considered in SR1τ are e±e±, e±µ± and µ±µ±. Although the same-sign requirement on the leptons largely
suppresses contribution from Z decays (roughly 95%), the lepton charge can sometimes be mis-measured
for high pT electrons, which is so-called charge flip effect. In order to reject the Z → e±e± contribution
due to the charge flip effect, the invariant mass of the ee pairs is calculated. If mee is measured to be
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Figure 5.10: Difference of the azimuthal angle between opposite sign leptons. The selection ∆ϕℓℓ ≤ 1.0 has been
applied for SR0τb.

within mZ ±10GeV, the event is vetoed. Figure 5.11 shows the invariant mass for same-sign two leptons
mℓℓ before and after Z(ee) veto. This selection can suppress 75% of the Z(ee) contribution, while the
signal suppression is only ∼ 5%. The missing transverse momentum requirement of Emiss

T > 50GeV also
contribute to suppress the Z+jets contamination. As well as the other regions, the region with Emiss

T <

50GeV is reserved for validation.
The production of SUSY tends to need higher energy comparing to the SM background. In this case, the

scalar sum of the transverse momenta tends to be high. This signal region requires the sub-leading lepton
pT > 20GeV and the scalar sum of the pT for the leading lepton and the sub-leading lepton ∑ pT(ℓ) >

70GeV. These high pT requirement operates as discriminators against WZ and tt̄. 80% of WZ and tt̄ are
suppressed, while the signal samples decrease to ∼ 50%.

It is difficult to distinguish which lepton in the same-sign lepton pair is from Higgs (h → ττ), then
it is assumed that the leading lepton is from W boson and the sub-leading lepton is from Higgs. If the
opposite-sign lepton and tau came from Higgs, their mass should be less than the Higgs mass (125GeV)
because the reconstructed tau and the lepton from a tau should have lower momenta due to the existence of
the neutrinos from taus. Thus the requirement of the mass of the sub-leading lepton and the tau less than
120GeV would suppress the background from the non-Higgs decays.

Signal Region for two taus mode The signal region with one lepton and two hadronic taus is optimised
for the SUSY decaying via Wh (h → τhτh) mode. Although this mode has highest branching ratio, it also
has the highest SM contribution due to the hadronic taus.

The Emiss
T selection is optimised to reduce W+jets and Z(ττ)+jets contamination. Since the hadronic

taus are reconstructed from jets, the mis-tagged taus have much contribution in this region. Thus the
slightly higher Emiss

T (> 60GeV) than the other regions is required. This selection suppresses 97% of the
Z+jets, 88% of the W+jets, and 60% of the WZ and tt̄ contributions.

In this region, opposite-sign tau pair is required to reconstruct Higgs mass. Ideally the mass of the tau
lepton pair should be in Higgs mass window, however, the observed mass peak is slightly lower than the
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Figure 5.11: The invariant mass for the same-sign leptons before (a) and after (b) applying Z(ee) veto.

 [GeV]ττM
0 100 200 300 400 500

E
ve

nt
s 

/ 1
0 

G
eV

-210

-110

1

10

210

310
Wjet Zjet

ttbar singletop

Dibosons ttbarV

Tribosons VH(SM)

total BG SUSY(WH) 140-10

SUSY(WH) 165-35 SUSY(WH) 200-50

SUSY(WH) 325-75

SR2τ

-1 L dt = 20.3 fb∫ = 8 TeV  s

Figure 5.12: mττ distribution in SR2τ without mττ requirement. The Higgs mass window is defined as mττ in the
mass range from 70GeV to 120GeV, which can suppress the SM background processes.

Higgs boson mass value (∼ 125GeV), as shown in Fig. 5.12. This shift is caused by the missing neutrinos
from the tau decays in the mass reconstruction. According to the Fig. 5.12, the redefined Higgs mass
window 70–120GeV requirement is reasonable to suppress the SM background. The mass requirement
decreases the SM backgrounds to 21%, whereas it keeps ∼ 67% of the signals.

From the same reason as the one for signal region SR1τ , the scalar sum of pT of the two hadronic taus
tends to be larger than the SM background contribution because the heavy particles would decay and result
in particles with large momentum in final states for SUSY signals. Figure 5.13 shows the distribution of
the scalar sum of pT of the two hadronic taus. A moderate requirement on the sum of pT of the two taus of

∑ pT(τ)> 110GeV discriminates well against the SM processes (88% decrease).

The signal yields for the signal regions for Wh channel are shown in Tab. 5.5. Figures 5.14 show the
expected numbers of events in the corresponding signal regions. All signal regions are sensitive to the low
mass region of Wh channel.
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Table 5.5: Numbers of events for the SM processes of the SR0τb, SR1τ and SR2τ . Estimates are based on the
MC-only and uncertainties are statistical only.

Samples SR0τb SR1τ SR2τ

WZ 0.7±0.2 4.6±0.3 2.1±0.2
ZZ 0.0±0.0 0.4±0.0 0.1±0.0

tt̄+V 0.2±0.2 0.1±0.1 0.0±0.0
VVV 1.0±0.1 0.5±0.0 0.0±0.0

SM Higgs 0.5±0.1 0.3±0.1 0.1±0.0

∑ SM irred. 2.4±0.3 5.9±0.4 2.3±0.2

tt̄ 1.3±0.3 0.6±0.4 0.6±0.4
single t 0.0±0.0 0.0±0.0 0.0±0.0

WW 0.1±0.1 0.1±0.0 0.2±0.1
Z+jets 0.0±0.0 0.0±0.0 0.0±0.0
W+jets 0.0±0.0 0.0±0.0 0.0±0.0

V +γ 0.3±0.3 1.5±0.9 0.0±0.0
VV (hadronic) 0.0±0.0 0.0±0.0 0.5±0.5

∑ SM red. 1.7±0.4 2.2±1.0 1.2±0.6

∑ SM 4.1±0.5 8.1±1.0 3.5±0.6

SUSY via Wh(140,10) 3.7±0.6 5.5±0.8 4.5±0.6
SUSY via Wh(152.5,22.5) 1.8±0.4 2.5±0.4 3.3±0.5
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Figure 5.14: Expected numbers of signal events for SR0τb (a), SR1τ (b) and SR2τ (c).
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Figure 5.15: Significance for the WZ channel (a) and Wh channel (b). These are calculated only with MC samples
in the corresponding signal regions of Category-A. The red lines represent the expected exclusion limits with 95%
confidence level.

5.3.3 Sensitivity for the target scenarios

The sensitivities for the WZ and Wh channels with the MC-only estimates are shown in Fig. 5.15a and
Fig. 5.15b, respectively.

In Fig. 5.15a, the signal regions in SR0τa are statistically combined. The sensitivity reaches the NLSP
mass of approximately 330GeV and the LSP mass of approximately 100GeV.

In Fig. 5.15b, the signal regions SR0τb, SR1τ and SR2τ are statistically combined. The sensitivity
reaches the NLSP mass of approximately 150GeV and the LSP mass of approximately 20GeV.

5.4 Signal Regions for Category-B

The Category-B analysis targets the compressed SUSY decays via WZ-mediated scenario, especially
the mass difference between χ̃±

1 /χ̃0
2 and χ̃0

1 of ∆mχ̃0
2 ,χ̃

0
1
< 50GeV. Though χ̃±

1 and χ̃0
2 as NLSPs are

directly produced by pp-collision, they cannot decay via on-shell W and Z anymore due to their small
mass difference. The leptons in final states would have low pT comparing to the scenarios with the mass
difference of greater than Z mass. Thus the Category-B analysis uses the lower pT requirement in order
to keep the acceptance. The tri-lepton triggers are used in this category. The requirement is defined as the
leptons’ transverse momenta of pT > 7 and 5GeV for electrons and muons, respectively. In the low pT

lepton region, the fake background, such as W/Z+jets, has been further reduced by applying the tighter
isolation criteria on the second and third leading lepton as well as the requirement of the high missing
transverse momentum, as described in Chap. 3.

The MC samples are prepared for this analysis with the mass differences ∆mχ̃0
2 ,χ̃

0
1

of 12.5GeV and
25GeV. The signal regions are subdivided into two regions in order to maximise the optimisation for
each mass difference. The signal region targeting the ∆mχ̃0

2 ,χ̃
0
1
= 12.5GeV is labelled ‘a,’ while the other

targeting the ∆mχ̃0
2 ,χ̃

0
1
= 25GeV is labelled ‘b.’
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Figure 5.16: The minimum mass of the SFOS lepton pair. The filled histogram represents the SM background
distribution, and the dashed lines show the distribution for the corresponding signal samples. The cut-off of the
min. mSFOS can be seen in this figure.

In the pre-selection, the SFOS mass threshold is down to 2GeV, as noted in Sec. 3.8. Due to this,
the low mass resonances such as J/ψ or ϒ contamination greatly increase. To reduce J/ψ resonances, a
veto of the events with minimum mass of the SFOS pair smaller than 4GeV has been applied. For the ϒ
resonances, events with the mass of the SFOS pair which is closest to 9.4GeV within 1GeV of the ϒ mass
(9.4GeV) are vetoed.

The most powerful variable for this optimisation is the minimum of the mass for SFOS lepton pair,
min. mSFOS, which is related to the mass difference ∆mχ̃0

2 ,χ̃
0
1
, as

min. mSFOS ≤ ∆mχ̃0
2 ,χ̃

0
1
, (5.4)

because the min. mSFOS composes the mass of off-shell Z from χ̃0
2 decay. Figure 5.16 shows the minimum

of mSFOS after the event pre-selection. The cut-off of the min. mSFOS depends only on the mass difference
∆mχ̃0

2 ,χ̃
0
1
. Therefore the ‘a’ and ‘b’ regions should require mSFOS less than the mass differences 12.5GeV

and 25GeV, respectively.
The signal regions of Category-B are summarised in Tab. 5.6. There are two criteria for the scenario

named SRSL and SRISR. SRISR requires an Initial State Radiation (ISR)-like jet, which is defined as the
leading jet with pT > 50GeV, in order to expand the parameter space. SRSL is the standard selection for
the Category-B, while it requires jet pT < 50GeV to keep orthogonality with SRISR. The detail of the
selections will be found in following subsections Sec. 5.4.1 and 5.4.2.

5.4.1 Signal Regions with three low pT leptons

SRSL is optimised using several kinematic variables such as the tri-lepton invariant mass (mℓℓℓ) and
the transverse mass (mT) of the lepton not forming a SFOS pair with the minimum mSFOS. They have
reduced di-boson background processes, in particular WZ. The Emiss

T threshold is sensitive for reducing
fake backgrounds such as Z+jets process. The threshold of Emiss

T is set Emiss
T > 50GeV for both ‘a’ and ‘b’

regions. This Emiss
T requirement contributes to reduce 80% of the Z+jets process.
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Table 5.6: Summary of the signal regions for Category-B.

Singal Region SRSLa SRSLb SRISRa SRISRb

Flavour/sign ℓ+ℓ−ℓ(′) ℓ+ℓ−ℓ(′) ℓ+ℓ−ℓ(′) ℓ+ℓ−ℓ(′)

b-tagged jet veto veto veto veto
ϒ selection veto veto veto veto
Emiss

T [GeV] > 50 > 50 > 50 > 50
pT(ℓ) < 30 < 30 < 30 < 30
pT(1st jet) [GeV] < 50 < 50 > 50 > 50
mℓℓℓ [GeV] 30–60 30–60 – < 70
min. mSFOS [GeV] 4–15 15–25 5–15 15–25
mT [GeV] < 20 – – –
∆ϕ(Emiss

T ,1st jet) – – > 2.7 –
∆ϕ(Emiss

T ,3ℓ) – – – < 2.2
pT(ℓ)/pT( j) – – < 0.2 –

Target ∆m(χ̃0
2 , χ̃

0
1 ) 12.5GeV 25GeV 12.5GeV 25GeV

The signal yields are shown in Tab. 5.7. The expected numbers of events for the signal samples are
shown in Figs. 5.17. In SRSLa, there are a few events of the ∆mχ̃0

2 ,χ̃
0
1
= 12.5GeV samples and the region

also have sensitivity to the lightest region of the ∆mχ̃0
2 ,χ̃

0
1
= 25GeV scenarios. In SRSLb, there are no events

of the ∆mχ̃0
2 ,χ̃

0
1
= 12.5GeV samples and many events of the ∆mχ̃0

2 ,χ̃
0
1
= 25GeV and 50GeV scenarios. The

∆mχ̃0
2 ,χ̃

0
1
= 12.5GeV samples are reduced by mainly ϒ veto, thus the low sensitivity for the region is

obtained.

5.4.2 Signal Regions with three low pT leptons and ISR jets

The ISR jets regions, SRISR, have several ISR jet related variables.
The ISR jet is required to satisfy pT > 50GeV. As the Emiss

T magnitude is strongly correlated with the
ISR jet pT, Emiss

T is also required to be above 50GeV. The difference of the azimuthal angle ∆ϕ between
the Emiss

T and the leading jet or the three leptons system are used in the definition of the signal regions.
Figure 5.18 shows the schematic diagram of the transverse plane (xy plane) for the beam pipe with the
event with ISR jet and χ̃±

1 χ̃0
1 direct production. If an ISR jet is produced, the products from the SUSY

particle decays should be boosted to the opposite side of the ISR jet. From the considerations, ∆ϕEmiss
T ,1st jet

and ∆ϕEmiss
T ,∑ℓ are thought to be good discriminators against WZ, ZZ and Z+jets. Figure 5.19 shows the

distributions of the ∆ϕEmiss
T ,1st jet and the ∆ϕEmiss

T ,∑ℓ for the events which passed the pre-selection criteria. The
SUSY signals have less dependency on the ∆ϕEmiss

T ,∑ℓ, whilst the backgrounds have. To keep the number of
events, SRISRa, which targets the mass difference ∆mχ̃0

2 ,χ̃
0
1
= 12.5GeV, requires only ∆ϕEmiss

T ,1st jet > 2.7,
while SRISRb, which targets the mass difference ∆mχ̃0

2 ,χ̃
0
1
= 25GeV, requires only ∆ϕEmiss

T ,∑ℓ < 2.2.
Furthermore, for the SRISRa, the ratio of the leading lepton to the leading jet pT is a good discriminator

which highlights the behaviour of the soft leptons and ISR jets for the compressed signal points. Thus an
upper cut of pT(ℓ1)/pT( j1)< 0.2 is placed on this ratio, which is effective in removing the diboson and tt̄
contribution. These ISR-related variables, ∆ϕEmiss

T ,1st jet, ∆ϕEmiss
T ,∑ℓ and pT(ℓ1)/pT( j1), reduces ∼ 50% of

the background and ∼ 30% of the signals.
The yields in SRISR is shown in Tab. 5.8. The expected numbers of events for the signal samples are



86 CHAPTER 5. SIGNAL REGION OPTIMISATION

Table 5.7: Expected yields in SRSL. Estimates are based on the MC-only and uncertainties are statistical only.

Samples SRSLa SRSLb

WZ 0.59±0.16 5.02±0.53
ZZ 0.23±0.02 0.66±0.04

tt̄+V 0.00±0.00 0.01±0.01
VVV 0.00±0.00 0.02±0.01
Higgs 0.00±0.00 0.04±0.01

∑ SM irred. 0.83±0.16 5.75±0.53

tt̄ 0.00±0.00 0.00±0.00
single t 0.00±0.00 0.10±0.10

WW 0.00±0.00 0.00±0.00
Z+jets 0.00±0.00 1.74±1.47
W+jets 0.00±0.00 0.00±0.00

V +γ 0.00±0.00 0.14±0.14
J/ψ 0.00±0.00 0.05±0.05

ϒ 0.00±0.00 0.01±0.01
low-mass DY 0.00±0.00 0.00±0.00

∑ SM red. 0.00±0.00 2.03±1.48

∑ SM 0.83±0.16 7.78±1.57

SUSY via WZ (100,87.5) 0.03±0.03 0.00±0.00
SUSY via WZ (100,75) 2.12±1.07 8.24±2.03
SUSY via WZ (125,100) 0.71±0.42 5.08±1.13
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Figure 5.17: Expected numbers of events in SRSLa (a) and SRSLb (b).
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= 25GeV and the green lines are the distributions of the SUSY decaying via

WZ-mediated scenario with the mass difference ∆mχ̃0
2 ,χ̃

0
1
= 12.5GeV.
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Table 5.8: Expected yields in SRISR. Estimates are based on the MC-only and uncertainties are statistical only.

Samples SRISRa SRISRb

WZ 0.54±0.17 1.57±0.31
ZZ 0.02±0.01 0.10±0.02

tt̄+V 0.01±0.01 0.01±0.01
VVV 0.00±0.00 0.00±0.00
Higgs 0.00±0.00 0.03±0.01

∑ SM irred. 0.58±0.17 1.71±0.31

tt̄ 0.00±0.00 0.00±0.00
single t 0.00±0.00 0.00±0.00

WW 0.00±0.00 0.03±0.03
Z+jets 0.00±0.00 0.00±0.00
W+jets 0.00±0.00 0.00±0.00

V +γ 0.00±0.00 0.00±0.00
J/ψ 0.00±0.00 0.00±0.00

ϒ 0.00±0.00 0.00±0.00
low-mass DY 0.00±0.00 0.00±0.00

∑ SM red. 0.00±0.00 0.03±0.03

∑ SM 0.58±0.17 1.74±0.31

SUSY via WZ (100,87.5) 0.98±0.38 0.00±0.00
SUSY via WZ (100,75) 0.00±0.00 7.67±1.93
SUSY via WZ (125,100) 1.14±0.52 4.28±1.03

shown in Figs. 5.20. In SRISRa, there are a few events of the ∆mχ̃0
2 ,χ̃

0
1
= 12.5GeV samples. In SRISRb,

there are no events of the ∆mχ̃0
2 ,χ̃

0
1
= 12.5GeV samples and many events of the ∆mχ̃0

2 ,χ̃
0
1
= 25GeV samples.

The ∆mχ̃0
2 ,χ̃

0
1
= 12.5GeV samples are reduced by mainly ϒ veto, as well as the SRSL analysis. Thus it is

difficult to obtain high sensitivity for the ∆mχ̃0
2 ,χ̃

0
1
= 12.5GeV scenarios.

5.4.3 Sensitivity for the target scenarios

The sensitivity which is calculated by the ZN method combining all of the signal region in Category-B
is shown in Fig. 5.21. The calculation is performed using all of the background MC samples which can be
considered, except the J/ψ and ϒ samples. The J/ψ and ϒ samples have large uncertainties due to the low
statistics.

The maximum significance is observed at the point of (mχ̃±
1 ,χ̃0

2
,mχ̃0

1
) = (100GeV,75GeV) and the

sensitivity for the compressed WZ channel is expected to extend to the mass point of (mχ̃±
1 ,χ̃0

2
,mχ̃0

1
) =

(130GeV,100GeV).
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Figure 5.20: Expected numbers of events in SRISRa (a) and SRISRb (b).
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Chapter 6

Background Estimation

Estimation for the contribution of the background processes is the most important part of the analysis.
The collision of the high energy protons from the LHC produces many particles. Especially it creates
huge amount of hadrons.The signal processes which should be observed are mainly from those with high
energy and have three leptons which are from electroweak processes, thus the hadronic processes can be
suppressed comparing to the other analyses. Nevertheless, the hadronisation processes can affect such
signal processes due to the misidentification of leptons from hadrons with a low probability. Therefore we
should consider two sorts of the background sources as following description.

The first one is simply a process which includes at least three ‘real’ leptons. ‘Real’ in this descrip-
tion means the event signature that a true lepton is reconstructed as a lepton. This three-lepton production
process cannot be distinguished from the signal processes by the number and sorts of the particles in final
states. For this reason, it is called irreducible background. The irreducible background follows the frame-
work of the electroweak theory, which can be calculated by the MC simulation with small uncertainties.
Thus the simulated samples can be used to estimate the irreducible background.

The other one is the background with at least one misidentified lepton. The amount of this background
can be varied by the condition on the lepton selection criteria, thus it is called reducible background.
Many hadronic processes can compose a final state with three leptons and missing transverse energy due
to a misidentification. Furthermore, the processes have large cross-sections and large theory uncertainties
from QCD. Thus it is not practical to use MC simulation for estimating this background as there are large
uncertainties in simulating the misidentification processes, and absolute values of the cross sections. Hence
the analysis uses a data-driven method. By using this method, two uncertainties above can be suppressed.
The method will be discussed in Sec. 6.2.

6.1 Monte Carlo simulation, for well-known background

The background estimation based on Monte Carlo simulated samples are used for irreducible back-
grounds. Irreducible background is defined as the Standard Model processes which are indistinguishable
from signal due to their same number of leptons in final states as the signal processes. The leptons should
be produced from the weak interactions, where the coupling strength and interaction kinematics can be
precisely predicted by the Monte Carlo simulation.
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The irreducible backgrounds of these analyses have at least three leptons in final states. The Standard
Model diboson (WZ, ZZ), triboson (WWW , WZZ, ZZZ), tt̄+bosons and the Standard Model Higgs (ggH,
V H, VBF Higgs) production processes are considered as the irreducible backgrounds.

The Monte Carlo samples contain the same reconstructed objects as the real data, thus we can apply
same selection criteria as the real data.

Estimation results for the signal regions are shown in Tabs. 5.4, 5.5, 5.7 and 5.8 in Chap. 5.

6.2 Estimation for reducible background

The matrix method is the methods to estimate the background contribution of the events including the
objects which were mis-identified as leptons.

Particle detectors detect the charged or neutral particles and identify the types of the particles. Even
though the detectors are designed to best perform the particle identification, certain fraction of leptons
can be mis-identified. Mis-identified leptons mainly come from jets. The method called matrix method
(MM) utilises the characteristics. Since all of the lepton-like objects have some level of probability to
be mis-identified leptons, the matrix method should in principle be applied for all the fakeable objects in
each event. In this analysis, however, only two objects per event are applied this method for the sake of
simplicity. The principle of this method will be described in following sections.

6.2.1 Principle of the matrix method

In principle, jets should have different features from real leptons thus the ‘tight’ selection for each object
can remove the mis-identified contributions. Applying this selection, however, is not stringent enough
to separate real leptons from the mis-identified leptons completely. In the pp collision at the LHC, the
dominant process is the gluon-gluon collision, so that the events would have many reconstructed objects
from strong interaction. Precise estimation of the QCD contribution is difficult with the Monte Carlo
simulation. The MC uncertainty of QCD is large due to poor prediction for the PDF in LHC and that
the perturbation theory breaks down in the low momenta region. This leads QCD mis-modeling when the
estimation is implemented with the MC simulation.

6.2.1.1 Simple matrix method for one fake object

The probabilities that real leptons and mis-identified leptons pass the selection are called ‘real effi-
ciency’ and ‘fake rate’ respectively. The numbers of lepton-like objects passed and failed tight selection
NT,NL are expressed as following equations with the real efficiency ε and the fake rate f :NT = εNR + f NF

NL = (1− ε)NR +(1− f )NF

, (6.1)

where NR and NF are the numbers of real and mis-identified (fake) objects. Figure 6.1 illustrates the relation
between the real and fake objects.
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Figure 6.1: Relation among the real leptons, the fake leptons and the leptons passed and failed the tight selection. The
figure shows the set of the “loose” leptons surrounded with the blue ellipse, the fake and the real lepton contribution
in the “loose” lepton, and the “tight” lepton contribution in “loose” leptons. The fake contribution which should be
considered corresponds to the region where the lepton is categorised “tight” and fake.

By using the matrix for these equation, we can get it easily:(
NT

NL

)
=

(
ε f

1− ε 1− f

)(
NR

NF

)
= M

(
NR

NF

)
. (6.2)

The matrix M is called ‘the fake matrix’ in this thesis. The goal of this method is to know the number
of fake objects (NF). In the case that the fake matrix is 2×2 matrix, the inverse of the fake matrix can be
written as

M−1 =
1

ε − f

(
1− f − f
ε −1 ε

)
(6.3)

and Eq. (6.2) should be rewritten as follows:(
NR

NF

)
= M−1

(
NT

NL

)
. (6.4)

The fake contribution which we like to estimate from the method is the one after the tight selection cut. The
NF calculated with Eq. (6.4) is the estimated fake contribution just after the baseline lepton cut. The fake
contributions after the tight lepton selection could be calculated with the product of NF and the fraction
f , which is the probability of the fake leptons to be selected with the tight lepton selection. We set the
notation for it NF→T, then,

NF→T ≡ f NF =
f

ε − f
(εNL − (1− ε)NT) . (6.5)

In order the formula to be valid, (ε − f ), the difference between the real lepton efficiency and the fake rate,
should not be close to zero. In the ordinary situation, the fake rate is much smaller than the real efficiency,
hence this requirement is fulfilled.

In the discussion so far, we implicitly assumed that only one reconstructed lepton can be fake in each
event. It is correct in the case where the number of fake candidate in each event is exactly one.

In order to handle multiple fake contributions, the notation should be simplified. Hence (1− ε) and
(1− f ) are rewritten as follows: {

ε̄ = 1− ε

f̄ = 1− f
. (6.6)
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Then Eq. (6.2) is written simply, (
NT

NL

)
=

(
ε f
ε̄ f̄

)(
NR

NF

)
. (6.7)

This simpler notation helps to understand the matrix method for multiple fake candidates, which is dis-
cussed in the next section.

6.2.1.2 Matrix method for multiple fake candidates

If we handle more than two fake candidates, it is necessary to consider the fake formulae which takes
into account each candidate. In the same manner as the composition of Eq. (6.1), the following equations
can be written with the real efficiencies and fake rates as

NTT = ε1ε2NRR + ε1 f2NRF + f1ε2NFR + f1 f2NFF

NTL = ε1ε̄2NRR + ε1 f̄2NRF + f1ε̄2NFR + f1 f̄2NFF

NLT = ε̄1ε2NRR + ε̄1 f2NRF + f̄1ε2NFR + f̄1 f2NFF

NLL = ε̄1ε̄2NRR + ε̄1 f̄2NRF + f̄1ε̄2NFR + f̄1 f̄2NFF

. (6.8)

In these equations, NXY (X,Y = T,L,R,F) are the number of the events for each composition and εi, f j

(i, j = 1,2) are the real efficiency and the fake rate respectively. The tag ‘T’ expresses the event that the
lepton passed the ‘tight’ selection, ‘L’ expresses the event that the lepton failed the ‘tight’ selection, ‘R’
expresses the event that the lepton is real, and ‘F’ expresses the event the lepton is fake. It is clear that
Eq. (6.8) can be rewritten with a matrix,

NTT

NTL

NLT

NLL

=


ε1ε2 ε1 f2 f1ε2 f1 f2

ε1ε̄2 ε1 f̄2 f1ε̄2 f1 f̄2

ε̄1ε2 ε̄1 f2 f̄1ε2 f̄1 f2

ε̄1ε̄2 ε̄1 f̄2 f̄1ε̄2 f̄1 f̄2




NRR

NRF

NFR

NFF

 . (6.9)

Total fake contribution to be estimated is the events including leptons passed tight selection, then

Ntotal Fake = NRF→TT +NFR→TT +NFF→TT. (6.10)

Note that the NRR contribution has no fake leptons. Each term that both leptons in the fake events pass the
tight selection is easily calculated using their efficiencies and fake rates as

NRF→TT = ε1 f2NRF = ε1 f2
(ε1− f1)(ε2− f2)

(
− f̄1ε̄2NTT + f̄1ε2NTL + f1ε̄2NLT − f1ε2NLL

)
NFR→TT = f1ε2NFR = f1ε2

(ε1− f1)(ε2− f2)

(
−ε̄1 f2NTT + ε1 f2NTL + ε1 f̄2NLT − ε1 f2NLL

)
NFF→TT = f1 f2NFF = f1 f2

(ε1− f1)(ε2− f2)

(
ε̄1ε̄2NTT − ε̄1ε2NTL − ε1ε̄2NLT + ε1ε2NLL

) . (6.11)

The matrix method for three fakes can be calculated in the same manner as the one for two fakes. The
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fake matrix M for three fakes is 8×8 matrix and the equation is as follows:

NTTT

NTTL

NTLT

NTLL

NLTT

NLTL

NLLT

NLLL


=



ε1ε2ε3 ε1ε2 f3 ε1 f2ε3 ε1 f2 f3 f1ε2ε3 f1ε2 f3 f1 f2ε3 f1 f2 f3

ε1ε2ε̄3 ε1ε2 f̄3 ε1 f2ε̄3 ε1 f2 f̄3 f1ε2ε̄3 f1ε2 f̄3 f1 f2ε̄3 f1 f2 f̄3

ε1ε̄2ε3 ε1ε̄2 f3 ε1 f̄2ε3 ε1 f̄2 f3 f1ε̄2ε3 f1ε̄2 f3 f1 f̄2ε3 f1 f̄2 f3

ε1ε̄2ε̄3 ε1ε̄2 f̄3 ε1 f̄2ε̄3 ε1 f̄2 f̄3 f1ε̄2ε̄3 f1ε̄2 f̄3 f1 f̄2ε̄3 f1 f̄2 f̄3

ε̄1ε2ε3 ε̄1ε2 f3 ε̄1 f2ε3 ε̄1 f2 f3 f̄1ε2ε3 f̄1ε2 f3 f̄1 f2ε3 f̄1 f2 f3

ε̄1ε2ε̄3 ε̄1ε2 f̄3 ε̄1 f2ε̄3 ε̄1 f2 f̄3 f̄1ε2ε̄3 f̄1ε2 f̄3 f̄1 f2ε̄3 f̄1 f2 f̄3

ε̄1ε̄2ε3 ε̄1ε̄2 f3 ε̄1 f̄2ε3 ε̄1 f̄2 f3 f̄1ε̄2ε3 f̄1ε̄2 f3 f̄1 f̄2ε3 f̄1 f̄2 f3

ε̄1ε̄2ε̄3 ε̄1ε̄2 f̄3 ε̄1 f̄2ε̄3 ε̄1 f̄2 f̄3 f̄1ε̄2ε̄3 f̄1ε̄2 f̄3 f̄1 f̄2ε̄3 f̄1 f̄2 f̄3





NRRR

NRRF

NRFR

NRFF

NFRR

NFRF

NFFR

NFFF


. (6.12)

The expression for total fake contribution becomes

Ntotal Fake = NRRF→TTT +NRFR→TTT +NRFF→TTT +NFRR→TTT +NFRF→TTT +NFFR→TTT +NFFF→TTT.

(6.13)

6.2.1.3 Simplified matrix method for three leptons analysis

As discussed in the previous section, estimation for triple fake contribution is possible in the three
leptons analyses. However if the fake contribution for the lepton with the highest pT in the events (leading
lepton) is small, we can apply the simplified matrix method.

The leading lepton in each event is assumed to be a real lepton which passes the tight selection. Then
we can choose the numbers of events including fake leading lepton as

NFXX ≡ 0. (6.14)

In this condition, the equivalent expression for Eq. (6.12) can be simplified as:
NTTT

NTTL

NTLT

NTLL

= ε1 ·


ε2ε3 ε2 f3 f2ε3 f3 f3

ε2ε̄3 ε2 f̄3 f2ε̄3 f2 f̄3

ε̄2ε3 ε̄2 f3 f̄2ε3 f̄2 f3

ε̄2ε̄3 ε̄2 f̄3 f̄2ε̄3 f̄2 f̄3




NRRR

NRRF

NRFR

NRFF

 . (6.15)

The coefficient ε1 is the real efficiency of the leading lepton which passes the tight selection so that the
term ε1NRXX means the number of events including the leading lepton which is real and passes the tight
selection. As we like to estimate the fake contribution where all the three leptons pass the tight selection,
we can rewrite the term ε1NRXX ≡ NXX. Finally we obtained

NTTT

NTTL

NTLT

NTLL

=


ε2ε3 ε2 f3 f2ε3 f3 f3

ε2ε̄3 ε2 f̄3 f2ε̄3 f2 f̄3

ε̄2ε3 ε̄2 f3 f̄2ε3 f̄2 f3

ε̄2ε̄3 ε̄2 f̄3 f̄2ε̄3 f̄2 f̄3




NRR

NRF

NFR

NFF

 , (6.16)

which is exactly the same expression as the fake matrix for two fake objects, Eq. (6.9). This analysis uses
the lepton triggers, which require at least one reliable isolated lepton, so that it is the reasonable assumption
that at least one lepton should be the good quality lepton.
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Figure 6.2: Flow diagram of the procedure of the simplified matrix method employed in this analysis. Fake rates are
measured separately for the fake origins in the region with the loose selection using the reducible MC samples, such
as tt̄ and Z+jets. Fake origin fractions are measured in each signal region. Then the average fake rate is evaluated
using these information. The average fake rate is a function of the pT, η and the flavour. It is used as an input
parameter of the matrix method. The input of the matrix method from the observed data is made by applying the
selection of the corresponding signal region without the signal selection criteria. The output of the matrix method is
recorded as an event weight of the processed event.

6.2.2 Matrix Method Procedure

The simplified matrix method described above is implemented event by event. Figure 6.2 shows the
flow diagram of the implementation of the simplified matrix method in this analysis.

First, fake rates are measured with the MC samples. Since the fake rates depend on the origins of
the fakes, the measurement of the fake rates are performed separately by the origin of the fakes in the
region with the loose selection, which requires only the selection that the number of leptons should be
three (called three-lepton inclusive region). In the next stage, the fraction of the fake origin is measured
using the MC truth information in each region, then the average fake rate is evaluated. This average fake
rate f is composed as a function of the lepton pT, η and the flavour. It is used as an input parameter of the
matrix method. The detail of the fake rates is found in the next section, Sec. 6.2.3.

Since the matrix method is a data-driven method, the other input information is an event obtained from
the observed data. It is selected using the selection of the signal region without the signal lepton criteria
for the second and the third leading leptons. The matrix method is performed event by event. The passed
event is categorised by the characteristics of the second and the third leptons as TT, TL, LT, and LL, as
described in Sec. 6.2.1. For example, if the second and the third leptons are failed the signal lepton criteria
in an event, the event is categorised as LL. In this case, the vector shown in the left side of Eq. (6.16)
is (NTTT,NTTL,NTLT,NTLL) = (0,0,0,1). The efficiencies εi (i = 1,2) and the fake rates fi (i = 1,2) are
obtained from the MC estimation results for the corresponding pT and η . The result of the matrix method
is handled as a weight of the event. Finally the results are statistically combined as a sum of the event
weight:

MMTot(XR) = ∑
ei∈S(XR)

MM(ei), (6.17)
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where MMTot(XR) represents the total value of the matrix method results in the region XR, S(XR) repre-
sents the set of the passed events in the region XR, and MM(ei) represents the matrix method results for
the event ei.

6.2.3 Fake Rates

The fake rate is the indispensable ingredients in performing the matrix method. In general, the fake
rates are different for lepton flavours, and depend on the transverse momenta and the η position. The other
minor dependences are neglected in this analysis. Therefore the fake matrix shown in Eq. (6.15) will be
composed of the fake rates which are the function of these variables.

6.2.3.1 Weighted average fake rate

The fake rates are categorised by the lepton flavour (ℓ = e,µ,τ(1-prong and 3-prong)) and by four
types of the fake origins. They are photon converted lepton (CO), heavy flavour jet (HF), light flavour jet
(LF) and the other source. Among the fake origins, the other source is negligible. Thus the mean fake rate
is obtained by averaging over these three components with respective weights.

The total fake rate for the fake candidate can be defined as:

f ℓXR = ∑
i, j

Si ×RXR
i j × f i j, (6.18)

where XR is the target region, i and j are the fake type and the physics process respectively. In this analysis,
the fake rates are obtained from MC samples. Details of the variables in Eq. (6.18) are described as follows.

Fake Rates f i j is a fake rate for each fake origin type and for each process. The fake rates are defined by
the following equation:

fake rate f =
# fake leptons which pass the signal selection

# total fake candidates
. (6.19)

It is assumed that the fake rate does not depend on the event selection (it is called ‘region’), thus it is
measured in the “three-lepton inclusive region” (labeled “3lepIncl”), where the statistics are ample
to measure the fake rate. The 3lepIncl region is defined as follows:

• Exact three baseline leptons (e, µ) and zero baseline taus are required.

• The leading lepton should pass the signal selection.

The fake rate for tau lepton is measured in the other region labeled “3lepTau” which includes e or µ
as the leading lepton and at least one baseline tau. The fake rate measurement has been performed
with the MC truth information. The truth information for each lepton is categorised by its origin.
The baseline leptons in the target region are classified by the truth information. Then the fake rate as
we define as Eq. (6.19) is calculated in each category.

Fake Origin Fractions RXR
i j is a fraction for each fake type and for each process. It is measured with MC

truth information in the region. Taking into account three fake types (CO, HF, LF), the fake origin
fraction is defined as following equation:

Ri =
# of i fake type candidates
# of total fake candidates

. (6.20)
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Table 6.1: Scale factor measurements are performed for the categories with ✓. Due to the bad purity, the scale factor
measurement of the light flavour fakes for electrons and muons and of the heavy flavour fakes for taus cannot be
performed. Conversion fakes for electrons are taken into account. For the real efficiency of the taus, the control
region cannot be defined due to the effect of the neutrino from the tau decay. The fakes which cannot be measured in
the control region are assumed to be consistent with the data and MC prediction within 10% uncertainties.

Origin type electron muon 1-prong tau 3-prong tau

Real ✓ ✓ – –
Conversion ✓ – – –
Heavy Flavour ✓ ✓ – –
Light Flavour – – ✓ ✓

Whilst it is desirable to measure the fake rate with the data, unfortunately it is impossible. Therefore
the measurement is performed with MC samples. This fraction is measured in each target region with
the baseline leptons since the denominator of the fake rate is the samples of baseline leptons. As the
MC sample has the truth origin information of each lepton, the baseline leptons could be categorised
into the origins by simply counting the numbers of baseline leptons.

Scale Factors Si in Eq. (6.18) is a correction factor for each fake type. Since the fake rates are measured
with MC samples, the scale factor is used to correct the MC estimation of the fake rates. They are
measured in the control regions with data and MC samples separately by the fake types described
below.

6.2.4 Scale Factor Measurement in Control Regions

A correction factor for the selected fake origin type (and also for real efficiency) is measured in each
control region by comparison between MC and the collected data. These correction factors are assumed to
be independent of selections and any variables. They are simply multiplied to the corresponding fake rates,
then it is called scale factors. Furthermore, scale factors are assumed to be constant over the particle pT.
Distributions are fitted with constant functions. Scale factors are defined as the following equation:

Si =
Fake Rate measured in CR with data
Fake Rate measured in CR with MC

(6.21)

Scale factors for fake rates are measured for dominant fake types. For the conversion fakes from
electrons, the scale factor is measured in events with a converted photon radiated from a muon in Z → µµ
decays. In this control region, the events with the mass of two muons and one electron within Z mass
window are selected to measure fake rate of the electron. For electrons and muons, the control region for
heavy flavours is defined. The scale factor is measured in a bb̄-dominated control sample. It is defined
with the selection of only one b-jet and a baseline lepton, for which the mis-identification probability is
measured. The scale factor for fake tau from the light flavour is measured in a W+jets dominated control
sample. It is defined with the selection with one signal muon with pT > 25GeV and one tagged τ . In
summary, the control region measurements are carried out for the specified fake types shown in Tab. 6.1.

The detail of the control regions are described below. Although the applied isolation for electrons and
muons are different between Category-A and B, the value of the scale factors might be different. Thus the
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Figure 6.3: Schematic diagram for the tag-and-probe method for the measurement for the real lepton efficiency. The
tag lepton should pass the signal selection and the trigger requirement.
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Figure 6.4: Distributions for the probe lepton pT in the RE control region. The MC results only. The uncertainty is
statistical only.

scale factor measurement is performed for each category.

6.2.4.1 Real Electrons and Muons

In order to validate the real efficiency for each lepton, the method known as a tag-and-probe method
for Z bosons is used. The procedure of the tag-and-probe method is that a lepton in an event is picked
up and tagged if it passes the tight selection as a signal lepton (tag lepton) and then the other lepton from
Z is picked up and investigated if it pass the standard signal selection (probe lepton), as illustrated in
Fig. 6.3. By having the tagged lepton, the identification of the lepton pair is assured then the probe lepton
is considered to be a pure real lepton. Hence the selection efficiency of the probe lepton can be interpreted
as a real lepton efficiency. The detailed selection criteria are following:

• Require exactly two SFOS baseline leptons in each event

• A lepton should pass the signal selection and the single lepton trigger (tag lepton)

• Require the mass of the lepton pair (tag lepton and probe lepton) within mZ ±10GeV

• Emiss
T < 50GeV, where the Emiss

T requirement contributes to enhance the events from Z+jets.

For this measurement, all of the expected background samples are used. The main contribution for this
measurement is Z+jets contribution, as shown in Fig. 6.4.

Comparison between the data and MC truth results in this region is performed separately by the lepton
flavours. Figures 6.5 show the pT dependences of the real efficiencies for electron and muon. The RE
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(a) Electron with standard criteria
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(b) Muon with standard criteria
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(c) Electron with tighter iso. criteria
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(d) Muon with tighter iso. criteria

Figure 6.5: The pT dependence of the Real Efficiency for each lepton. The “standard” and the “tighter isolation”
criteria are described as Sec. 3.4 for electrons and Sec. 3.5 for muons.
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Table 6.2: RE scale factors for electrons and muons, as measured separately by the analysis category, Category-A
and Category-B.

SRE(e) SRE(µ) SRE(τ)

Category-A 1.00±0.01 1.00±0.01 1.0±0.1
Category-B 1.01±0.01 1.00±0.01 –

scale factors for electrons and muons are obtained by fitting in the plot of the pT dependence, as shown in
Table 6.2. These results show that the scale factor for real efficiencies are consistent with 1.0.

The scale factor measurement for tau leptons is slightly difficult comparing to the scale factors for
electrons and muons. The Z mass reconstructed with tau pair shifts lower and has low resolution due to
the neutrinos emitted from the tau decays. Therefore we cannot choose the exact region of Z mass window
then we set the RE scale factor for tau leptons is 1.0, with the uncertainty of 10%.

6.2.4.2 Conversion Fakes of Electrons

Conversion fake is the contribution from the photon conversion, as illustrated in Fig. 6.6. The energy
of the leptons from photon conversion is typically low, thus one of the conversion leptons can be missed
and the other takes most of the energy from the photon (pT(ℓconv) ∼ pT(γconv)). The conversion fake is
dominant in electron channel. The contribution for the muon and tau channels is considered to be zero.

In order to enhance the conversion fake, the three lepton mass mµµe within Z mass window can be
used. The schematic diagram of the control region is shown in Fig. 6.7. The detail of the control region for
conversion fakes defined as follows:

• Exactly two signal muons and one baseline electron

• At least one signal muon should pass the lepton trigger

• Three lepton mass should be in the Z mass window : mµµe ∈ mZ ±10GeV

• b-jets vetoed

• Emiss
T < 30GeV

where b-veto is to suppress the process with heavy flavour jets and the Emiss
T requirement is to keep orthog-

onal from the signal regions.
Figure 6.8 shows the dominant processes in the CO control region estimated by all of the MC samples.

In this region, it is clear that the dominant contribution is Z+jets. The scale factor is calculated with the
same manner as the calculation of the scale factor for real efficiencies. Figure 6.9 shows pT dependence
of the conversion electrons. Then the scale factor for conversion fake are determined by fitting a constant
function in the pT distribution. The results are shown in Tab. 6.3. For Category-A, the scale factor is
consistent with 1.0. On the other hand, the Category-B result shows that it is large discrepancy between
the MC prediction and the observed data. It would be the contribution of the low pT leptons.

6.2.4.3 Heavy Flavour Fakes of Electrons and Muons

The fake contribution from heavy flavour jets (b or c) is the dominant fake contribution for this analysis.
The heavy flavour fake is mainly from the mis-identification of the lepton from the heavy flavour jet cone.
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Figure 6.7: Schematic diagram of the target of the conversion fake control region.
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Figure 6.8: Distributions for the probe lepton pT in the CO control region.
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(a) Electron with standard criteria
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Figure 6.9: The pT dependence of the conversion fake rate for electrons. The “standard” and the “tighter isolation”
criteria are described in Sec. 3.4.
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Table 6.3: CO scale factors for electrons and muons, as measured separately by the analysis category, Category-A
and Category-B.

SCO(e) SCO(µ) SCO(τ)

Category-A 1.14±0.12 – –
Category-B 1.41±0.06 – –

b? b

tag

p p

probe µjetjet

Figure 6.10: Schematic diagram for the control region for the heavy flavour fakes.

The idea of the control region definition is based on detecting the pair produced heavy flavour jets. If
one jet is tagged as b-jet, the other jet tends to be the heavy flavour jets due to the flavour conservation.
In this analysis, single or multiple lepton triggers are employed. To keep consistency in the triggers, the
control region requires passing a muon trigger for the tag muon. The schematic diagram for the control
region is shown in Fig. 6.10. The control region setting is as follows:

• One muon overlapped b-tagged jet pass the signal selection without overlap removal

• The signal muon should pass trigger (tag muon)

• Exactly one b-tagged jet

• The other lepton which is not overlapping with any jets or the other leptons with the cone distance
∆R > 0.3 (probe lepton)

• Emiss
T < 60GeV, to suppress tt̄ di-lepton mode

• mT(probe lepton)< 50GeV

• Mass of tag muon and probe muon should be out of Z mass window (mZ ±10GeV)

The Emiss
T requirement contributes to suppress tt̄ contribution, which can have two real high pT leptons if

the both W boson decays into leptons. The transverse mass for probe lepton requirement can suppress the
lepton from W in the process of W+jets. Therefore the dominant process can be the QCD contribution
mainly from bb̄ and cc̄.

In fact, the distribution for the control region for the heavy flavour jets is bb̄ dominating, as shown in
Fig. 6.11. Although it looks good purity in this region, the bb̄ process is going down as the lepton pT is
getting higher. At the same time, the tt̄ contribution is getting larger. The t quark decays immediately
into b quark and W boson, which decays leptonically or hadronically. Thus the processes including t
quark contributes this control region with b quark and real lepton. If the process is dominantly in this
region, the heavy flavour fake contribution cannot be measured anymore. Therefore, to suppress the t
quark contribution, the subtraction of the events with the other origin objects is performed with MC truth
information. The results are shown in Fig. 6.12. These figures shows the distribution after the subtraction.
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Figure 6.11: Distributions for the lepton pT in the HF control region.

Table 6.4: HF scale factors for electrons and muons, as measured separately by the analysis category, Category-A
and Category-B.

SHF(e) SHF(µ) SHF(τ)

Category-A 0.72±0.05 0.87±0.09 1.0±0.1
Category-B 0.88±0.09 0.88±0.06 –

In the high pT region (∼ 100GeV), the fake rates for electron and muon are still high after the subtraction.
This is because the region enhances the di-jet processes with the lepton trigger in order to avoid the trigger
bias. Thus it is hard to dispel the influence of the uncertainty of the di-jet MC samples. The influence is
taken into account in the scale factor uncertainties with the conservative systematic uncertainty.

The fitting results for the scale factors are shown in Tab. 6.5. The scale factors are slightly low com-
paring to 1.0. For taus, the scale factor is set to 1.0 with 10% uncertainty.
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(a) Electrons with standard criteria
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(b) Muons with standard criteria
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(c) Electrons with tighter iso. criteria
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(d) Muons with tighter iso. criteria

Figure 6.12: The pT dependence of the HF leptons (e, µ) after the MC truth subtraction.
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6.2.4.4 Light Flavour fakes of Taus

For tau lepton, the contribution of the light flavour fakes is dominant. It is possible to form the control
region for light flavour fakes of taus. The control region is defined to enhance the W (µν)+jets process.
The emitted jets are the candidate of the tau fakes, as shown in Fig. 6.13. The control region for taus can
be defined as follows:

• One signal muon should pass the single muon trigger (tag lepton)

• Exactly one baseline tau (probe lepton)

• mT(tag)> 60GeV, to select W

• b-jet vetoed

• ∆R(tag,probe)> 0.3

• ∑cos∆ϕ = cos(∆ϕ(Emiss
T ,probe))+ cos(∆ϕ(Emiss

T , tag)) < −0.15, where ∑cos∆ϕ is claimed as a
good discriminater for Z → ττ [173].

The last requirement is validated in the measurement of the Z → ττ cross section with the ATLAS detec-
tor [173]. This variable calculated with Z → ττ samples tends to have peak near zero, and tends to be
positive region. Thus this discriminator contributes to select W+jets processes, as shown in Fig. 6.14.

The results are provided separately for the 1-prong and 3-prong taus. Figures 6.15 show the pT distri-
bution of the LF fake rates. These figure show that the LF fake rates for taus are very low. The fitting results
are found in Tab. 6.5. It is very difficult to define light flavour enhanced region for electrons and muons
with an isolated lepton. In addition, it is not dominant fake for electron and muon. Thus for electrons and
muons, the scale factors are set to 1.0 with the 10% uncertainties.
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Figure 6.13: Schematic diagram for the control region for the light flavour fake taus.
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Figure 6.14: Distribution for the tau pT in the LF control region.
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(a) 1-prong tau
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Figure 6.15: The pT dependence for the LF taus.

Table 6.5: LF scale factors for electrons and muons, as measured separately by the analysis category, Category-A
and Category-B.

SLF(e) SLF(µ) SLF(τ1) SLF(τ3)

Category-A 1.0±0.1 1.0±0.1 0.84±0.01 1.02±0.02
Category-B 1.0±0.1 1.0±0.1 – –
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Chapter 7

Uncertainties

In this analysis, The uncertainties are classified in that on the irreducible background and the reducible
background, and are estimated separately. The uncertainties on the irreducible background modelling
are estimated with several studies of the detector performances, the MC generators and the theoretical
sources. They are measured by varying a given systematic uncertainty between utmost edge of ±1σ ,
more detail will be described in Sec. 7.1. The uncertainties on the reducible background modelling are
estimated with the matrix method. The statistical uncertainties of the collected data and the MC samples,
and the uncertainties from the method itself are taken into account. Detail will be discussed in Sec. 7.2.
The estimated uncertainties are statistically combined with the squire root of the quadratic sum of the
uncertainties as

σsys,tot =

√
∑

kind of syst.
σi

2, (7.1)

where σsys,tot is the total uncertainty. Since uncertainties tend to be asymmetric, the σsys,tot is calculated
separately for the positive or negative contribution with respect to the corresponding central value.

7.1 Uncertainties on the irreducible backgrounds

The irreducible background is estimated by MC simulation. The uncertainty for the MC related es-
timation includes the uncertainty of the reconstructed energy, efficiencies of the reconstruction and the
identification, and the MC generation. The detailed description are summarised below.

Monte Carlo Statistics The uncertainties from Monte Carlo statistics. Since the signal regions except the
SR0τa-bins applies very tight selections, the statistical uncertainties tend to be dominant sources of
the uncertainties. The absolute statistical uncertainties in Category-A are estimated to be 10–20%
for WZ/ZZ, 50–60% for tt̄+V , 10–20% for VVV and 10–20% for Higgs. On the other hand, because
of the tighter regions than that of Category-A, the absolute statistical uncertainties in Category-B are
20–80% for WZ, 20–30% for ZZ, 60–90% for tt̄+V and 40–90% for VVV and ∼ 100% for Higgs.
While some samples have much high uncertainties, the samples have less contribution. Thus total
statistical uncertainties are estimated to be below ∼ 30%.

Jets The uncertainties related jets are considered for the JES [147], the JER [148] and Jet Vertex Fraction
cut (JVF cut) [150], as described in Sec. 3.6. The uncertainty arisen from the JES is estimated
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by applying energy scaling for jets with 15GeV < pT < 7TeV and |η | < 4.5. This uncertainty is
also applied to the corresponding components of the Emiss

T . The uncertainty arisen from the JER
is estimated by smearing pT of each jet according to a Gaussian distribution, with unit mean and a
width given by a pT and η-dependent resolution function. The contribution of the uncertainties are
small comparing to the other sources because the analyses focus on the leptons.

In Category-A, these uncertainties are estimated to be less than 5% for all MC samples except the
JER for ZZ in SR0τb (∼ 10%) and for VVV and Higgs in SR2τb (∼ 10%).

In Category-B, the JES uncertainties are expected to be 10–25% for ZZ in the ISR signal regions and
less than 5% for the other samples. The JER are expected to be ∼ 10% for all samples and the JVF
uncertainties are negligible (< 1%). Category-B has selections for jets, thus the uncertainties related
jets would be large comparing to the Category-A analyses.

Electrons The uncertainties with electrons are considered for the Electron Energy Scale (EES) [121], the
Electron Energy Resolution (EER) [121] and the Electron Scale Factor (ESF) [135], as described
in Sec. 3.4. The EES uncertainty is parametrised by ET and η . This is validated with the events
with Z → ee and J/ψ → ee in data. It is applied to both the relevant objects in the event and to the
corresponding components of the Emiss

T . Since the estimations of the EES and EER are very precisely
less than ∼ 1% and better than 10% [121], respectively, the EES and EER uncertainties are expected
to be less than 1% for all samples.

The ESF estimation is based on reconstruction and identification efficiency measurements from J/ψ
and Z events [135]. The uncertainty on the electron identification is estimated to be ∼ 5%. The un-
certainties for the signal regions are estimated to be less than 5% for all samples, which is estimated
from the identification uncertainty.

Muons The uncertainties related to muons are considered from the Muon Energy Scale (MES) [174] of
the ID track and the MS track. The MES is measured using the MC simulated samples of j/ψ → µµ
and Z → µµ and is validated with the observed data in 2012. The muon momentum is corrected
using the scale factors (MES) parametrised by η and ϕ in ID and MS. The systematic uncertainties
for MES have been calculated by varying the dimuon masses ±5GeV in ID and MS separately. The
uncertainty is expected to be much smaller than the other sources, ∼ 1%, for all samples.

Taus The uncertainties related to taus are considered from the Tau Energy Scale (TES) [156]. This is
parametrised by the pT, η and Ntrack-dependant function on the true taus. The scale factors are
measured using the MC simulated Z → ττ samples with the same manner as the measurement of
the JES [175]. Only in SR1τ and SR2τ , the TES uncertainty is considered. This is expected to be
5% for all samples in both region, except the tt̄+V sample in SR2τ . Since the tt̄+V processes have
very few generated events (∼ 102), large TES uncertainty of the tt̄+V in SR2τ is estimated (∼ 40%).
However, the contribution of the tt̄+V is very small (expected 0.023 events), the relative uncertainty
is small.

The uncertainty on the tau identification efficiency is also considered [156]. The contribution is
estimated to be 5% for all samples in SR1τ and 10% for all samples in SR2τ .
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b-tagging efficiency The uncertainty of b-tagging algorithm in the MC samples is taken into account by
varying the scale factor of the b-tagging efficiency. The b-tagging efficiency is measured by compar-
ing the MC samples and the observed data in 2012 [176]. The estimated uncertainties are 20–30%
for tt̄+V samples in all of the signal regions, and are negligible for the other samples.

Missing Transverse Energy The Emiss
T uncertainty comes from the Emiss

T soft term, which is from pile-
up contribution. It is estimated by adjusting the energy scale (5%) and resolution of this term. This
uncertainty is negligible for all of the SM samples studied. The other sources of the Emiss

T uncertainty
is included in the other uncertainties, such as electrons, muons and jets.

Luminosity The luminosity uncertainty for the data taken in 2012 is 2.8% [177].

Trigger The correction factors for one lepton triggers are estimated and are consistent with 1.0 within
the uncertainties, as described in Sec. 2.3. In this analysis, the correction factors for the triggers
are not applied. The effects arisen from the correction factors are taken into account as systematic
uncertainties. Since the three-lepton triggers are employed in this analysis, the uncertainty from the
trigger efficiency of 5% is adequate.

Pile-up The MC samples have been generated to reproduce the phenomena with pile-up effects using the
ATLAS tunes [167–169]. The modelling of the pile-up in the MC samples is validated comparing
to the observed data in 2012. The uncertainty from the modelling of the pile-up is evaluated varying
the scale factors by ±3%. The contributions of the pile-up are ∼ 10% for all samples.

MC Cross Section The uncertainty in the MC cross-sections for the backgrounds employed in this anal-
ysis is 30% for tt̄ +V [178, 179], 5% for ZZ [180], 7% for WZ [181] and a conservative 100% for
the triboson samples. The WZ and ZZ cross-sections are normalised to the SM prediction and the
uncertainty taken from SM calculations [182], which are excellent agreement with the ATLAS WZ
and ZZ cross-section measurements [180, 181]. For the Higgs samples, a conservative 20% uncer-
tainty is applied for V H and VBF production, whilst a 100% uncertainty is evaluated to tt̄H and ggH
production. They are based on the studies of the V H production channel [183].

MC Generator The uncertainty from the MC generator employed to simulate the irreducible diboson
backgrounds is evaluated by comparing the acceptance of the selections of the signal regions in the
POWHEG and MC@NLO samples. They are estimated to be 10–20% in Category-A and ∼ 20% in
Category-B.

For the tt̄ +V background, the MADGRAPH generator is compared to the ALPGEN generator. This
is estimated to be ∼ 80% for Category-A except the binned signal regions and Category-B signal
regions. For the Category-A binned signal regions, the generator uncertainty is 10–40%.

PDF The PDF uncertainties are calculated with the full eigenset of the CT10 PDF set for ZZ and WZ. For
the tt̄ +V samples, the PDF uncertainty is already included in the cross-section uncertainty. For the
Category-A signal regions, the PDF uncertainty is expected to be less than 1%. For the Category-B
signal regions, it is expected to be ∼ 3%.
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7.2 Uncertainties on the reducible backgrounds

The uncertainties on the reducible backgrounds are evaluated from the matrix method described in
Sec. 6.2. The matrix method employs many input information, such as the real efficiencies, the fake
rates and the fake origin fractions from the MC samples and the data taken at the ATLAS detector. These
contributions are evaluated separately by implementing the matrix method with varying systematics sources
with 1σ up or down, as shown below.

Data Statistics The amount of the observed data in ATLAS with
√

s = 8TeV in 2012 is a source of the
statistical uncertainty on the reducible backgrounds. In the matrix method estimates, the selection
of the baseline leptons are applied. It is looser selection than the nominal selection for the leptons
(signal leptons). Hence the amount of events is expected much larger than the nominal requirements.
The expected statistical uncertainties are shown in Tab. 7.4 for Category-A and Tab. 7.5 for Category-
B.

Real Efficiency and Fake Rates The real efficiency and the fake rates are measured with MC simulated
samples in the three-lepton inclusive region with the truth information. The uncertainties for them are
due to the statistics of the three lepton inclusive region. Statistical uncertainties for the real efficiency
is estimated as approximately 1–5% for Category-A and 1–15% for Category-B. The difference
between them is from the isolation efficiencies and pT requirement.

Fake Origin Fraction The fake origin fraction is evaluated in each region, as described in Sec. 6.2.3. The
statistical uncertainty of it is relatively higher than that of real efficiency or fake rates because of the
small statistics in the region. For Category-A, absolute uncertainty is approximately 50% in each
region. On the other hand, Category-B analysis applied tight selection comparing to the Category-A
analysis. As a result, absolute uncertainties of 30–100% for SRSL and 40–100% for SRISR are
obtained.

Dependencies for Fake Rates and Real Efficiency The fake rates used in these analyses are parametrised
in the flavours, pT, η and tau prongs. The other dependencies are tested and taken into account as
the systematics uncertainties.

In Category-A, dependencies of the results on the Emiss
T , the mT, the mass of same-flavour opposite-

sign lepton pair are tested, as shown in Tabs. 7.1 and 7.2. Whereas some large dependencies are
observed for light flavour muons, the overall effects on the final uncertainty is small because the large
uncertainties are observed in the channel which has less contribution in the reducible background.

For Category-B analysis, the statistical uncertainty of the fake origin fraction is much higher com-
pared to Category-A analysis. Table 7.3 shows the Emiss

T and mT dependences in the Category-B
analysis with the statistical uncertainty for the corresponding fake rate. Although several depen-
dences are large as well as Category-A, the statistical uncertainties are much higher than those. Thus
as a result, the dependencies for these variables can be assumed to be sufficiently smaller than the
contribution of the statistical uncertainties.

Scale Factor for Fake Rate The scale factors are measured in control regions, as described in Sec. 6.2.4.
During this measurement, the high purities in the control regions are assumed. The assumption
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Table 7.1: Absolute systematic uncertainties on the matrix method efficiencies and fake rates due to the Emiss
T and mT

dependences in the Category-A analysis. In the table, the following notation is used: RE: real efficiency, HF: heavy
flavour jet, LF: light flavour jet, CO: converted photon, QJ: quark jet, GJ: gluon jet.

Category-A Emiss
T dependence mT dependence

Fake Type Top (%) VV (%) Z (%) Top (%) VV (%) Z (%)

electron RE 1 1–10 3–27 1–2 2–3 4–15
electron CO 1–10 8–13 4–7 1–4 2–13 2–7
electron HF 0.2–1.2 3–11 5–9 0–1 1–4 2–8
electron LF 0.4–5.8 1–15 5–8 1–2 1–15 4–6
muon RE 0.2–1.4 0–17 5–14 1–2 2–7 2–19
muon HF 1–2 5–20 3–6 0–2 5–11 2–6
muon LF 3–4 8–38 5–13 2–3 7–45 4–14
tau RE 0.1–0.3 0.3–1.3 0.4–2.9 1–2 1–4 0–2
tau CO 0.1 0.3–1.1 0.3–0.5 0.1 0.3–1.1 0.2–1.0
tau HF 0.1 1–6 0.4–2.2 0.1 0.4–7.4 1–3
tau QJ 0.1–0.2 0.3–1.0 0.2–1.2 0.1–0.2 0.2–0.9 1
tau GJ 0.1–0.3 0.2–2.9 0.6–1.4 0.1–0.4 0.1–3.1 0.2–1.9

Table 7.2: Absolute systematic uncertainties on the matrix method efficiencies and fake rates due to the mSFOS

dependence in the Category-A analysis. In the table, the following notation is used: RE: real efficiency, HF: heavy
flavour jet, LF: light flavour jet, CO: converted photon.

Fake Type Top category (%) VV category (%) Z category (%)

electron RE 1–5 3–14 2–8
electron CO 1–4 4–14 4–9
electron HF 1–3 1–4 2–8
electron LF 0–7 2–15 3–12
muon RE 0–4 1–18 1–4
muon HF 1–6 5–13 3–12
muon LF 2–31 5–18 4–15

Table 7.3: Absolute uncertainties on the matrix method efficiencies and fake rates due to the Emiss
T and mT depen-

dences in the Category-B analysis. Statistical uncertainties are also shown in this table. In the table, the following
notation is used: RE: real efficiency, HF: heavy flavour jet, LF: light flavour jet, CO: converted photon.

Category-B Emiss
T dependence mT dependence

Stat. (%)
Fake Type Top (%) VV (%) Z (%) Top (%) VV (%) Z (%)

electron RE 0.4–4 0.1–3 0.5–8.2 0–3 0–7 0.8–1.5 1.4–15
electron CO 6–94 2–16 0.3–3.5 4–20 4–19 0.8–8.4 4.5–21
electron HF 2–31 8–43 0–15 5–9 5–74 1–19 11–101
electron LF 1–10 2–177 8–19 7–42 0–15 5–10 13–57
muon RE 0–13 0.1–2 0.1–16 0.4–3 0–4 0–15 1.5–13
muon HF 3–19 9–30 1–71 1–16 2–11 5–13 7–27
muon LF 3–99 6–15 5–13 7–69 4–47 5–13 7–118
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Figure 7.1: Leading lepton purity for Category-B estimated with MC background samples. The uncertainties are
statistical only.

is well satisfied within a few %. Conservative uncertainties which are calculated by the uncertainty
from the SF measurement and additionally the difference between the scale factor and 1.0 are applied.

Method Simplification The matrix method used in this analysis is simplified in order to keep the statistics
of the input data elements. As described in Sec. 6.2.1.3, it is ensured by the high purity of the leading
lepton that the simplified matrix method works well in the three lepton analyses.

Rough estimates of the uncertainty will be shown below. Four dimensional vectors T, L, R and F
are defined as following equation which satisfied the matrix method expression for three leptons as
Eq. 6.12: (

T
L

)
=

(
ε1M2 f1M2

ε̄1M2 f̄1M2

)(
R
F

)
, (7.2)

where M2 shows the fake matrix for 2nd or 3rd leptons. The simplified matrix method uses the
expression with the assumption F ∼ 0. If the purity I is given and is simply assumed as I = R/(R+

F), the corrected matrix method expression is obtained from the upper side of Eq. (7.2),

T ∼
(

1+
f1Ī
ε1I

)
· ε1M2R, (7.3)

where Ī = 1− I. In the simplified matrix method which is used in this analysis, only the first term
is taken into account. The second term is the correction factor f1Ī/ε1I. The leading lepton real effi-
ciency and fake rates are ∼ 90% and ∼ 20%, respectively, and the purity of each region is estimated
greater than 95%, as shown in Figure 7.1. If we use these parameters, the absolute uncertainty of
the method can be estimated as approximately 1%. Then the uncertainty from this method could be
neglected, since the statistical uncertainties are much larger.

7.2.1 Uncertainties on the reducible background for signal regions

The estimation results for uncertainties on the reducible background of signal regions can be found in
Tab. 7.4 and 7.5. In signal regions of Category-A, the uncertainties from the statistics and the fake fractions
are dominant. The total uncertainties are estimated as 10–30%.
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Table 7.4: Uncertainties for reducible background in signal regions in Category-A.

SR0τa SR0τb SR1τ SR2τ

Expected Events 136.5 1.48 4.30 4.86

Statistics +4,−4% +25,−25% +14,−14% +13,−13%
Fake Fractions +14,−10% +6,−5% +8,−8% +4,−4%
Emiss

T dependence +7,−7% +5,−5% +2,−2% +2,−2%
mℓℓ dependence +18,−17% – +8,−8% –
mT dependence +7,−7% +5,−5% +2,−2% +2,−2%
η dependence +5,−4% +4,−4% +1,−1% +1,−1%
Scale Factors +5,−4% +4,−4% +1,−1% +1,−1%

Total +24,−21% +33,−33% +19,−19% +14,−14%

Table 7.5: Uncertainties for reducible background in signal regions in Category-B.

SRSLa SRSLb SRISRa SRISRb

Expected Events 2.8 9.7 0.09 1.4

Statistics +44,−44% +23,−23% +78,−78% +67,−67%
Fake Fraction +7,−41% +7,−15% +0,−0% +8,−24%
Real Efficiency +2,−1% +7,−10% +5,−6% +6,−7%
Electron FR +19,−27% +13,−15% +18,−17% +9,−20%
Muon FR +21,−38% +14,−18% +6,−6% +25,−18%
Scale Factors +4,−4% +8,−8% +16,−16% +2,−2%

Total +53,−76% +33,−38% +82,−82% +73,−77%

On the other hand, the uncertainties on the reducible background of the signal regions of Category-
B are much larger. The tight selections are applied in these regions, thus the statistical uncertainties are
dominant, 40–80%.

7.3 Summary of Total Uncertainties for Signal Regions

Dominant uncertainties are summarised in Tab. 7.6 for Category-A and Tab. 7.7 for Category-B. For
no taus regions in Category-A, uncertainties on the irreducible background are dominant because of the
less fake contribution. For the binned signal regions SR0τa, the uncertainty is ∼ 12%. In SR0τb, the
total uncertainty is 33%, where the theoretical uncertainties such as cross-sections are dominant. In SR1τ ,
the total uncertainty is 18%. The dominant sources of the uncertainties are the cross-sections and the
statistical uncertainty on the reducible background. In SR2τb, the contribution of the tau fakes is dominant
uncertainty and the total uncertainty is 13%.

For the Category-B regions, the statistical uncertainty is the dominant source. In SRSLa/b, the reducible
background is the largest contribution thus the uncertainty on the reducible background dominates the total
uncertainty. The total uncertainties of 51% and 24% are expected in SRSLa and SRSLb, respectively. For
the ISR regions, the reducible background has been much suppressed. Thus the statistical uncertainty and
the theoretical uncertainty on the irreducible background are dominant. The total uncertainties of 30% and
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Table 7.6: Dominant systematic uncertainties on background estimates in the various signal regions in Category-A.

Uncertainty of channels SR0τa SR0τb SR1τ SR2τ

Statistics on the reducible background 0.4–28.5% 13.7% 8.4% 12.2%
Statistics on the irreducible background 0.8–25.8% 8.3% 4.9% 3.1%
Muon mis-identification probability 0.1–23.8% 2.2% < 1% –
Electron mis-identification probability 0.3–9.5% 1.3% < 1% –
Tau mis-identification probability – – 7.7% 5.4%
Generator 3.2–35.1% 11.4% 3.1% < 1%
Cross section 4.2–25.1% 37.1% 8.5% 3.0%

Total 10–15% 33% 18% 13%

Table 7.7: Dominant systematic uncertainties on background estimates in the various signal regions in Category-B.

Uncertainty of channels SRSLa SRSLb SRISRa SRISRb

Statistics on the reducible background 34% 14% 11% 30%
Statistics on the irreducible background 4% 3% 25% 10%
Muon mis-identification probability 27% 11% < 1% 10%
Electron mis-identification probability 23% 10% 2% 9%
Generator 2% 4.7% 12% 7%
Cross section 2% 2% 5.7% 3.5%

Total 51% 24% 30% 35%

35% are expected in SRISRa and SRISRb, respectively.
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Chapter 8

Validation of the Background Modelling

In order to confirm that the background modelling with the matrix method successfully describe the
background level in signal regions, two types of validations are carried out.

One is called MC closure test, which is the test of the matrix method using the MC samples as an input.
This test aims to check the self consistency of the method. This will be described in Sec. 8.1.

The other is the validation with data. To keep orthogonal from the signal regions, the new region called
the validation regions are defined for the test. The validation region is the region close to the signal region
where we expect similar event characteristics to the signal region, but with small signal contamination.
Further information and the results are shown in Sec. 8.2.

8.1 Validation with the MC closure test

In order to validate the performance of the simplified matrix method, the MC closure test has been
performed. In this test, the fake lepton contributions are estimated via two approaches and are compared to
see if the results agree with each other. The one approach simply estimates the amount of fake leptons using
the truth information in the MC, the other uses the simplified matrix method where the better statistical
precision is expected. The main contributions for signal regions are heavy flavour jets such as b or c-jet
contribution, therefore, the test has been performed with tt̄ sample. In addition, the test has been performed
with Z+jets samples to validate the light flavour contribution.

The MC closure test for tt̄ has been implemented in the “three lepton inclusive region” (3lepIncl; see
Sec. 6.2.3), as shown in Fig. 8.1. The uncertainties are only statistical. There is good agreement between
the matrix method estimate and the MC prediction. Figures 8.2 show the results of MC closure test with
the Z+jets samples in the 3lepIncl region vetoed b-jets. The b-jets veto contributes to reduce heavy flavour
contamination. The Z+jets test is for the validation for the light flavour fakes. The region within the Z
mass window (mZ ±10GeV) has discrepancy between MC and the matrix method estimates with ∼ 2σ . In
the Z mass region, the fake rates are different from the other region. Since the fake rates are parametrised
by pT and η , the mass contribution is not taken into account. Taking notice of the low mass and low pT

region, where there is no on-shell Z, the matrix method reproduces the MC prediction precisely. Thus the
simplified matrix method is reliable to apply the Z+jets (light flavour) background.

As a result, the MC closure test shows that the simplified matrix method itself is correct method as
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Figure 8.1: Results from MC closure test performed with tt̄ sample in the 3 lepton inclusive region.

estimation of the fake contribution. In this test, all inputs are from MC samples. Thus, to complete the
validation, the test with inputs from data and fake rates from MC is necessary. The tests are performed in
the validation regions.
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Figure 8.2: Results from MC closure test performed with Z + jets sample in the 3 lepton inclusive region.

8.2 Validation Regions

The regions which are close but orthogonal from the signal regions are defined. The definition of the
validation regions are based on the requirements of the Emiss

T and the number of b-jets, as shown in Fig. 8.3.
The detail of the definition is summarised in Tab. 8.1 and Tab. 8.2. Two types of the validation regions
are defined. One is labeled “a,” which selects the low Emiss

T region comparing to the target signal region.
The Emiss

T requirements are 35–50GeV for Category-A and 0–30GeV for Category-B. In these regions, the
target processes are the SM di-boson processes and V +jets. In the VRSLa in Category-B, the requirement
for the leading lepton pT is pT < 30GeV. The signal regions have pT < 30GeV requirement, so that it
is reliable to validate in this region. The other validation region in Category-B have less statistics in the
low pT region, hence, there are no requirement for the leading lepton pT. The regions labeled “b” require
exactly one b-tagged jet. Only to keep orthogonality from the signal regions, the requirement of at least one
b-jets is reasonable. However, we could not control the final states with three leptons and three b-jets up to
the present. In this analysis, the b-jets should be vetoed, then it is adequate to require exactly one b-jet for
validation region in order to avoid the problem in the three lepton and three b-jets final states. The target
of this region is heavy flavour jet processes, such as tt̄ and single top production. As the requirements are
adequate to suppress the di-jet processes, the bb̄ and cc̄ processes are negligible.
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Figure 8.3: The strategy of the definition of the validation regions. The categories of the validation region ‘a’ and
‘b’ are defined as the low Emiss

T regions and the one b regions, respectively. The low Emiss
T region ‘a’ requires similar

selections with low Emiss
T requirement. The one b region ‘b’ requires similar selections with exactly one b-jet.

Table 8.1: Validation Region Definition for Category-A.

VRs VR0τnoZa VR0τZa VR0τnoZb VR0τZb VR1τa VR1τb VR2τa VR2τb

Flavour/sign ℓ+ℓ−ℓ(′) ℓ+ℓ−ℓ(′) ℓ+ℓ−ℓ(′) ℓ+ℓ−ℓ(′) ℓ±ℓ±τ ℓ±ℓ±τ ℓττ ℓττ
N(b-jet) 0 0 1 1 0 1 0 1
Z bosons veto request veto request – – – –
Emiss

T [GeV] 35–50 35–50 > 50 > 50 35–50 > 50 35–50 > 50

Target process WZ∗, Z∗Z∗, Z∗+jets WZ, Z+jets tt̄ WZ WZ, Z+jets tt̄ W /Z+jets tt̄

Table 8.2: Validation Region Definition for Category-B.

VRs VRSLa VRSLb VRISRa VRISRb

Flavour/sign ℓℓℓ ℓℓℓ ℓℓℓ ℓℓℓ

N(b-jet) 0 1 0 1
N(ISR-like jet) 0 0 ≥ 1 ≥ 1
Z bosons veto – veto veto
Emiss

T [GeV] < 30 > 30 30–50 > 50
pT(1st lep) < 30 – – –

Target process WZ, Z+jets tt̄ WZ, Z+jets tt̄
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8.3 Validation with Data

The results of the background expectation and the data in the validation regions are shown in Tab. 8.3
for Category-A and Tab. 8.4 for Category-B. The results include the statistical and systematic uncertainties.
The systematic uncertainties are described in detail in Chap. 7. The validation is summarised in Tab. 8.5.
The symbols representing good (all bins within 1σ uncertainties), not available and the data observed
out of 1σ uncertainties, are defined. All of the validations have worked well except a small number of
regions: the numbers of events within VR0τnoZa and VRISRb, the leading lepton pT distributions for
VR0τnoZa, VR1τa/b, VRSLb and VRISRa/b, the sub-leading lepton pT distribution for VRISRa/b, the
Emiss

T distribution for VR0τZb, the mT distribution for VR0τnoZa, and the mSFOS distribution for VRISRb.

The deviations of the numbers of events within VR0τnoZa and VRISRb are roughly estimated to
CLb = 0.88 and 0.15. These are less than 2σ deviation, thus they should be the statistical fluctuation.

Some kinematic distributions for the validation regions are shown in Figs. 8.4–8.15, whereas the vali-
dation is performed with the variables shown in Tab. 8.5. For Category-A validation regions, as shown in
Figs. 8.4–8.11, the distributions of the lepton or the tau pT and the specific variable such as Emiss

T or mT

are shown. In the region with tau contribution, VR1τ and VR2τ , the fake contribution is dominant. This is
because the tau fake rates are higher than the other leptons’. The small deviations from data and estimation
are observed in VR0τnoZa in the lower region of the sub-leading lepton pT and the mT distributions. Only
the specific bins have 2σ deviation, thus they would be regarded as statistical fluctuations.

For Category-B validation regions, as shown in Figs. 8.12–8.15, the distribution of the lepton pT and
the several variables such as Emiss

T , mT and min. mSFOS. Almost all regions show good agreements between
estimates and the observed data, except the lepton distributions in the VRISRa and the distributions in
VRISRb. For the VRISRa, the bad purity of 80% is observed in the leading lepton pT region of pT <

30GeV. Then the rough calculation of the effect using Eq. (7.3) would be ∼ 30%.
As a result, the observed data agree with the background modeling with the simplified matrix method

and MC prediction for all validation regions.
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Table 8.3: Expected numbers of SM background events and observed numbers of data events in validation regions in
Category-A, as defined in Table 8.1. Statistical and systematic uncertainties are included.

Sample VR0τnoZa VR0τZa VR0τnoZb VR0τZb VR1τa VR1τb VR2τa VR2τb

WZ 91±12 471±47 10.5+1.8
−2.0 58±7 14.6±1.9 1.99±0.35 14.3+2.4

−2.5 1.9±0.4
ZZ 19±4 48±7 0.62±0.12 2.6±0.4 1.76+0.29

−0.28 0.138±0.028 1.8±0.4 0.12±0.04
tt̄V + tZ 3.2±1.0 10.1+2.3

−2.2 9.5±3.1 18±4 0.9±0.9 2.8±1.3 1.0±0.7 1.7±0.7
VVV 1.9±1.9 0.7±0.7 0.35+0.36

−0.35 0.18±0.18 0.4±0.4 0.08±0.08 0.12±0.12 0.06+0.07
−0.06

Higgs 2.7±1.3 2.7±1.5 1.5±1.0 0.71±0.29 0.57±0.34 0.5±0.5 0.6±0.4 0.5±0.5
Reducible 73+20

−17 261±70 47+15
−13 19±5 71±9 22.7±2.8 630+9

−12 162+6
−8

∑ SM 191+24
−22 794±86 69+15

−14 98±10 89+10
−9 28.2±3.2 648+10

−13 166+6
−8

Data 228 792 79 110 82 26 656 158

Table 8.4: Expected numbers of SM background events and observed numbers of data events in validation regions in
Category-A, as defined in Table 8.1. Statistical and systematic uncertainties are included.

Sample VRSLa VRSLb VRISRa VRISRb

WZ 108±20 35±7 36±7 10.5+1.8
−2.0

ZZ 63±11 5.9±1.3 5.2±1.1 0.33+0.08
−0.07

tt̄V + tZ 0.007+0.010
−0.012 3.7±1.6 0.62±0.31 8.5+3.2

−3.3
VVV 0.12±0.13 0.35±0.36 0.32±0.33 0.13±0.13
Higgs 0.9±0.8 0.74±0.35 0.6±0.4 1.3±1.1
Reducible 987+298

−273 159+40
−35 56±16 102+23

−19

∑ SM 1159+299
−275 204+41

−36 99±17 122+24
−20

Data 1247 212 95 93

Table 8.5: Validation with respect to each variable in the validation regions defined in Tab. 8.1 and Tab. 8.2. The
symbols “✓”, “N/A” and “(F)” represent good, not available and over 1σ . In all of the items symbolised (F), less
than 2σ deviations are observed. For the region including two taus, mSFOS is defined as mττ .

Variable VR0τnoZa/b VR0τZa/b VR1τa/b VR2τa/b VRSLa/b VRISRa/b

# events (F) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ (F)
pT(1stℓ) ✓ (F) ✓ ✓ (F) (F) ✓ ✓ ✓ (F) (F) (F)
pT(2ndℓ) (F) ✓ ✓ ✓ ✓ ✓ N/A N/A ✓ ✓ (F) ✓
pT(3rdℓ) ✓ ✓ ✓ ✓ N/A N/A N/A N/A ✓ ✓ ✓ ✓
pT(1stτ) N/A N/A N/A N/A ✓ ✓ ✓ ✓ N/A N/A N/A N/A
pT(2ndτ) N/A N/A N/A N/A N/A N/A ✓ ✓ N/A N/A N/A N/A

Emiss
T ✓ ✓ ✓ (F) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
mT (F) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ (F) ✓ ✓
mℓℓℓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

∑ pT(ℓ) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ N/A N/A N/A N/A
mSFOS ✓ ✓ ✓ ✓ N/A N/A ✓ ✓ ✓ ✓ ✓ (F)
# jets ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
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Figure 8.4: Distributions in VR0τnoZa.
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Figure 8.5: Distributions in VR0τnoZb.
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Figure 8.6: Distributions in VR0τZa.
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Figure 8.7: Distributions in VR0τZb.
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Figure 8.8: Distributions in VR1τa.
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Figure 8.9: Distributions in VR1τb.
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Figure 8.10: Distributions in VR2τa.
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Figure 8.11: Distributions in VR2τb.



8.3. VALIDATION WITH DATA 131

0 50 100 150 200 250 300

E
ve

nt
s

-110

1

10

210

310

410 = 8 TeVs, -1 L dt = 20.3 fb∫
Data
Total SM
Reducible
WZ
ZZ
 V + tZtt

Higgs
VVV
Via WZ (100,75)
Via WZ (100,87.5)

VRSLa

 leading lepton [GeV]
T

p
0 50 100 150 200 250 300

D
at

a/
S

M

0
0.5

1
1.5

2

(a) Leading lepton pT

0 20 40 60 80 100 120 140 160 180 200

E
ve

nt
s

-110

1

10

210

310

410 = 8 TeVs, -1 L dt = 20.3 fb∫
Data
Total SM
Reducible
WZ
ZZ
 V + tZtt

Higgs
VVV
Via WZ (100,75)
Via WZ (100,87.5)

VRSLa

 leading lepton [GeV]nd 2
T

p
0 20 40 60 80 100 120 140 160 180 200

D
at

a/
S

M

0
0.5

1
1.5

2

(b) Sub-leading lepton pT

0 20 40 60 80 100 120 140 160 180 200

E
ve

nt
s

-110

1

10

210

310

410 = 8 TeVs, -1 L dt = 20.3 fb∫
Data
Total SM
Reducible
WZ
ZZ
 V + tZtt

Higgs
VVV
Via WZ (100,75)
Via WZ (100,87.5)

VRSLa

 leading lepton [GeV]rd 3
T

p
0 20 40 60 80 100 120 140 160 180 200

D
at

a/
S

M

0
0.5

1
1.5

2

(c) 3rd lepton pT

0 50 100 150 200 250 300

E
ve

nt
s

-110

1

10

210

310

410 = 8 TeVs, -1 L dt = 20.3 fb∫
Data
Total SM
Reducible
WZ
ZZ
 V + tZtt

Higgs
VVV
Via WZ (100,75)
Via WZ (100,87.5)

VRSLa

 [GeV]miss
TE

0 50 100 150 200 250 300

D
at

a/
S

M

0
0.5

1
1.5

2

(d) Emiss
T

0 20 40 60 80 100 120 140 160 180 200

E
ve

nt
s

-110

1

10

210

310

410
= 8 TeVs, -1 L dt = 20.3 fb∫

Data
Total SM
Reducible
WZ
ZZ
 V + tZtt

Higgs
VVV
Via WZ (100,75)
Via WZ (100,87.5)

VRSLa

 [GeV]SFOSmin. M
0 20 40 60 80 100 120 140 160 180 200

D
at

a/
S

M

0
0.5

1
1.5

2

(e) min. mSFOS

0 50 100 150 200 250 300 350 400 450 500

E
ve

nt
s 

/ 2
0 

G
eV

-110

1

10

210

310

410 = 8 TeVs, -1 L dt = 20.3 fb∫
Data
Total SM
Reducible
WZ
ZZ
 V + tZtt

Higgs
VVV
Via WZ (100,75)
Via WZ (100,87.5)

VRSLa

 [GeV]Tm
0 50 100 150 200 250 300 350 400 450 500

D
at

a/
S

M

0
0.5

1
1.5

2

(f) mT

Figure 8.12: Distributions in VRSLa.
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Figure 8.13: Distributions in VRSLb.
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Figure 8.14: Distributions in VRISRa.
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Figure 8.15: Distributions in VRISRb.
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Chapter 9

Results and Interpretation

A blind analysis, in which the data in the signal regions are blinded until reliable background modelling
is achieved, is performed in this analysis in order to prevent an artificial bias against the data. Only in
the validation regions, the background modeling has been scrutinised with the data, whereas the data in
signal regions are blinded. Since the validation of the background modelling in the validation regions are
satisfactory, the signal regions are unblinded. In Sec. 9.1, the amount of observed data in each region and
some distributions are reported. In Sec. 9.2, the statistical method of the interpretation is described. Finally,
the interpretations are given in the model-independent and the model-dependent forms.

9.1 Observed data

Observed data in the signal regions are shown in Tab. 9.1 for WZ/h-mediated scenario signal regions
(SR0τa, SR0τb, SR1τ and SR2τ) in Category-A, and Tab. 9.2 for compressed WZ-mediated scenario
signal regions (SRSL, SRISR) in Category-B. Statistic and systematic uncertainties on the background es-
timation described in Chap. 7 are taken into account for all results. Figures 9.1–9.7 show the corresponding
distributions for SR0τb (Fig. 9.1), SR1τ (Fig. 9.2), SR2τ (Fig. 9.3), SRSLa (Fig. 9.4), SRSLb (Fig. 9.5),
SRISRa (Fig. 9.6) and SRISRb (Fig. 9.7). Whereas some regions have excesses with nearly 2σ deviation,
no significant deviation from the SM expectation has been observed.
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Table 9.1: Expected SM background events and observed events in data in the binned signal regions for Category-A
for WZ/h-mediated scenario (SR0τa, SR0τb, SR1τ , SR2τ). Statistic and systematic uncertainties on the background
estimation are taken into account. Some regions have excess from the SM expectation, the statistical significance of
those will be discussed in the next section.

SRs Irreducible bg. Reducible bg. Total SM Data

SR0τa-bin1 15.8+3.6
−3.4 6.7+2.4

−2.4 23+4
−4 36

SR0τa-bin2 3.4+1.4
−1.4 0.8+0.4

−0.4 4.2+1.5
−1.5 5

SR0τa-bin3 9.0+1.7
−1.7 1.6+0.7

−0.8 10.6+1.8
−1.8 9

SR0τa-bin4 5.9+1.3
−1.3 2.66+1.04

−0.99 8.5+1.7
−1.6 9

SR0τa-bin5 8.6+1.8
−1.8 4.3+1.6

−1.4 12.9+2.4
−2.3 11

SR0τa-bin6 4.6+1.7
−1.6 2.0+0.8

−0.8 6.6+1.9
−1.8 13

SR0τa-bin7 10.1+1.7
−1.7 4.0+1.5

−1.4 14.1+2.2
−2.2 15

SR0τa-bin8 0.69+0.32
−0.31 0.40+0.27

−0.26 1.1+0.4
−0.4 1

SR0τa-bin9 18.3+3.3
−3.1 4.1+1.3

−1.2 22.4+3.6
−3.4 28

SR0τa-bin10 14.4+2.6
−2.7 1.9+0.9

−0.8 16.4+2.8
−2.8 24

SR0τa-bin11 21+4
−4 5.7+2.1

−1.9 27+5
−5 29

SR0τa-bin12 4.7+1.4
−1.4 0.9+0.5

−0.4 5.5+1.5
−1.4 8

SR0τa-bin13 648+67
−66 68+21

−19 715+70
−68 714

SR0τa-bin14 216+33
−33 2.2+1.9

−2.0 219+33
−33 214

SR0τa-bin15 64+13
−13 1.2+0.6

−0.6 65+13
−13 63

SR0τa-bin16 4.4+1.7
−1.5 0.14+0.25

−0.27 4.6+1.7
−1.5 3

SR0τa-bin17 58+8
−7 11.3+3.5

−3.2 69+9
−8 60

SR0τa-bin18 3.1+1.4
−1.4 0.27+0.20

−0.20 3.4+1.4
−1.4 1

SR0τa-bin19 1.0+0.4
−0.4 0.17+0.16

−0.15 1.2+0.4
−0.4 0

SR0τa-bin20 0.21+0.14
−0.14 0.08+0.11

−0.10 0.29+0.18
−0.17 0

SR0τb 2.4+1.1
−1.1 1.5+0.4

−0.4 3.8+1.2
−1.2 3

SR1τ 5.9+0.9
−0.8 4.3+0.8

−0.8 10.3+1.2
−1.2 13

SR2τ 2.4+0.3
−0.3 4.9+0.7

−0.7 7.2+0.7
−0.8 5

Table 9.2: Expected SM background events and observed events in data in the signal regions for Category-B (SRSL,
SRISR). Statistical and systematic uncertainties on the background estimation are taken into account. The data
amount of all signal regions completely agree with the SM expectation.

SRs Irreducible bg. Reducible bg. Total SM Data

SRSLa 0.82+0.48
−0.33 2.8+1.5

−2.2 3.7+1.5
−2.2 4

SRSLb 5.7+1.5
−1.2 9.7+3.1

−3.6 15.4+3.3
−3.8 15

SRISRa 0.58+0.20
−0.19 0.09+0.08

−0.08 0.67+0.22
−0.22 1

SRISRb 1.7+0.4
−0.4 1.4+1.0

−1.1 3.1+1.1
−1.2 3
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Figure 9.1: Distributions for SR0τb.
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Figure 9.2: Distributions for SR1τ .
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Figure 9.3: Distributions for SR2τ .
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Figure 9.4: Distributions for SRSLa.
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Figure 9.5: Distributions for SRSLb.

0 50 100 150 200 250 300

E
ve

nt
s

-110

1

10
= 8 TeVs, 

-1
 L dt = 20.3 fb ∫

Data

Total SM

Reducible

WZ

ZZ

 V + tZtt

Higgs

VVV

Via WZ (100,75)

Via WZ (100,87.5)

SRISRa

 leading lepton [GeV]
T

p
0 50 100 150 200 250 300

D
at

a/
S

M

0
0.5

1
1.5

2

(a) Leading lepton pT

0 10 20 30 40 50 60 70 80

E
ve

nt
s

-110

1

10
= 8 TeVs, 

-1
 L dt = 20.3 fb ∫

Data

Total SM

Reducible

WZ

ZZ

 V + tZtt

Higgs

VVV

Via WZ (100,75)

Via WZ (100,87.5)

SRISRa

 [GeV]SFOSmin. M
0 10 20 30 40 50 60 70 80

D
at

a/
S

M

0
0.5

1
1.5

2

(b) min. mSFOS

Figure 9.6: Distributions for SRISRa.
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Figure 9.7: Distributions for SRISRb.

9.2 Statistical Interpretation of Results

As there is no significant excess in all signal regions, the assumed signal models should be limited. In
this section, the exclusion limits for the models are described.

The compatibility with the Standard Model, exclusion limits on the visible cross sections and the ex-
clusions are assessed with the profile log-likelihood ratio tests [171, 184]. This is following the ATLAS
standard method for exclusion limit setting. The likelihood L(nS) parametrises all uncertainties given in
Chap. 7 and is defined as

L(nS|µ,b,θ) = P(nS|λS(µ,b,θ))×Psyst(θ 0,θ). (9.1)

The parameter nS represents the number of observed events in data, P(nS) is a Poisson distribution mod-
elling the expected event count in the signal regions. The λS is the Poisson expectation depending on the
background prediction b. The µ is the SUSY signal strength parameter, where µ = 0 corresponds to the
situation where the SUSY signal does not exist, and µ = 1 corresponds to the situation where the signal
expectation is the nominal value of the model under consideration. The parameter θ shows the systematic
uncertainties as nuisance parameters. The Psyst represents the constraints on systematic uncertainties. The
θ 0 is the nominal values of the systematic uncertainties around which the parameter θ can be varied, for
example when maximising the likelihood. Psyst is the product of Gaussian distributions with σ = 1,

Psyst(θ 0,θ) = ∏
j∈S

G(θ 0
j −θ j), (9.2)

where the G(x) is the Gaussian function and S is the full set of systematic uncertainties.

To test the hypothesis, the profile log-likelihood ratio is considered:

qµ =−2lnλ (µ) =−2ln
L(µ, ˆ̂θ)
L(µ̂, θ̂)

, (9.3)
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Figure 9.8: Illustration of the p-value.

where ˆ̂θ is the value of θ that maximised the likelihood L for the specified µ (local maximum), and
µ̂ and θ̂ represent the values that maximised the likelihood L (global maximum). Thus the relation of
L(µ̂, θ̂) > L(µ, ˆ̂θ) is always satisfied. The λ (µ) is called the profile likelihood ratio. The profile log-
likelihood ratio qµ represents the power of the likelihood for the specific µ and is positive value. The high
qµ value represents that there is large discrepancy between the observed data and the SM prediction. The
quantity of the level of disagreement is computed as the p-value, which is understood as the probability of
the situation qµ > qobs

µ :

pµ =
Û ∞

qobs
µ

f (qµ |µs+b)dqµ , (9.4)

where the function f (qµ |µs+b) represents the probability density function of the qµ under the assumption
of the signal strength µ . The p-value is illustrated in Fig. 9.8. The functions for the model-independent
and the model-dependent limit setting are described in the corresponding sections below.

9.2.1 Model-independent limits

The model-independent limits is set without any assumptions about the signal models. This is then
calculated with the amounts of events of observed data and the SM prediction.

If the case of the background only is considered, µ ≡ 0, then

q0 =

−2lnλ (0) µ̂ ≥ 0,

0 µ̂ < 0,
(9.5)

where the µ̂ should be positive, because the SUSY signal should not be observed as negative contribution.
To quantify the level of disagreement between the data and the hypothesis of µ = 0, the p-value is calculated
using the q0 value as

p0 =
Û ∞

qobs
0

f (q0|b)dq0, (9.6)

where the function f (q0|b) represents the probability density function of the q0 under assumption of the
background-only hypothesis. The p0 represents the level of the difference between data and known back-
ground. This includes no assumption for the signals. It is called the discovery p0 value.

For the upper limit setting, Eq. (9.3) should be redefined because the data with µ̂ > µ would not give
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any information for the upper limit. Therefore, the qµ should be defined as

qµ =

−2lnλ (µ) µ̂ ≤ µ,

0 µ̂ > µ.
(9.7)

Taking into account the SUSY signal case, µ̂ < 0 should not be considered. Since the SUSY provides the
positive contribution, the signal strength for the maximum likelihood value µ̂ should be positive. Thus the
following test statistic qµ should be used to set upper limits as

qµ =


−2ln L(µ, ˆ̂θ(µ))

L(0, ˆ̂θ(0))
µ̂ < 0,

−2ln L(µ, ˆ̂θ(µ))
L(µ̂,θ̂) 0 ≤ µ̂ ≤ µ,

0 µ̂ > µ.

(9.8)

The p-value calculation uses the same manner as Eq. (9.4). The upper limit on the number of new physics
signals is derived as a µ value at the corresponding p-value. The S95 denotes the 95% confidence level
(CL) upper limits on the number of signals (the corresponding p-value is pµ = 0.05). The 95% CL limit
on the visible cross-section ⟨εσ⟩95 is simply derived using Eq. (2.1) as

⟨εσ⟩95 =
S95
Û

L dt
, (9.9)

where the denominator is the integrated luminosity. They are calculated using the expected and the ob-
served numbers of events.

The CLb is the quantity of the deviation from the background only hypothesis. It is evaluated using the
assumption of the number of signals as S95(= µ95), thus

CLb = 1− pµ95 , such that pµ95 =
Û ∞

qobs
µ95

f (qµ95 |b)dqµ95 . (9.10)

Table 9.3 and Table 9.4 are the results of the quantities of the compatibility of the observed data with
the SM background for the signal regions. The tables show the expected and the observed numbers of
events, 95% upper limits on the number of events and the visible cross section, CLb and the discovery p0

value. For the Category-A, the maximum significance of the background-only hypothesis is observed in the
SR0τa-bin1 of 1.98σ and next 1.76σ in SR0τa-bin6 and 1.44σ in SR0τa-bin10, while in the other region
less than 1σ deviations are observed. Therefore, there are no significant deviation from the expectation in
the signal regions. For the Category-B, there are no excess in all of the signal regions.
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Table 9.3: Compatibility of the observed data with the SM background for the signal regions in Category-A. The
expected and observed number of events are shown, along with the 95% CL upper limits on the number of signal
events S95, as well as the limit on the visible cross-section ⟨εσ⟩95. The CLb is the confidence level observed for the
background only hypothesis. The p0 is the discovery p-value of the background only hypothesis. The σ is shown as
the significance of the background only hypothesis.

Nexp Nobs S95
obs S95

exp ⟨εσ⟩95
obs[fb] ⟨εσ⟩95

exp[fb] CLb p0 σ

SR0τa-bin1 23+4
−4 36 26 14+6

−4 1.29 0.70+0.30
−0.19 0.96 0.02 1.98

SR0τa-bin2 4.2+1.5
−1.5 5 6.8 6.2+3.0

−1.8 0.34 0.31+0.15
−0.09 0.60 0.38 0.31

SR0τa-bin3 10.6+1.8
−1.8 9 7.3 8.3+3.9

−2.4 0.36 0.41+0.19
−0.12 0.35 0.50

SR0τa-bin4 8.5+1.7
−1.6 9 8.0 7.7+3.7

−2.2 0.39 0.38+0.18
−0.11 0.55 0.44 0.15

SR0τa-bin5 12.9+2.4
−2.3 11 7.9 9.0+4.2

−2.7 0.39 0.45+0.21
−0.13 0.34 0.50

SR0τa-bin6 6.6+1.9
−1.8 13 14.1 8.1+3.7

−2.3 0.69 0.40+0.18
−0.11 0.93 0.04 1.76

SR0τa-bin7 14.1+2.2
−2.2 15 10.4 9.5+4.4

−2.7 0.51 0.47+0.22
−0.13 0.58 0.41 0.22

SR0τa-bin8 1.1+0.4
−0.4 1 3.5 3.6+2.2

−1.3 0.17 0.18+0.11
−0.06 0.47 0.50

SR0τa-bin9 22.4+3.6
−3.4 28 17.5 12.6+5.7

−3.5 0.86 0.62+0.28
−0.17 0.80 0.18 0.92

SR0τa-bin10 16.4+2.8
−2.8 24 18.1 11.2+5.1

−3.1 0.89 0.55+0.25
−0.15 0.91 0.08 1.44

SR0τa-bin11 27+5
−5 29 15 13.7+5.9

−3.9 0.76 0.68+0.29
−0.19 0.60 0.39 0.29

SR0τa-bin12 5.5+1.5
−1.4 8 9.1 6.9+3.3

−2.0 0.45 0.34+0.16
−0.10 0.77 0.20 0.83

SR0τa-bin13 715+70
−68 714 134 134+46

−34 6.58 6.61+2.26
−1.68 0.49 0.50

SR0τa-bin14 219+33
−33 214 64.5 67+23

−17 3.18 3.31+1.12
−0.86 0.45 0.50

SR0τa-bin15 65+13
−13 63 28 30+11

−7 1.38 1.46+0.52
−0.36 0.45 0.50

SR0τa-bin16 4.6+1.7
−1.5 3 4.8 6.0+2.9

−1.8 0.23 0.30+0.15
−0.09 0.31 0.50

SR0τa-bin17 69+9
−8 60 17 22+8

−6 0.84 1.07+0.39
−0.30 0.22 0.50

SR0τa-bin18 3.4+1.4
−1.4 1 3.6 5.0+2.6

−1.5 0.18 0.25+0.13
−0.08 0.22 0.50

SR0τa-bin19 1.2+0.4
−0.4 0 2.4 3.6+2.2

−1.3 0.12 0.18+0.11
−0.07 0.20 0.50

SR0τa-bin20 0.29+0.18
−0.17 0 2.2 2.6+1.9

−1.0 0.11 0.13+0.09
−0.05 0.37 0.50

SR0τb 3.8+1.2
−1.2 3 5.0 5.7+2.8

−1.7 0.25 0.28+0.14
−0.08 0.38 0.50

SR1τ 10.3+1.2
−1.2 13 10.6 8.2+3.9

−2.4 0.52 0.40+0.19
−0.12 0.75 0.22 0.77

SR2τ 7.2+0.7
−0.8 5 5.2 6.8+3.4

−2.0 0.25 0.34+0.17
−0.10 0.23 0.50

Table 9.4: Compatibility of the observed data with the SM background for the signal regions in Category-B. The
expected and observed numbers of events are shown, along with the 95% CL upper limits on the number of signal
events S95, as well as the limit on the visible cross-section ⟨εσ⟩95. The CLb is the confidence level observed for the
background only hypothesis. The p0 is the discovery p-value of the background-only hypothesis.

Signal channel Nexp Nobs S95
obs S95

exp ⟨εσ⟩95
obs[fb] CLb p0

SRSLa 3.7+1.5
−2.2 4 8.3 8.2+1.7

−2.2 0.41 0.59 0.47
SRSLb 15.4+3.3

−3.8 15 12.6 12.6+5.2
−3.0 0.62 0.50 0.5

SRISRa 0.67+0.22
−0.22 1 4.0 3.8+0.6

−0.3 0.20 0.69 0.36
SRISRb 1.4+1.0

−1.1 3 6.1 6.0+2.1
−1.3 0.30 0.54 0.5
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9.2.2 Model-dependent limits

The model-dependent limit setting is following so-called CLs method [185]. This method uses the log-
likelihood ratio between the SUSY signal plus background (Ls+b, µ = 1) and background-only (Lb, µ = 0),
defined as following equation

q =−2ln
Ls+b

Lb
=−2ln

L(µ = 1, ˆ̂θ(1))

L(µ = 0, ˆ̂θ(0))
. (9.11)

Using the q as a test statistic, the quantities ps+b and pb are defined as

ps+b = P(q ≥ qobs|s+b) =
Û ∞

qobs

f (q|s+b)dq, (9.12)

pb = P(q ≤ qobs|b) =
Û qobs

−∞
f (q|b)dq, (9.13)

where the f (q|s + b) and f (q|b) are the probability density functions for signal plus background and
background-only hypotheses, respectively. Their relation is illustrated in Fig. 9.9. Then the quantity called
CLs is defined as

CLs =
ps+b

1− pb
. (9.14)

The exclusion limit corresponding 95% CL is obtained from the formula CLs < 0.05. After applying the
CLs method to the SUSY scenarios decaying via WZ and Wh channels, the exclusion limits with 95%
CL are obtained in Figs. 9.10 for Category-A analysis and Fig. 9.11 for Category-B analysis. In each
category, the signal regions are orthogonal then they can be statistically combined. The yellow bands
in these figures represent the 1σ bands of the background uncertainties. If the background estimation is
precisely performed, the yellow bands should be narrow.

From the Category-A analyses, the channel of the simplified model for SUSY decays via on-shell WZ
with mχ̃±

1 ,χ̃0
2
< 360GeV for mχ̃0

1
= 0GeV is excluded. For the off-shell WZ channel, the observed limit

is weaker than the expected limit with approximately 2σ in the small ∆mχ̃0
2 ,χ̃

0
1

region due to the larger
amount of observed events in SR0τa-bin1 than expected. For the Wh channel, the exclusion limit is set up
to mχ̃±

1 ,χ̃0
2
∼ 150GeV.

From the Category-B analyses, the compressed mass region of mχ̃±
1 ,χ̃0

2
< 110GeV and mχ̃0

1
between

60GeV and 80GeV is excluded.
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Asimov values of q1 and q̃1 assuming a strength parameter µ′ = 0. These lines correspond to
estimates of the median values of the test statistics assuming µ′ = 0. The areas under the
curves f(q1|1) and f(q̃1|1) to the right of this line give the median p-values.
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Figure 5: (a) The pdfs f(q1|1) and f(q1|0) for the counting experiment. The solid curves show the
formulae from the text, and the histograms are from Monte Carlo using s = 6, b = 9, τ = 1. (b)
The same set of histograms with the alternative statistic q̃1. The oscillatory structure evident in the
histograms is a consequence of the discreteness of the data. The vertical line indicates the Asimov
value of the test statistic corresponding to µ′ = 0.

For the example described above we can also find the distribution of the statistic q =
−2 ln(Ls+b/Lb) as defined in Sec. 3.8. Figure 6 shows the distributions of q for the hypothesis
of µ = 0 (background only) and µ = 1 (signal plus background) for the model described above
using b = 20, s = 10 and τ = 1. The histograms are from Monte Carlo, and the solid curves
are the predictions of the asymptotic formulae given in Sec. 3.8. Also shown are the p-values
for the background-only and signal-plus-background hypotheses corresponding to a possible
observed value of the statistic qobs.
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Figure 6: The distribution of the statistic
q = −2 ln(Ls+b/Lb) under the hypotheses
of µ = 0 and µ = 1 (see text).

5.1.1 Counting experiment with known b

An important special case of the counting experiment above is where the mean background b
is known with negligible uncertainty and can be treated as a constant. This would correspond

25

Figure 9.9: Example of distributions of the test variable q under the signal plus background and background-only
hypotheses [186].
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(a) Simplified model for SUSY decays via WZ
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(b) Simplified model for SUSY decays via Wh

Figure 9.10: Exclusion limit contours for the simplified models for SUSY scenarios decay via WZ (a) and Wh (b). All
signal regions of Category-A are statistically combined. In figures, the region surrounded by the red solid lines are
the observed exclusion limits with 95% CL. The red dashed lines represent the ±1σ movable regions by the theory
uncertainties. Similarly, the region surrounded by the black dashed lines are the expected exclusion limits with 95%
CL. The yellow regions represent the ±1σ uncertainties. The exclusion limit of the results of ATLAS

√
s = 7TeV

Analyses is also shown as green lines in (a) [187].
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Figure 9.11: Exclusion limit contour for the simplified model for SUSY scenario decay via WZ with the results of
Category-B. All signal regions of Category-B are statistically combined. In the figure, the region surrounded by the
red solid lines are the observed exclusion limits with 95% CL. The red dashed lines represent the ±1σ movable
regions by the theory uncertainties. Similarly, the region surrounded by the black dashed lines are the expected
exclusion limits with 95% CL. The yellow region represents the ±1σ uncertainties. The exclusion limit of the results
of ATLAS

√
s = 7TeV Analyses is also shown as green lines [187].
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Figure 9.12: Summary plot for the exclusion limits for all analyses which described in this thesis. The dashed lines
show the expected exclusion limits for the corresponding analyses, and the solid lines show the observed exclusion
limits for the corresponding analyses. Since analyses of WZ scenario with Category-A and Category-B are not
orthogonal, they cannot be combined statistically. The observed exclusion limit of the results of the ATLAS 7TeV
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9.3 Discussion

In this section, the interpretation for the results and the prospects for the analysis of the search are
discussed. Discussions for the following topics are shown:

• comparison between our results and the CMS results

• improvement of the analyses

• interpretation of the excesses

• limit for the dark matter

• muon g−2 interpretation

• signal acceptance (prospect for LHC Run-2)

• fake suppression at the optimisation stage (prospect for LHC Run-2)

9.3.1 Comparison to the CMS analyses

This thesis has reported the results of mass region of wino-NLSP and bino-LSP plane with the scenarios
of the direct production of charginos and neutralinos decaying via WZ or Wh. The CMS collaboration [107]
has also reported the results of these scenarios. The results are shown in Fig. 9.13. The criteria of searches
for charginos and neutralinos via WZ decaying scenario are based on two decay modes. One is the mode
in final states with two leptons and two jets, and the other is the mode in final states with three leptons,
as same as our analysis. The three-lepton analysis uses the Emiss

T -bin×mSFOS-bin×mT-bin = 3× 4× 3
binned signal regions [188]. The two-lepton and two-jet analysis is applied the requirement of the W and
Z mass, which are reconstructed from two jets and two SFOS leptons, respectively. For the Wh scenario,
the results are based on the analyses with the events with three leptons, and with one lepton and two b-
jets [188]. The analysis with three leptons targets to detect signals from the decay: χ̃±

1 χ̃0
1 → W χ̃0

1 hχ̃0
1 →

ℓνWW (leptonically)+ χ̃0
1 χ̃0

1 or ℓνττ + χ̃0
1 χ̃0

1 . In the CMS analyses, up to one hadronical decaying tau is
required, while in our analysis two hadronical decaying taus are taken into account. The analysis with one
lepton and two b-jets analysis is based on the decay mode: χ̃±

1 χ̃0
1 → W χ̃0

1 hχ̃0
1 → ℓνbb̄+ χ̃0

1 χ̃0
1 . Tagging

two b-jets is required and their mass should be in the Higgs mass window (100–150GeV).
As a result, the exclusion limits for charginos and neutralinos are set by CMS as follows:

mχ̃±
1 ,χ̃0

2
> 280GeV under mχ̃0

1
= 0GeV (WZ scenario),

mχ̃±
1 ,χ̃0

2
> 200GeV under mχ̃0

1
= 0GeV (Wh scenario),

as shown in Fig. 9.13. The CMS has recorded 19.5fb−1 of the data, which is close agreement with the
amount of the data recorded in ATLAS, 20.3fb−1. According to the results, Fig. 9.10a and Fig. 9.13a,
the WZ expected limits are consistent within 1σ band. However, the observed limits are rather different
between them. The CMS result claim that the region with the large difference of mass between χ̃0

2 and
χ̃0

1 are less stringent than the expected because of the excesses in the signal regions with mT > 160GeV
and 75 < mSFOS < 105GeV [188]. The behaviour is very interesting because the ATLAS result shown in
Fig. 9.10a shows the opposite tendency.

The Wh results in ATLAS and CMS, as shown in Fig. 9.10b and Fig. 9.13b, respectively, show the large
deviation between them. However, the CMS result has already been combined not only the multi-lepton
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Figure 9.13: Exclusion limits for charginos and neutralinos decaying via WZ/h in CMS [188].

results but also two b-jet analyses. The ATLAS result for the Wh analysis with h → bb̄ has prepared as
shown in Fig. 9.14. This result in the yellow band clearly shows that the uncertainties are large. Thus the
results from the both analyses are consistent within 1σ uncertainty. Since the large uncertainties are mainly
coming from the statistics of the data, the precise limits would be obvious from the analyses with the data
taken in LHC Run-2.

9.3.2 Improvement of the analyses

In Category-A, the binned signal region SR0τa contributes to obtain high sensitivity in the WZ scenar-
ios. The exclusion limit with 95% CL is much improved comparing to the ATLAS 7TeV analysis [187].
Since the integrated luminosity of this analysis (20.3 fb−1) is approximately five times larger than the AT-
LAS 7TeV analysis (4.7 fb−1), the significance is simply expected to increase approximately twice. The
result of WZ scenario, as shown in Fig. 9.10a, represents that the much high sensitivity has been obtained
in this analysis.

The Category-B is the first attempt to investigate the region with the small difference between the
masses of the second lightest neutralino χ̃0

2 and the lightest neutralino χ̃0
1 . Loosening the lepton pT re-

quirement has been very challenging because the background has been expected to increase significantly.
In this analysis, the requirement of the ISR-like jets contributes to separate signals and backgrounds. In
particular, ISR-related variables, the ratio of the transverse momenta of the leading lepton and the leading
jet, pT(ℓ)/pT( j), and the difference of the azimuthal angle ∆ϕEmiss

T ,∑ℓ and ∆ϕ j,Emiss
T

, contribute to obtain
high significance. The ratio of the pT(ℓ) and the pT( j) and the difference between the azimuthal angles
of the leading jet and the missing transverse momentum ∆ϕ j,Emiss

T
have been used as discriminators in

several analyses studied hitherto. The difference between the azimuthal angles of the missing transverse
momentum and the three-lepton system ∆ϕEmiss

T ,∑ℓ is a characteristic discriminator of this analysis. The
discrimination powers have already been shown in Figs. 5.19.

The fake estimation with the matrix method has been investigated with great effort in this analysis,
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Figure 9.14: Preliminary exclusion limit for Wh (decaying to ℓνbb̄) scenario in ATLAS [189].

especially in Category-B where the mis-identified efficiencies are expected to be much higher than the
region with the requirement of the high pT leptons. To suppress the contribution from the fake backgrounds,
the tighter isolation criteria (as described Sec. 3.4 for electrons and Sec. 3.5 for muons) are applied for the
second and the third leptons. This leads to make the fake background contribution a half comparing to the
standard isolation criteria. The tighter isolation criteria was not applied to the leading leptons because of
the acceptance. In fact, the purity of the leading lepton is almost 100%, whereas that of the second and the
third leptons are less than 70%. The maps of the fake rates and the real efficiencies are made as the pT and
|η | plane. This contributes the precise estimation for the fake rates. In the low pT region, the fake rates and
the real efficiencies vary dramatically. Thus it is important to define the pT bins according to the size of the
variations of the fake rates and the real efficiencies. In this analysis, the fake rates and the real efficiencies
in the low pT region have fine bins and the fake origin fractions have rough bins due to the low statistics in
signal regions.

9.3.3 Interpretation for “via sleptons” scenario and a pMSSM model

This thesis has focused to study the SUSY scenarios with the assumption where the sleptons has their
masses heavier than the NLSP, since the sleptons have been excluded with the mass lighter than 300GeV
with the LSP mass mχ̃0

1
= 0GeV, as described in Sec. 1.5. However, as shown in Fig. 1.16, the parameter

space with the difference between masses of the sleptons and the LSP ∆mℓ̃,χ̃0
1
< 50GeV has not been

excluded even for the slepton masses less than 300GeV. The “via sleptons” scenario assumes that the
slepton masses are mℓ̃L

= (mχ̃0
2
+mχ̃0

1
)/2, thus the second lightest neutralino χ̃0

2 decays into on-shell slepton
and the lepton, and the lightest chargino χ̃±

1 decays into on-shell slepton and the neutrino. The emitted
slepton decays into the lepton and the LSP. The Feynman diagram for the scenario with the chargino and
the neutralino decaying via sleptons is shown in Fig. 9.15.

The simplified model for the slepton scenario is adopted, where the selectron, the smuon and the stau
are assumed to have compressed mass spectra, thus they are not distinguished. All signal regions are used
for the interpretation of the slepton scenario. The results are shown in Fig. 9.16. While WZ/h scenarios
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Figure 9.16: Interpretation for “via sleptons” scenario. The left-handed slepton masses are assumed to be mℓ̃L
=

(mχ̃0
2
+mχ̃0

1
)/2. The exclusion limits are calculated with Category-A signal regions (a) and Category-B signal re-

gions (b). In figures, the region surrounded by the red solid lines are the observed exclusion limits with 95% CL. The
red dashed lines represent the ±1σ movable regions by the theory uncertainties. Similarly, the region surrounded
by the black dashed lines are the expected exclusion limits with 95% CL. The yellow regions represent the ±1σ
uncertainties. The result of ATLAS 7 TeV analysis [187] is also shown.
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are similar phenomena to the Standard Model WZ/h processes, the slepton scenario has less background
processes. Thus the exclusion limit for this scenario is much stronger than the WZ/h scenarios. The limit
reaches the lightest chargino mass of 720GeV at the LSP mass of 0GeV by the Category-A analysis, as
shown in Fig. 9.16a. The Category-B signal regions are sensitive to the compressed region of the slepton
scenario. The region where the difference between mχ̃±

1 ,χ̃0
2

and mχ̃0
1

is 20GeV has been excluded with the
Category-B signal regions, as shown in Fig. 9.16b.

The pMSSM model, as described in Sec. 1.3.2, is also taken into account. The pMSSM parameters
are the U(1) gaugino mass parameter M1, the SU(2) gaugino mass parameter M2, the Higgsino mass
parameter µ , the ratio of the VEV of the two Higgs fields tanβ , the mass parameters of the left and right
handed sleptons and the mass parameter of the CP-odd Higgs mA. The parameters M1, tanβ and all slepton
masses are fixed at 50GeV, 50 and 3TeV, respectively. In this parameter space, decays via WZ/h are
dominant. The Higgs branching fractions are assumed to be the SM-like. However, the branching fraction
of the decay mode h → χ̃0

1 χ̃0
1 rises to considerable value in the lower µ . For example, if the µ decreases to

200GeV, the branching fraction of h → χ̃0
1 χ̃0

1 rises to ∼ 20%. The result with the Category-A analysis for
the pMSSM scenario is given with the µ-M2 plane in Fig. 9.17. As a result, the parameter space with the
lightest chargino mass of <∼ 200GeV is excluded with 95% confidence level. The result is approximately
twice stronger than the LEP results [85].

9.3.4 Excesses in SR0τa

In the compressed mass region, which corresponds to the light blue region of Fig. 5.1, the observed
exclusion limit is much weaker than the expected limit in Fig. 9.10a. The dominant origin of the dis-
crepancy is the excess in the SR0τa-bin1, where the low mSFOS (12–40GeV), mT (< 80GeV) and Emiss

T

(50–90GeV) are required. The distributions for the leading lepton pT and the Emiss
T in SR0τa-bin1 are



152 CHAPTER 9. RESULTS AND INTERPRETATION

0 50 100 150 200 250 300 350 400 450 500

E
ve

nt
s

-110

1

10

210

310

= 8 TeVs -1L dt = 20.3 fb∫
Data

Total SM

Reducible

WZ

ZZ

 V + tZtt

Higgs

VVV

a-1τSR0

 leading lepton [GeV]
T

p
0 50 100 150 200 250 300 350 400 450 500

D
at

a/
S

M

0
0.5

1
1.5

2

(a) Leading lepton pT

0 50 100 150 200 250 300

E
ve

nt
s

-110

1

10

210

310

= 8 TeVs -1L dt = 20.3 fb∫
Data

Total SM

Reducible

WZ

ZZ

 V + tZtt

Higgs

VVV

a-1τSR0

 [GeV]miss
TE

0 50 100 150 200 250 300

D
at

a/
S

M

0
0.5

1
1.5

2

(b) Emiss
T

Figure 9.18: Distributions for the leading lepton pT (a) and the Emiss
T (b) in the SR0τa-bin1. Excess was observed in

the low pT and Emiss
T region.

shown in Figs. 9.18. The SUSY with the compressed mass spectra tends to create the low pT leptons. The
Emiss

T of the SUSY signals tends to shift larger region, which does not reproduced in Figure 9.18b. This
could be considered to caused by the fluctuation in the fake contribution.

9.3.5 Dark matter limits

The interpretation for the dark matter candidates will be described. As explained in Sec. 1.4, the
Higgsino mass term |µ| is assumed to be larger than the bino and the wino mass terms M1, M2. Thus the
NLSP and the LSP are wino-like and bino-like neutralinos, respectively. The relic abundance of the bino
tends to be higher than the observed relic abundance by the Planck collaboration [21],

ΩDMh2 = 0.1197±0.0022, (9.15)

where ΩDM represents the cold dark matter density and h represents the Hubble constant with the unit of
100km/s/Mpc. The relic densities of the various LSP dark matter and the various mass of the dark matter
are calculated. Figure 9.19 shows the calculation results with the pMSSM model [190]. Blue points, purple
crosses and red squares represent the bino, wino and Higgsino dark matter cases. The green dashed line
represents the observed relic density by Planck. Blue points mainly distribute the region with the relic
abundance of ∼ 102, which is much larger than the observed relic abundance. Therefore, if the bino is the
dark matter (the LSP), annihilation processes are necessary to suppress the relic density of the bino.

Many processes to suppress the relic density are proposed hitherto, for example, the Higgs resonance
and bino-wino coannihilation [191]. The Higgs resonance case assumes that two LSPs χ̃0

1 are annihilated
into the lightest Higgs χ̃0

1 χ̃0
1 → h. The suppressing power is thus maximum in the close region to the half

of the Higgs mass (∼ 63GeV). If the bino exists in this mass region, the relic density satisfies the relation
observed at Planck.

For the bino-wino coannihilation scenarios [192], the difference of the masses between bino (LSP) and
wino (NLSP) ∆mχ̃0

2 ,χ̃
0
1

should be small, as shown in Fig. 9.20. The black solid and dashed lines repre-
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Figure 1: Thermal abundance of neutralino cold dark matter from a linear scan over the SUGRA-
19 parameter space. We plot versus the neutralino mass. Models with mainly bino, wino, higgsino
or a mixture are indicated by the various color and symbol choices. There are 5252 points in the
figure.

model. In this case, it would be extremely fortuitous if the lightest neutralino of SUGRA

theories was in fact the dark matter particle.

3.2 Log scan over SUGRA-19 parameters

We have interpreted our linear scan over SUGRA-19 parameter space in terms of a proba-

bility distribution as to likely values of Ωχ̃0
1
h2 which would be obtained in supersymmetric

models. These results do depend on how we sample our GUT-scale parameter space. While

it is impossible to know what the correct measure is for GUT-scale SUSY parameters, at

least we can compare our linear scan against results using a different sampling measure for

our parameter space.

In this section, we will instead adopt a logarithmic scan over GUT scale parame-

ters, which favors lower energy soft SUSY breaking parameters over high energy ones.

Specifically, for a dimensionful parameter a ranging up to amax, and a random number

x which is sampled uniformly between 0 and 1, we will generate values of a according to

a = exp (x log(amax)).

Applying the log sampling to all dimensionful parameters listed in Sec. 2 (but with

a linear scan over tan β), and with the same parameter maxima, we re-plot our results

in Fig. 3. Here, we see that models with lower values of mχ̃0
1
are sampled much more

prominently than high values of mχ̃0
1
. In the figure, we see that while bino-like models still

predict a rather high relic density, now there are some bino-like LSP points with relatively

small values of mχ̃0
1
and Ωχ̃0

1
h2 ∼ 0.1. Meanwhile, the higgsino-like and wino-like bands

– 6 –

Figure 9.19: 2D distribution for the relic density of the dark matter for each model [190]. Blue points represent the
bino dark matter case. The purple crosses represent the wino dark matter case. Red squares represent the Higgsino
dark matter case. Orange points represent the case with the mixed bino, wino and Higgsinos. Green dashed line
represents the observed relic density by Planck [21]. Many of the blue points (bino cases) distribute the region with
larger relic density than the observed value. On the other hand, the purple crosses (wino cases) distribute the region
with less relic density than the observed value. Some Higgsino cases, the red squares, distribute the region with
equivalent relic density to the observed value.

sent the reasonable regions to explain the observed relic density. The red region shows the region with
larger relic density than the observed value at Planck. The blue region has been already excluded by
LEP searches [85], and the orange region has been excluded by our analysis. In our results, the region with
mass difference ∆mχ̃0

2 ,χ̃
0
1
> 25GeV is excluded in the second lightest neutralino mass of mχ̃0

2
∼ 100GeV, as

shown in Fig. 9.20b. The figure also shows the favourable lines for the Higgs resonance and the bino-wino
coannihilation scenarios with the results of this analysis. Whereas the Wh scenario has small exclusion
region, the Higgs annihilation scenario has been excluded up to the mass of 360GeV where the WZ sim-
plified model is assumed. On the other hand, the bino-wino coannihilation scenario has not been excluded
by this analysis, although the Category-B analysis focuses on the region.

9.3.6 Muon g−2 interpretation

As described in Chap. 1, the muon anomalous magnetic moment (g− 2)µ has ∼ 3σ deviation from
the SM prediction. The theories have been proposed which can explain the deviation with the quantum
correction of the SUSY particles. The non-universal gaugino masses scenario with the latest SUSY con-
straint [47] is an example. Figure 9.21 shows the calculated results of the favourable region to explain the
deviation of the muon g−2. The calculation is based on the latest SUSY constraints as [47]

123GeV ≤ mh ≤ 127GeV,

0.8×10−9 ≤ BR(Bs → µµ)≤ 6.2×10−9 [193],

2.99×10−4 ≤ BR(b → sγ)≤ 3.87×10−4 [194],

0.15 ≤ BR(Bu → τντ)MSSM

BR(Bu → τντ)SM
≤ 2.41 [194],
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Figure 4: Left panel: Coannihilation region between bino and wino with the bino being

dark matter. Black solid and dotted lines have the same meanings as those of previous
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search (observing the galactic center) at the H.E.S.S. experiment is also shown.

is decreased to 2.8TeV, which is smaller than the mass predicted by the usual wino

dark matter, M2 ≃ 3.1TeV. When the mass difference between bino and wino is

large enough, the black solid line approaches this value. In the plot, a limit from

the H.E.S.S. experiment is also shown as in the case of wino-gluino coannihilation.

It then turns out that, if we take the limit adopting the NFW profile, all region is

excluded, though the use of the NFW profile seems too aggressive to conclude that

the coannihilation region has completely been ruled out.

3.4 Coannihilation in which all gauginos participate

Here, we consider the thermal relic abundance of dark matter in the framework of the

Peccei-Quinn extension of the MSSM, as an example with coannihilation in which

all gauginos participate. We have scanned the following parameter region: 10TeV

< m3/2 < 400TeV and 1 < NDW < 6 with the Higgsino threshold corrections L

being neglected. See also figure 2 for your reference, where NDW can be regarded

14

(a) Coannihilation region in M1-∆m2,1 plane [192]
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Figure 9.20: Coannihilation region between bino and wino with the bino dark matter scenario in the M1-∆mM2,M1

plane [192] (a) and M1-M2 plane (b). (a) also shows the results of LEP2 and the Category-A analyses. (b) shows the
favourable regions of the bino-wino coannihilation and the Higgs resonance scenarios and the exclusion limit curves
obtained on this analysis.

Figure 3: Plots in the mµ̃R �m�̃0
1
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planes. All

points are consistent with REWSB and neutralino LSP. Green points satisfy mass
bounds and B-physics constraints. Yellow points form a subset of green and they
indicate solutions with muon g � 2 within 1� deviation from its theoretical value.
Brown points are a subset of yellow and they are consistent with relic abundance of
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Figure 9.21: Calculated results for the region where the muon g−2 deviation can explain within 1σ . The plot with
M1-M2 plane is shown in (a) [47], and the overlaid view of the exclusion limit curves obtained from this analysis and
the favourable region from (a) (yellow region) is shown in (b). Green points in (a) represent the region satisfying the
B-physics constraints [193, 194]. Brown points in (a) represent the region satisfying the relic abundance of the dark
matter corresponding 0.001 < ΩDMh2 < 1 [47].
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mg̃ ≥ 1.4TeV (for mg̃ ∼ mq̃),

mg̃ ≥ 1TeV (for mg̃ ≪ mq̃),

mA ≥ 700GeV (for tanβ ≃ 48).

In Fig. 9.21, green points satisfy all of the constraints from B-physics results. Yellow points represent the
region where muon g−2 can be explained within 1σ deviation, which is subset of the green points. Brown
points satisfy the loose requirement of the neutralino relic abundance, 0.001 < ΩDM < 1, which is subset
of the yellow points. The region covers the mass of the lightest neutralino from ∼ 100GeV to ∼ 300GeV
in the lower χ̃±

1 mass region. On the other hand, the exclusion limit of WZ scenario shown in Fig. 9.21b
covers the mass of the LSP up to 100GeV with the second lightest neutralino mass of < 350GeV. Thus the
exclusion limit reaches the region where the muon g−2 deviation favours. However, most of the favourable
region shown in Fig. 9.21b remains out of the exclusion reach.

The muon g−2 anomaly includes the contribution of the smuon or the muon sneutrino, thus the slepton
masses should be light. In this calculation, the slepton masses in the range between 200GeV and 600GeV
are allowed. These sleptons have not been excluded in this analysis.

9.3.7 Signal acceptances in the WZ compressed region

The Category-B analysis focuses the region where ∆mχ̃0
2 ,χ̃

0
1
≤ 50GeV. This region tends to have low pT

leptons from the SUSY signals. Sometimes such low pT leptons could not be detected due to the detector
acceptance. Investigation of the number of the undetected leptons with the signal samples is useful to
know the signal acceptance. Figures 9.22 show the 2D plots of the number of baseline leptons versus the
number of signal leptons for the SUSY signals. The samples filtered to have leptonically decaying W and
Z are employed. The signal leptons are defined as the leptons passing the standard criteria (see Sec. 3.4 and
Sec. 3.5). In this thesis, the channel including exactly three baseline leptons and exactly three signal leptons
(hereinafter referred to as “3S3B”; the channel with n signal leptons and m baseline leptons is hereinafter
referred to as “nSmB”) has been analysed in order to simplify the fake estimation with the matrix method.
According to Figs. 9.22, the fraction of two lepton final states gets larger than that of three lepton final states
as the difference of mass between NLSP and LSP gets smaller. Thus investigating 2S2B can be interesting
in order to obtain larger statistics. The difficulty of the analysis in 2S2B is that the Z → ℓℓ contribution
should be much larger than that of the 3S3B. Figure 9.23 show the 2D plot for expected main backgrounds,
WZ and Z+jets. The contribution of the WZ and Z+jets in 2S2B channel are much larger (10 times and
103 times, respectively) than the contribution in the 3S3B region, whereas the SUSY signal increases 2–6
times larger than the 3S3B. The selection of the three baseline and signal leptons, therefore, contributes to
suppress these backgrounds. Hence the 3S3B region has advantage even though the signals are reduced
because of the failure of real leptons in the lepton identification.

A possible candidate to keep SUSY signals is found in the final states 2S3B in Fig. 9.22 and Fig. 9.23.
The number of signals in 2S3B is half of that of the 3S3B, as shown in Fig. 9.22. Thus if the analysis in
2S3B is performed, the statistics of signals would increase to roughly 1.5 times larger than current analysis.
To perform this, estimation of the total amount of the fake contribution from the simplified matrix method
Eq. (6.10), Eq. (6.11) and Eq. (6.13) should be modified as

Ntotal Fake = Nsimplified
RRF→TTL +Nsimplified

RFR→TTL +Nsimplified
RFF→TTL, (9.16)



156 CHAPTER 9. RESULTS AND INTERPRETATION

0

200

400

600

800

1000

1200

1400

1600

917.144 307.991 40.3928 5.70149

1620.6 462.659 42.2954

1542.46 299.439 0.556158

950.603 2.24765

0.402165

# baseline lepton
0 1 2 3 4 5 6 7 8

# 
si

gn
al

 le
pt

on

0

1

2

3

4

5

6

7

8

(a) SUSY WZ (100,50)

0

200

400

600

800

1000

1200

1400

1600

1800

1748.87 459.644 57.637 3.67746

1917.81 413.212 42.624 0.0458226

1375.95 174.114 0.758983

466.16 1.64631

# baseline lepton
0 1 2 3 4 5 6 7 8

# 
si

gn
al

 le
pt

on

0

1

2

3

4

5

6

7

8

(b) SUSY WZ (100,75)

0

100

200

300

400

500

600

294.486 170.595 25.4975 0.494264

582.115 206.211 9.12068

648.329 39.1596 0.357861

105.564 0.368329

0.213786

# baseline lepton
0 1 2 3 4 5 6 7 8

# 
si

gn
al

 le
pt

on

0

1

2

3

4

5

6

7

8

(c) SUSY WZ (100,87.5)

Figure 9.22: 2D plots of the numbers of baseline and signal leptons. The pre-selection and b-veto are applied.
Triggers are not applied.
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Figure 9.23: 2D plots of the numbers of baseline and signal leptons. The pre-selection, Z-veto and b-veto are applied.
Triggers are not applied.

where


Nsimplified

RRF→TTL = ε2 f̄3+ε̄2 f3
2 NRRF

Nsimplified
RFR→TTL = f2ε̄3+ f̄2ε3

2 NRFR

Nsimplified
RFF→TTL = f2 f̄3+ f̄2 f3

2 NRFF

. (9.17)

In Eq. (9.17), NRRF, NRFR and NRFF are calculated using Eq. (6.15). An important thing in exploring 2S3B
channel is the suppression power of backgrounds such as Z+jets and tt̄. For example, the Z+jets has two real
leptons in the final states, thus this is a candidate of the main background in 2S2B channel. The candidates
of the discriminating variables are selecting different-flavour same-sign signal lepton pair and the selection
of the minimal mSFOS. In particular, the minimal mSFOS for baseline leptons is a powerful discriminator
in 2S3B channel contrary to the 2S2B channel, where the minimal mSFOS should be wrong since one
lepton is missing. The 2S3B and 3S3B are orthogonal thus they can be statistically combined. Hence
the new channel could be useful in increasing the signal statistics. It is necessary to optimise the lepton
identification criteria for this new channel because it is strongly depending on the lepton identification
criteria. It is required that the optimisation should be performed comprehensively for all channels.

9.3.8 Fake suppression in the optimisation stage

The sensitivity would be critically damaged to include the fake estimation results with the low lepton
pT regions. Figure 5.21, which is the expected sensitivity with the MC only study, argues that the analysis
has sensitivity to exclude up to mχ̃±

1 ,χ̃0
2
= 130GeV under the difference of mass ∆mχ̃0

2 ,χ̃
0
1
. On the other

hand, the signal yields shown in Tab. 9.2 claim that the fake contribution is dominant for several channels
and the expected exclusion limit shown in Figure 9.11 is up to mχ̃±

1 ,χ̃0
2
= 110GeV under the difference of

mass ∆mχ̃0
2 ,χ̃

0
1
= 25GeV, which is much weaker than that in Fig. 5.21. Thus the fake suppression would be

essential for the compressed WZ scenario.

At the optimisation stage, only the MC estimates are performed. It would be risky because the fake
contribution is not taken into account by the MC estimates. For the Category-B analysis, the tighter iso-
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lation criteria are required. However, the fake contribution cannot be reduced down to the level of the
irreducible background.

The same issue exists in the Wh channel of Category-A. Reconstructed taus have had numerous fake
contribution. Thus it would be proper to apply tight selection for taus, whereas the medium selection has
been applied in the Category-A analyses.

The other solution would be to take into account the fake contribution in the optimisation stage. Usu-
ally the estimation with the matrix method takes much time, thus it has been performed only after the
optimisation. However, the fake estimation with the matrix method in the early stage can be useful to sup-
press the fake contribution in the region where the fake contribution is not negligible. To do this, the signal
regions including less contribution of the fake can be defined. This would be reduce the uncertainties on
the reducible background, thus the significance would get larger.
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Chapter 10

Conclusion

This thesis presented a search for direct production of charginos and neutralinos in proton-proton col-
lisions with the 20.3 fb−1 data taken in 2012 at the ATLAS detector. In this search, the lightest charginos
and second lightest neutralinos are assumed to be wino-like and have degenerate mass spectra mχ̃±

1
= mχ̃0

2

and the lightest neutralino is assumed to be bino-like.

The χ̃±
1 χ̃0

2 decay channels via WZ/h are investigated. In these channels, the final states would include
three leptons and the missing transverse momentum. The analysis is performed in the two categories,
Category-A and Category-B. The binned signal region is adopted to obtain high sensitivity for WZ channel
in Category-A. For the Wh channel, using taus contributes to expand the signal acceptance. Category-B
targets the WZ channel with the compressed mass spectra (∆mχ̃0

2 ,χ̃
0
1
< 50GeV). The requirements of the

low pT leptons and ISR-like jets are employed.

The background suppression is improved in this analysis. In the Category-B, the ISR specific variables,
pT(ℓ)/pT( j), ∆ϕ j,Emiss

T
and ∆ϕEmiss

T ,∑ℓ, have been employed. The fake estimation of the analysis has been
performed using the simplified matrix method. The binning of the fake rates with pT and η contributes to
reproduce the reducible backgrounds precisely even in the region with the low pT leptons.

No significant deviations from the Standard Model have been observed. The exclusion limits for
WZ/h channels for the simplified models are set using the profile log-likelihood ratio method. The two-
dimensional exclusion limits, mχ̃±

1 ,χ̃0
2

versus mχ̃0
1
, are already shown in Sec. 9.2. Figures 10.1 show the

mχ̃±
1 ,χ̃0

2
one-dimensional limits for WZ and Wh channels with the results from the ATLAS 7TeV analy-

sis [187]. The mχ̃±
1

less than 103.5GeV has already been excluded with 95% CL at the LEP search [85].
According to the ATLAS 7TeV analysis, the mχ̃±

1 ,χ̃0
2

from 120GeV to 160GeV was excluded in the WZ
channel. This analysis reports the exclusion limits have significantly extended up to the mχ̃±

1 ,χ̃0
2

of 360GeV,
as shown in Fig. 10.1a. This is a significant improvement and is the most strongest limit setting at present.
For the Wh channel, there were no limits in the ATLAS 7TeV analyses, however, this analysis has set the
limits of the mχ̃±

1 ,χ̃0
2

from 125GeV to 150GeV for the first time, as shown in Fig. 10.1b.

The analysis in Category-B has set exclusion limit as mχ̃±
1 ,χ̃0

2
< 110GeV to the compressed mass region

∆mχ̃0
2 ,χ̃

0
1
< 50GeV. The large contribution of fakes are observed in this region. The fake contribution has

been estimated precisely, then the total background estimates agree with the data.

The limits for a dark matter model and a model which can explain the deviation of the muon g−2 with
the SUSY are discussed. For the dark matter model, the Higgs annihilation scenario has been excluded with



160 CHAPTER 10. CONCLUSION

This analysis
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Figure 10.1: Comparison of the observed and expected limits for WZ channel (a) and Wh channel (b) between the
results from this analysis and the analyses with

√
s = 7TeV data taken in ATLAS [187]. Red bands and black lines

show the observed and the expected exclusion limits. The yellow bands shows the ±1σ uncertainties on the expected
limits. The limits for the LSP mass of 0GeV are shown.

the NLSP mass below 350GeV in the WZ simplified model, while the bino-wino coannihilation scenario
has not been excluded. For the muon g−2, the exclusion limit has reach the favourable region in the WZ
simplified model.

The prospects for the improvement of the study have been discussed. The signal yield would be im-
proved by using the region with exactly two signal leptons. The requirement of three baseline leptons is
hopeful candidate to suppress the backgrounds, such as Z+jets. The second is the estimates for the fake
contribution. This is essential for Wh channel and the region with the small mass difference.
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Appendix A

Monte Carlo Samples

A.1 The Standard Model MC samples

The lists for the MC samples of the backgrounds which are used in the analysis are given in Tabs. A.1–
A.7.
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Table A.1: The diboson samples used for the analyses.

Process Generator filter σ [pb] k-factor filter eff.
Û

L dt [fb−1]

ZZ → eeee POWHEG e/µ 0.08 1.0 0.91 15767.9
ZZ → µµµµ POWHEG e/µ 0.08 1.0 0.91 15680.7
ZZ → ττττ POWHEG e/µ 0.08 1.0 0.11 36813.5
ZZ → eeµµ POWHEG e/µ 0.18 1.0 0.83 11018.7
ZZ → eeττ POWHEG e/µ 0.18 1.0 0.58 10760.7
ZZ → µµττ POWHEG e/µ 0.18 1.0 0.59 10669.5
ZZ → eeττ POWHEG e/µ/τ 0.18 1.0 0.084 7487.0
ZZ → µµττ POWHEG e/µ/τ 0.18 1.0 0.082 7427.3
ZZ → ττττ POWHEG e/µ/τ 0.08 1.0 0.324 12045.4

WZ → e+νee POWHEG e/µ 1.41 1.122 0.29 408.6
WZ → e+νµµ POWHEG e/µ 0.94 1.122 0.35 512.6
WZ → e+νττ POWHEG e/µ 0.17 1.122 0.17 2325.6
WZ → µ+νee POWHEG e/µ 1.40 1.122 0.29 412.4
WZ → µ+νµµ POWHEG e/µ 0.95 1.122 0.35 505.4
WZ → µ+νττ POWHEG e/µ 0.17 1.122 0.17 2300.6
WZ → τ+νee POWHEG e/µ 1.40 1.122 0.14 336.2
WZ → τ+νµµ POWHEG e/µ 0.94 1.122 0.18 395.5
WZ → τ+νττ POWHEG e/µ 0.17 1.122 0.06 1683.5
WZ → e−νee POWHEG e/µ 0.98 1.144 0.30 570.7
WZ → e−νµµ POWHEG e/µ 0.64 1.144 0.35 736.3
WZ → e−νττ POWHEG e/µ 0.11 1.144 0.16 3697.9
WZ → µ−νee POWHEG e/µ 0.94 1.144 0.30 596.2
WZ → µ−νµµ POWHEG e/µ 0.65 1.144 0.35 722.8
WZ → µ−νττ POWHEG e/µ 0.11 1.144 0.16 3685.5
WZ → τ−νee POWHEG e/µ 0.94 1.144 0.15 479.5
WZ → τ−νµµ POWHEG e/µ 0.64 1.144 0.19 557.2
WZ → τ−νττ POWHEG e/µ 0.11 1.144 0.06 2648.3
WZ → e+νττ POWHEG e/µ/τ 0.17 1.122 0.163 2382.4
WZ → µ+νττ POWHEG e/µ/τ 0.17 1.122 0.164 2367.0
WZ → τ+νee POWHEG e/µ/τ 1.40 1.122 0.053 228.2
WZ → τ+νµµ POWHEG e/µ/τ 0.94 1.122 0.058 309.5
WZ → τ+νττ POWHEG e/µ/τ 0.17 1.122 0.198 498.1
WZ → e−νττ POWHEG e/µ/τ 0.11 1.144 0.151 3912.0
WZ → µ−νττ POWHEG e/µ/τ 0.11 1.144 0.152 3882.4
WZ → τ−νee POWHEG e/µ/τ 0.94 1.144 0.057 310.5
WZ → τ−νµµ POWHEG e/µ/τ 0.64 1.144 0.066 396.4
WZ → τ−νττ POWHEG e/µ/τ 0.11 1.144 0.183 819.7

W (→ eν)+ γ SHERPA – 163.11 1.0 1.0 11.0
W (→ µν)+ γ SHERPA – 162.74 1.0 1.0 11.0
W (→ τν)+ γ SHERPA – 162.00 1.0 1.0 11.0
Z(→ ee)+ γ SHERPA – 32.26 1.0 1.0 37.1
Z(→ µµ)+ γ SHERPA – 32.32 1.0 1.0 37.1
Z(→ ττ)+ γ SHERPA – 32.33 1.0 1.0 30.9
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Table A.2: The triboson MC samples used for the analyses.

Process σ [fb] k-factor
Û

L dt [fb−1]

WWW 5.10 1.5 6533
ZWW 1.55 1.5 21500
ZZZ 0.33 1.5 101000

Table A.3: The tt̄+boson samples used for the analyses.

Process Generator σ [pb] k-factor
Û

L dt [fb−1]

tt̄W (ℓν) with 0 partons ALPGEN 2.7×10−2 1.255 443.4
tt̄W (ℓν) with 1 parton ALPGEN 1.8×10−2 1.255 443.0
tt̄W (ℓν) with 2 partons ALPGEN 9.5×10−3 1.255 421.0
tt̄W (ℓν) with 3 partons ALPGEN 6.5×10−3 1.255 366.1

tt̄W (qq) with 0 partons ALPGEN 5.4×10−2 1.255 440.1
tt̄W (qq) with 1 parton ALPGEN 3.7×10−2 1.255 432.9
tt̄W (qq) with 2 partons ALPGEN 1.9×10−2 1.255 415.5
tt̄W (qq) with 3 partons ALPGEN 1.3×10−2 1.255 390.4

tt̄Z(νν) with 0 partons ALPGEN 1.1×10−2 1.277 740.0
tt̄Z(νν) with 1 parton ALPGEN 1.0×10−2 1.277 390.0
tt̄Z(νν) with 2 partons ALPGEN 6.9×10−3 1.277 226.0
tt̄Z(νν) with 3 partons ALPGEN 5.0×10−3 1.277 236.3

tt̄Z(ℓℓ) with 0 partons ALPGEN 7.9×10−3 1.277 496.6
tt̄Z(ℓℓ) with 1 parton ALPGEN 7.7×10−3 1.277 511.7
tt̄Z(ℓℓ) with 2 partons ALPGEN 5.3×10−3 1.277 443.8
tt̄Z(ℓℓ) with 3 partons ALPGEN 4.0×10−3 1.277 393.7
t +Z(ℓℓ) Wt-channel MADGRAPH 4.1×10−3 1.0 24212.8
t +Z(ℓℓ) st-channel MADGRAPH 0.03 1.0 3214.4

tt̄WW MADGRAPH 9.19×10−4 1.34 10880

(S) tt̄W MADGRAPH 0.10 1.18 3270.1
(S) tt̄W with 1 jet MADGRAPH 0.05 1.18 6376.7
(S) tt̄W with 2 jets MADGRAPH 0.04 1.18 8202.4
(S) tt̄Z MADGRAPH 0.07 1.34 4409.8
(S) tt̄Z with 1 jet MADGRAPH 0.05 1.34 6581.2
(S) tt̄Z with 2 jets MADGRAPH 0.04 1.34 7501.7
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Table A.4: The top-quark samples used for the analyses.

Process Generator σ [pb] k-factor filter eff.
Û

L dt [fb−1]

tt̄ not all-hadronic POWHEG 252.89 1.0 0.54 545.6
Wt MC@NLO 20.66 1.08 1.0 78.9
t-channel eν ACERMC 8.60 1.10 1.0 31.6
t-channel µν ACERMC 8.60 1.10 1.0 31.6
t-channel τν ACERMC 8.60 1.10 1.0 31.6
s-channel eν MC@NLO 0.56 1.07 1.0 278.9
s-channel µν MC@NLO 0.56 1.07 1.0 278.9
s-channel τν MC@NLO 0.56 1.07 1.0 278.7

Table A.5: Z/γ∗+jets samples used for the analyses.

Process
Z → ee Z → µµ Z → ττ

σ [pb]
Û

L dt [fb−1] σ [pb]
Û

L dt [fb−1] σ [pb]
Û

L dt [fb−1]

Z+jets with 0 partons 848.29 7.8 848.31 7.8 848.24 7.8
Z+jets with 1 parton 207.21 6.4 207.46 6.4 207.48 6.4
Z+jets with 2 partons 69.44 5.8 69.39 5.8 69.18 5.9
Z+jets with 3 partons 18.36 6.0 18.40 6.0 18.30 6.0
Z+jets with 4 partons 4.64 6.5 4.61 6.5 4.66 6.4
Z+jets with 5 partons 1.42 7.1 1.41 7.1 1.39 7.2

Z+jets low mass with 0 partons 4154.56 0.2 4154.44 0.2 4154.44 0.2
Z+jets low mass with 1 parton 129.99 2.3 129.93 2.3 129.92 2.3
Z+jets low mass with 2 partons 63.05 7.5 63.01 7.5 63.00 7.5
Z+jets low mass with 3 partons 13.50 10.7 13.43 10.8 13.53 10.7
Z+jets low mass with 4 partons 3.09 11.7 3.11 11.7 3.10 70.5
Z+jets low mass with 5 partons 0.83 96.2 0.83 96.2 0.83 96.6

Z+bb with 0 partons 9.49 15.8 9.49 15.8 9.48 15.8
Z+bb with 1 parton 3.82 21.0 3.79 21.1 3.81 21.0
Z+bb with 2 partons 1.34 33.5 1.35 33.5 1.35 33.3
Z+bb with 3 partons 0.58 7.8 0.60 8.3 0.58 8.6

Z+cc with 0 partons 17.83 33.9 17.84 33.6 17.84 33.6
Z+cc with 1 parton 8.51 30.5 8.49 31.2 8.50 31.2
Z+cc with 2 partons 3.58 30.7 3.58 32.2 3.59 32.1
Z+cc with 3 partons 1.39 28.8 1.39 28.9 1.38 29.0
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Table A.6: W+jets samples used for the analyses.

Process
W → eν W → µν W → τν

σ [pb]
Û

L dt [fb−1] σ [pb]
Û

L dt [fb−1] σ [pb]
Û

L dt [fb−1]

W+jets with 0 partons 9300.36 0.4 9296.48 0.4 9299.11 0.4
W+jets with 1 parton 2047.68 1.2 2049.06 1.2 2050.20 1.2
W+jets with 2 partons 619.05 6.1 618.67 6.1 618.64 6.1
W+jets with 3 partons 167.62 6.0 167.44 6.0 167.43 6.0
W+jets with 4 partons 42.63 5.9 42.67 6.0 42.59 5.9
W+jets with 5 partons 12.99 5.4 13.05 5.0 13.19 4.9

Table A.7: The Standard Model Higgs production samples used for the analyses.

Process higgs decay Generator σ [pb] filter eff.
Û

L dt [fb−1]

ggF

H →WW ∗ → ℓνℓν

POWHEGPYTHIA 8 4.41×10−1 0.491 2311
VBF POWHEG 3.56×10−2 0.507 16600
WH PYTHIA 1.50×10−1 0.105 1270
ZH PYTHIA 8.90×10−3 1.000 2250
tt̄ +H PYTHIA 2.80×10−2 1.000 6700

A.2 New Physics MC samples

The lists for the MC samples of the new physics models which are used in the analysis are given in
Tab. A.8. For the signal samples, as described in Chap. 1, the cross section depends on the produced
gaugino mass, M2 in this thesis. Samples are generated with 10000 or 20000 events. They are filtered by
the generator to include three leptons. For example, the SUSY Wh samples have no bb̄ decays due to the
filter.
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Table A.8: List of the SUSY signal MC simulated samples

Process Generator mχ̃±
1 ,χ̃0

2
[GeV] σ [pb] σ uncert. [%]

WZ all leptonic HERWIG++ 100.0 11.48423 7.51
HERWIG++ 112.5 7.32643 7.26
HERWIG++ 125.0 4.91089 6.88
HERWIG++ 137.5 3.42271 7.01
HERWIG++ 150.0 2.45269 6.70
HERWIG++ 162.5 1.80696 6.75
HERWIG++ 175.0 1.35264 6.60
HERWIG++ 187.5 1.03514 6.40
HERWIG++ 200.0 0.80224 6.48
HERWIG++ 250.0 0.32327 6.88
HERWIG++ 300.0 0.14815 6.70
HERWIG++ 350.0 0.07440 7.15
HERWIG++ 400.0 0.03962 7.76
HERWIG++ 450.0 0.02197 8.36
HERWIG++ 500.0 0.01253 8.35

Wh all leptonic HERWIG++ 130.0 3.78567 6.71
HERWIG++ 140.0 2.85306 6.85
HERWIG++ 150.0 2.19063 6.45
HERWIG++ 152.5 2.04910 6.44
HERWIG++ 162.5 1.60242 6.46
HERWIG++ 175.0 1.20506 6.56
HERWIG++ 177.5 1.14028 6.55
HERWIG++ 187.5 0.92145 6.41
HERWIG++ 190.0 0.87627 6.45
HERWIG++ 200.0 0.71445 6.30
HERWIG++ 202.5 0.67903 6.34
HERWIG++ 212.5 0.56066 6.31
HERWIG++ 215.0 0.28790 6.40
HERWIG++ 225.0 0.44647 6.69
HERWIG++ 227.5 0.42559 6.52
HERWIG++ 237.5 0.35750 6.67
HERWIG++ 240.0 0.34289 6.45
HERWIG++ 250.0 0.28790 6.31
HERWIG++ 262.5 0.23413 6.68
HERWIG++ 265.0 0.22568 6.93
HERWIG++ 275.0 0.19275 7.23
HERWIG++ 287.5 0.15894 6.86
HERWIG++ 300.0 0.13173 6.93
HERWIG++ 312.5 0.11000 6.98
HERWIG++ 325.0 0.09231 7.06
HERWIG++ 337.5 0.07738 7.19
HERWIG++ 350.0 0.06623 7.31
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