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Chapter 1: Introduction 
 

Modern day computing is constantly getting smarter and faster because of the 

unrelenting rule of Moore’s law – which states that the number of transistors that can 

be placed on an integrated circuit doubles approximately every two years. In order to 

keep pace, ingenious engineers have devised new methods to manipulate silicon 

(Si), such as strain engineering, and are constantly on the look out for unique 

materials that can be the next transistor channel, should Si reach its limit. 

 

1.1. TRANSISTOR CHANNEL MATERIALS 

 

1.1.1. Strained Silicon (ε-Si) Technology 

 

Strain in semiconductors such as Si is important because it enhances device 

performance and reduces power consumption of electronic device [1.1]. Present-day 

transistors found in a computer’s central processing unit (CPU) (Fig. 1.1) employ   ε-Si 

as channel material using high amounts of strain and stress to increase carrier 

mobility [1.1, 1.2]. The increase in carrier mobility is mainly due to strain-induced 

band warping. By applying strain to Si, its crystal symmetry is broken causing the 

band edge energy to shift and altering the band structure away from the energy 

minimum. When more stress is applied along a low-symmetry axis, the crystal 

symmetry is further destroyed resulting to greater band warping compared to when 

stress is applied along a high symmetry axis [1.3]. Strain in silicon can be induced via 

heteroepitaxy, a process of growing a film whose equilibrium lattice constant is 

different from the substrate [1.4]. For tensile strained Si, a bulk-Si film is grown on top 

of a bulk-Si1-xGex film (Fig. 1.2a). The lattice mismatch between Si and Si1-xGex 

causes the tensile strain in the bulk-Si film (Fig. 1.2b). Compressive strain can also 

be induced using epitaxy by using a substrate that has a smaller lattice constant 

compared to Si. The manipulation of strain done through precise strain and stress 

nanoengineering has been used as a powerful strategy in fabrication and processing 

of variety of electronic, optoelectronic and photovoltaic devices [1.1, 1.5 – 1.11]. 
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Figure 1.1. (a) Typical CPU with pins. (b) CPU without pins (removed by polishing). (c) 
Typical transistor in CPU located in the area indicated by the white square and point C in (b). 
 

 
Figure 1.2. Illustration of applying strain to Silicon: (a) Bulk lattice constant of a bulk-Si film to 
be grown on top of a bulk-Si1-xGex film and (b) the two films are placed together, wherein the 
top Si film is tensile strained. 
 

Engineers are constantly shrinking the size of transistors leading to complex 

structures in order to accommodate Moore’s law. As a consequence, the stress 

present in these structures is no longer isotropic / uniaxial but more anisotropic. In 

order to probe the stress and strain in the nanoscale, various characterization 

techniques have been developed.  Each of these techniques suffers, however, a 

number of limitations such as being invasive or insensitive to all strain components, 

or having a limited spatial resolution.  Transmission electron microscopy-based 

techniques, including among others holographic interferometry [1.12] and nanobeam 

electron beam diffraction, [1.13] provide the ultimate spatial resolution in mapping 

stress, but they are invasive, as they require a special sample preparation.  This 

involves cutting the materials and thinning it down to ~100-500 nm, which can induce 

partial stress relaxation in addition to possible lattice local distortion during the 

analysis.  X-ray-based techniques have immensely benefited from the availability of 

high-brilliance X-ray sources in the 3rd generation synchrotron sources or free 
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electron lasers leading to development of lensless coherent imaging and 

nanodiffraction techniques. These techniques have recently succeeded in mapping 

the stress in sub-micrometer structures and devices [1.13 – 1.19]. One such example 

of an effective X-ray-based technique was the use of X-ray nanodiffraction combined 

with finite element modeling in probing the local stress in single quantum dot-based 

devices [1.19].  However, they are still not yet ready for routine analyses because of 

the need for synchrotron facilities besides requiring special sample preparation to 

eliminate the background signal from the underlying substrate. Another technique 

that shows a lot of promise is micro-Raman spectroscopy, which is highly sensitive, 

nondestructive and simple to implement. The major drawback of this technique is its 

inability to measure the individual components of stress thus making the average 

stress value the only information accessible. If the individual components of 

stress (in the x, y, and z-directions) can be measured, the actual stress rather 

than the average stress value can be determined. Thus, providing a better 

understanding of the interplay between stress and basic properties and performance 

of strained semiconductors based nanoscale materials and devices. 

 

1.1.2. Carbon Nanotubes: a Future Possibility 

 

Moore’s law is now slowly taking its toll on e-Si based transistors, presenting new 

problems as a consequence to transistor miniaturization such as current leakage and 

power wastage in the form of heat [1.20]. Preparing for the inevitable, scientists and 

engineers have been looking for alternative materials that are scalable and still follow 

Moore’s law. A promising material is carbon nanotubes due to their superior electrical 

properties and ultrathin body [1.20 – 1.24]. CNTs have exhibited ballistic carrier 

transport and, due to their utlrathin body, are able to maintain gate control of current 

better than other competing structures, such as nanowires and fins - preventing 

short-channel effects [1.22]. There have already been studies on carbon nanotube 

transistors with sub-10 nm channel length [1.23]. And recently, the first CNT 

computer has been demonstrated by engineers from Stanford University [1.24]. The 

dimensions of single CNTs are typically 1 - 2 nm in diameter. To study these nano-

sized structures, nano-Raman spectroscopy must be utilized. Function optimization 

can be realized through characterization of CNTs’ local electronic properties via 

nano-Raman techniques such as TERS and tip-enhanced THz-Raman spectroscopy 

(TE-THzRS). Although nano-Raman spectroscopy is said to be non-invasive 

technique, it is not entirely true. In TERS, a strong localized optical field is generated 

at the apex of a metallic tip when illuminated [1.25]. This localized field produces 
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heat, which in turn can heat up the sample. Sample heating may affect its physical or 

chemical properties, which thus affects the analysis of the sample itself. For heat 

sensitive samples, heating may even cause sample damage. From this point of view, 

TERS can be classified as an invasive technique. If the actual temperature 

generated by the localized optical field can be controlled, sensed and 

determined during TERS experiments, experimental parameters such as laser 

power and exposure time can be optimized in order not to damage or change 

the physical or chemical state of the sample. Such kind of work can also be 

extended to studying temperature related behavior of the sample. 

 

1.2. RAMAN SPECTROSCOPY AS A CHARACTERIZATION TECHNIQUE FOR 

NANO-SIZED MATERIALS 

 

Raman spectroscopy is a vibrational spectroscopy that obtains direct information on 

the structure and orientation of molecules (in particular their vibrational structure) and 

crystals via molecular or lattice vibrations, respectively [1.26]. It is based on the 

inelastic scattering of a monochromatic excitation source, typically a laser. When 

inelastic scattering occurs, the energy of the incident photon is changed. The change 

in energy is manifested as a change in frequency of the scattered light relative to the 

incident light [1.27]. This phenomenon is called Raman scattering, which is based on 

the Raman effect. 

 

1.2.1 The Raman Effect and Raman Scattering 

 

The Raman effect is a phenomenon that results from the interaction of light and 

matter [1.28]. It was discovered by Chandrasekhara Venkata Raman [1.29] in 1928 in 

India. Raman’s Nobel Prize winning discovery was motivated by his fascination with 

the beautiful blue color of the Mediterranean Sea while he was on a boat returning to 

India from England. He did not accept Lord Rayleigh’s explanation that the blue color 

of the seawater was caused by reflection of light from the blue sky. This was because 

when he observed the blue seawater through a Nicol prism set at the Brewster angle 

(to eliminate reflected light from the seawater surface), the seawater was still blue. 

He then surmised that light scattering of the seawater caused the seawater to be 

blue [1.27, 1.30]. When he returned to India, he conducted an experiment using a 

focused beam of sunlight onto a liquid. He filtered the incident sunlight before the 

liquid with a green filter to produce a monochromatic light source. By placing a yellow 
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filter right after the sample, he then observed yellow light being scattered by the 

sample. This was evidence of the existence of inelastic scattering. 

 

As mentioned earlier, inelastic scattering results in a change in frequency and energy 

between the incident and scattered photon. The change in frequency of the scattered 

photon can be either higher or lower than the incident photon, as shown in Fig. 1.3. 

Let ω 0  be the frequency of the incident photon with energy E0 that encounters a 

molecule. From the photon-molecule interaction, the scattered photon is produced 

having a frequency ω s  and energy Es. If the scattered photon loses energy to the 

molecule (ES < EL), the molecule is excited to a higher energy level, moving from the 

vibrational ground state, v = 0, to the first excited state, v = 1, of a vibrational mode. 

The vibrational energy would be   !ωM = EL −ES , where  ωM  is associated to the 

frequency of the vibrational level. As a result, the frequency of the scattered photon 

will be lower than the incident photon (  ωs =ω0 −ωM ) and this is called Stokes 

Raman scattering. On the other hand, if the scattered photon gains energy from the 

molecule (ES > EL), the molecule relaxes from an excited vibrational state (v = 1) to 

the ground state (v = 0) with vibrational energy   !ωM = ES −EL . In this case, the 

frequency of the scattered photon will be higher than the incident photon (

  ωs =ω0 +ωM ) and this is called anti-Stokes Raman scattering. For anti-Stokes 

Raman scattering to occur, the molecule must initially be in the excited vibrational 

state. This usually only occurs through thermal excitation, implying that at equilibrium 

the anti-Stokes signal depends on temperature (T) by the Boltzmann factor, 

   
exp −!ωM / kBT( )⎡⎣ ⎤⎦ .  As a consequence, the anti-Stokes lines are much weaker 

than the Stokes lines and become exponentially weaker at higher vibrational 

energies [1.26, 1.30]. 

 

Another type of scattering occurs along with Raman scattering and this is Rayleigh 

scattering. Unlike Raman scattering, Rayleigh scattering is a type of elastic 

scattering. The incident photon does not lose nor gain energy from the molecule (ES 

= EL). Therefore, if the molecule was initially at the ground state, it will return to the 

ground state. The frequencies of the incident and the scattered photons are the same 

(   ωs =ω0 ). In Raman spectroscopy, all three scattered photon frequencies – 

Rayleigh, Stokes and anti-Stokes – can be detected and recorded onto a spectrum 
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as shown in Fig. 1.4. The most intense peak is from Rayleigh scattering. Surrounding 

the Rayleigh peak are those of the Stokes and anti-Stokes peaks. 

 

 
Figure 1.3. Energy diagram for Rayleigh, Stokes and anti-Stokes scattering. 

 

 

 
Figure 1.4. Raman spectra with Rayleigh, Stokes and anti-Stokes peaks. 

 

There are two kinds of Raman spectroscopy techniques that can be used for 

characterization. These are micro-Raman spectroscopy and nano-Raman 

spectroscopy. Although both techniques rely on Raman scattering, their main 

difference is the attainable spatial resolution and is illustrated in Fig. 1.5. 
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Figure 1.5. Configuration of (a) micro-Raman and (b) nano-Raman spectroscopic system. 

 

1.2.2 Micro-Raman spectroscopy 

 

In conventional Raman spectroscopy, laser light is focused onto the sample by a lens 

and detected by a spectrometer. Micro-Raman spectroscopy integrates a microscope 

that is coupled to a Raman spectrometer to acquire Raman spectra from microscopic 

samples. It is a sensitive and non-destructive technique that does not require any 

complex sample preparations [1.31]. Typically, a confocal microscope is used to 

attain higher resolution and contrast by introducing a pinhole that can spatially filter 

out unwanted stray light from out-of-focus regions of the sample [1.28]. However, the 

maximum spatial resolution that can be attained by a micro-Raman spectroscopy 

system cannot exceed the diffraction limit, given by 

 

  
d = 1.22λ

NA
,       (1.1) 

 

  NA = nsinθ,       (1.2) 

 

where d is the resolution length, λ  is the wavelength of light, NA is the numerical 

aperture of the objective lens defined in Eq. (1.2), n is the index of refraction of the 

material being imaged and θ  is the half-angle subtended by the objective lens [1.32]. 

Therefore, fine structures in the sample that are separated by less than a wavelength 

cannot be resolved (Fig. 1.5a). If there are nanoscale structures (red and green) in 
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the sample, the detected Raman signal would be the average of these two 

structures. The resolution of a micro-Raman system ranges from a few micrometers 

to hundreds of nanometers depending on the wavelength of light and the NA of the 

microscope objective. Micro-Raman spectroscopy is classified as a far-field 

technique because it is diffraction limited and the lens that illuminates and collects 

light from the sample is many wavelengths away from the sample. 

 

1.2.3. Nano-Raman spectroscopy 

 

To observe samples with nanoscale structures (typically only tens of nanometers in 

size), nano-Raman spectroscopy is necessary. In nano-Raman spectroscopy, a 

micro-Raman spectroscopy system is combined with probe-based techniques that 

can break the resolution barrier wherein the spatial resolution is dictated by the probe 

diameter (less than 100 nm). This technique is called near-field [1.33]. Near-field 

techniques use an optical probe that enhances the incident light and acts as a nano-

light source. Using this nano-light source, it is possible to probe the individual 

structures in the sample and obtain information about that particular area of the 

sample, rather than an average of a large area, as is the case for micro-Raman 

spectroscopy. Higher spatial resolution is achieved and is dependent on the size of 

the optical probe (Fig. 1.5b). Prime examples of nano-spectroscopic techniques are: 

tip-enhanced Raman scattering (TERS) [1.34-1.36] to measure physical and 

chemical composition, and tip-scattering techniques using infrared light to measure 

electromagnetic field distributions [1.37].  
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1.3. THE SCOPE OF THIS THESIS 

 

In this thesis, characterization and analysis of the local physicochemical properties of 

ε-Si and carbon nanotubes are conducted via micro and nano-Raman spectroscopy, 

respectively. Each technique had certain limitations that were overcome by the 

development of novel methods, which upon further improvement, can be utilized for 

characterization of actual transistors. 

 

For ε-Si, the behavior of anisotropic stress relaxation upon nanopatterning for 

nanowire structures of various dimensions was investigated. Initially, micro-Raman 

spectroscopy using a backscattering geometry was insensitive to anisotropy. But 

through the use of a high numerical aperture objective lens and polarized micro-

Raman spectroscopy, it is now possible to detect anisotropy. 

 

For CNTs, the temperature change induced by nano-Raman techniques and the 

active control of temperature was studied. In order to determine the temperature and 

change in temperature at the sample, both the low frequency Stokes and anti-Stokes 

Raman (THz-Raman) intensities were detected. These intensities are related to the 

Raman shift and temperature via the Boltzmann distribution. THz-Raman detection 

was possible through the development of a novel nano-Raman technique called 

tip-enhanced THz-Raman spectroscopy. 

 

1.3.1. The Remaining Chapters of this Thesis 

 

In Chapter 2, the theoretical foundation on diffraction of focused electric fields across 

an interface for three different polarizations (linear, radial and azimuthal) is 

presented.  This is essential in understanding the behavior of light as it moves from 

one medium to another, which is the case for any microscope-based system. The 

effect of polarization on the diffracted beam is also discussed. Through proper 

polarization control, it is possible to achieve better spatial resolution even though the 

system is still diffraction limited. 

 

Chapters 3 and 4 focus on concepts and micro-Raman spectroscopy experiments 

related to ε-Si. Chapter 3 discusses the behavior of light as it is scattered by Si. It is 

shown theoretically and by numerical simulations that through the use a high 

numerical aperture lens and appropriate polarization it is possible to excite and 
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detect transverse optical phonon modes that are thought to be forbidden based on 

the Raman selection rules. Chapter 4 shows the first reported experimental 

observation of transverse optical modes from a ε-Si nanowire and nanomembrane 

samples. Stress analysis using longitudinal optical phonons and transverse optical 

phonons are made.   

 

Chapter 5 and 6 focus on concepts and nano-Raman spectroscopy experiments 

related to carbon nanotubes. Chapter 5 discusses the theory and properties of 

carbon nanotubes and TERS. Chapter 6 discusses the theory of a novel temperature 

determination method by a nano-Raman spectroscopy technique, TE-THzRS. 

Experimental results are presented showing the potential of this technique to sense 

local temperature at the nanoscale and its possible applications. 

 

Finally, Chapter 7 gives the summary and conclusions. 
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Chapter 2:  Properties of a Focused Three-Dimensional 
Electric Field across an Interface for Micro-Raman 

Spectroscopy 
 

Knowledge of the diffracted-light distribution of focused electromagnetic fields plays 

an important role in various applications – from lens design to microscopy. These 

applications mainly deal with coherent beams strongly focused in the vicinity of 

planar interfaces. Such systems are common in biology and chemistry, wherein they 

use confocal microscopes with high numerical aperture (NA) objective lenses to 

focus light on a sample mounted on a glass slide. The sample usually has a different 

index of refraction than glass resulting to an interface. The interface itself can change 

various properties of the incident beam, such as the intensity of the individual 

components that make the beam [2.1]. These changes vary depending on the 

polarization of the incident beam. Exploring the behavior of light for different 

polarizations has been a topic of interest because through proper selection of 

incident polarization, it is possible to attain higher spatial resolution because of a 

tighter focus [2.2].  

 

In this chapter, I discuss the properties of a focused electric field traversing an 

interface for different polarizations, namely, linear, radial and azimuthal. I begin with 

the theory of focusing light through a lens. A rigorous derivation on the mathematical 

representation of a diffracted focused field across an interface is shown. The 

derivations follow the formalism by Richards and Wolf [2.3]. After the derivations, I 

discuss and compare the electric field distributions in a simple glass/air system for 

each polarization that were computed via numerical simulations based on the 

equations derived. An air-glass system is used as proof of principle of the 

mathematical concepts explained. This is in preparation for Chapter 3 wherein a 

three-layer system consisting of oil/ε-Si/air is studied in detail. 

 

2.1 FOCUSING AN ELECTRIC FIELD USING AN APLANATIC LENS 

 

In order to thoroughly discuss focused electric fields across an interface, a theoretical 

understanding of how light is focused through an aplanatic lens is established. The 

discussion presented follows that of Novotny in Ref. 2.1.  
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Using geometrical optics, the fields near the optical lens can be represented 

mathematically. There are two rules that need to be followed when dealing with an 

aplanatic lens. These are 1) the sine condition and 2) the intensity law as shown in 

Fig. 2.1a and 2.1b, respectively. The sine condition states that the incident ray 

travelling parallel to the optical axis (also called the “conjugate ray”) intersects with 

the refracted ray that emerges from or converges to the focus F of the aplanatic 

optical system on a sphere of radius f (called the Gaussian reference sphere), where 

f is the focal length of the lens. The height between the optical axis and the incident 

ray is: 

 

  h = f sinθ       (2.1) 

 

where θ   is the divergence angle of the incident ray. The behavior of the refracted 

optical rays is dictated by the sine condition. The intensity law states that the energy 

flux along each ray must remain constant. Thus, the energy entering the lens must 

be equal to the energy exciting the lens. The fields before and after refraction are 

related by 

 

   
E2 = E1

n1

n2

µ2

µ1

cosθ( )1/2
     (2.2) 

 

where the magnetic permeability is equal to one ( µ = 1) at optical frequencies. This is 

based on the power associated by a ray,    dP = 1/ 2( )Zµε
−1 E

2
dA .  Zµε  is the wave 

impedance and dA is an infinitesimal cross-section perpendicular to the ray 

propagation. 

 
Figure 2.1. (a) The sine condition and (b) the intensity law of geometrical optics. 
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A geometrical representation of the aplanatic optical system is shown in Fig. 2.2. The 

focus is located at the origin   x,y,z( ) = 0,0,0( ) . To facilitate the discussion, the 

following definitions are made.  x∞,y∞,z∞( )  is an arbitrary point on the surface of the 

reference sphere, while   x,y,z( ) , an arbitrary field point near the focus. 
  
nρ ,    nφ , and 

 nθ  are unit vectors of a cylindrical coordinate system.  nθ and  nφ  are unit vectors of a 

spherical coordinate system. The reference sphere of radius f refracts the incident 

rays. In doing so, it transforms a cylindrical coordinate system (incoming beam) into a 

spherical coordinate system (focused beam). In reality, these rays represent fields 

and if the incident field,  Einc , passes through the reference sphere, it is convenient to 

decompose the field into two components,    Einc
(s)  and    Einc

(p) . These represent the s-

polarized and p-polarized vectors, respectively. From the unit vectors defined earlier, 

the two fields can be defined as 

   
Einc

(s) = Einc •nφ
⎡⎣ ⎤⎦nφ ,     Einc

(p) = Einc •nρ
⎡⎣ ⎤⎦nρ .    (2.3) 

 

The physical interpretation of Eq. (2.3) is    Einc
(s)  and    Einc

(p)  refract differently.  nφ remains 

the same while 
  
nρ , is mapped into nθ . As the lens refracts the two fields, reflection 

and transmission occurs, for now, the only field of interest is the field transmitted 

through the lens. Hence, the total transmitted electric field,  EFF , is 

   
EFF = ts Einc •nφ

⎡⎣ ⎤⎦nφ + tp Einc •nρ
⎡⎣ ⎤⎦nθ{ } n1

n2

cosθ( )1/2
.   (2.4) 

where ts and tp are the Fresnel transmission coefficients defined as [2.4]: 

 

  
ts kx,ky( ) = 2µ2kz1

µ2kz1 + µ1kz2

,     tp kx,ky( ) = 2ε2kz1

ε2kz1 + ε1kz2

µ2ε1

µ1ε2

,   (2.5) 

 

  
rs kx,ky( ) = µ2kz1 − µ1kz2

µ2kz1 + µ1kz2

,     rp kx,ky( ) = ε2kz1 − ε1kz2

ε2kz1 + ε1kz2

.  (2.6)  

 

rs and rp are the Fresnel reflection coefficients which will be of much use in the latter 

part of this discussion. It has been defined here along with the transmission 

coefficients for ease of reference to the reader. Both transmission and reflection 

coefficients are functions of   kz1  and   kz2 . This implies that the coefficients can be 
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expressed in terms of the angle of incidence  θ.   The intensity law is obeyed by the 

presence of the 
  n1 / n2 cosθ( )1/2

 factor. 

 

 
Figure 2.2. Aplanatic system and definition of the coordinates. 

 

The unit vectors 
  
nρ ,    nφ ,  and  nθ  can now be expressed as Cartesian unit vectors    nx, 

   ny ,  and   nz using spherical coordinates θ  and φ  : 

   
nρ = cosφnx + sinφny ,      (2.7) 

                     nφ = −sinφnx + cosφny ,                       (2.8)  

                           nθ = cosθ cosφnx + cosθ sinφny − sinθnz.              (2.9) 

 

Substituting Eqs. (2.7) – (2.8) into Eq. (2.9), 

   

EFF = ts θ( ) Einc θ,φ( )•
−sinφ
cosφ

0

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

−sinφ
cosφ

0

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

n1

n2

cosθ( )1/2

+tp θ( ) Einc θ,φ( )•
cosφ
sinφ

0

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

cosφcosθ
sinφcosθ
−sinθ

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

n1

n2

cosθ( )1/2
.

  (2.10) 

 

This field, EFF, is the field to the right of the reference sphere of the aplanatic lens in 

Cartesian vector components form and is at the core of the calculations of the focal 

fields. As noted by Novotny, this field corresponds to the field on the surface of the 

reference sphere of the focusing lens. 
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2.2. DIFFRACTION OF A FOCUSED ELECTRIC FIELD ACROSS AN INTERFACE 
 

Wolf presented an integral representation to obtain the electromagnetic field in the 

image space of an optical system that has only a single medium. His work was 

extended by Torok, et. al. [2.5] to an image space that had two media with different 

indices of refraction. The work of Torok is briefly summarized here and focuses only 

on the electric field, as it is of primary interest. For a full derivation including the 

magnetic field, the reader is encouraged to refer to these references [2.3, 2.5, 2,6, 

2.7]. 

 

The optical system is illustrated in Figure 2.3 [adapted from Ref. 2.5 with permission 

from the Optical Society of America]. It is a system of revolution in a (x, y, z) 

rectangular coordinate system whose origin O is at the Gaussian focus and the 

optical axis is along z. All rays travel from the negative to positive z direction, unless 

indicated otherwise. The system consists of two media with refraction indices of n1 

and n2 separated by a planar interface located z = z0. A monochromatic point source 

is fixed in the object space at  z = −∞ . It radiates a coherent beam that is focused by 

an aplanatic lens with aperture, Σ , producing a perfect converging spherical wave in 

image space. It is assumed that the lens is aberration free, since current real-life 

microscope objectives corrected for spherical aberration are well designed. Consider 

a point V in image space, at a certain time, t, where 

 

    
E! V,t( ) = Re E V( )exp −iω t( )⎡⎣ ⎤⎦     (2.11) 

 

is the time-dependent electric field. The field of interest is the electric field vector E. It 

is generally complex and the Re denotes the real part. The location of V is defined by 

its position vector, mv = (x, y, z), originating from O to V. Further, 
   
s! = sx,sy ,sz( )  

represents a unit vector along a geometrical ray in image space. 

 

The vector E satisfies the time-independent wave equation in homogeneous image 

space. It is assumed to be a superposition of plane waves and has an integral 

representation eloquently formalized by Wolf [2.6] 

    
E V( ) = − ik

2π

a sx,sy( )
sz

exp ik Φ sx,sy( ) + s! ⋅mv
⎡
⎣

⎤
⎦{ }

Ω
∫∫ × dsxdsy ,   (2.12) 
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where a is the vector field amplitude [2.8]; Φ is the wave aberration function, which is 

zero in this case; Ω  is the solid angle formed by all   s
!  geometrical rays in image 

space exiting through aperture Σ  . The wavenumber is defined as 

  
k = 2π

λ
= n 2π

λ0

= nk0           (2.13) 

where n is the refractive index of the medium in image space, and λ and λ0 are the 

wavelengths in image and in vacuum, respectively. For   z < z0, the field is in material 

1, so   k = k1  , while for   z > z0, the field is in material 2, so   k = k2  . Also, since the 

waves are homogeneous in image space: 

  
sz = + 1− sx

2 − sy
2   when  sx

2 + sy
2 ≤1.          (2.14) 

 

 

 
 

Figure 2.3. Schematic of an electric field focused across an interface between two different 
media. 
 

A focused field Ei irradiates the interface from the left (  z < z0 ) at an angle of 

incidence, θ . The interface causes reflection and transmission to occur. Hence, the 

total field can be expressed as [2.1] 

 

   
E =

Ei +Er ,   z < z0,
Et,           z > z0,
⎧
⎨
⎪

⎩⎪
    (2.15)  

 



	
   19	
  

where Er and Et are the reflected and transmitted fields, respectively. The refraction 

of a field at a planar interface is described by the Fresnel reflection (rs, rp) and 

transmission (ts, tp) coefficients.  As discussed in Section 2.1, a field encountering a 

lens or interface can be decomposed into two components,    E(s)  and    E(p) , that results 

to 

   E = E(s) +E(p)       (2.16) 

Here,    E(s) is parallel to the interface and    E(p) is perpendicular to the wavevector k and

   E(s) . This decomposition has also been thoroughly explained in Section 2.1. EFF, Eq. 

(2.10), is the sum of the s- and p-polarized fields in terms of θ  and φ . Although Eq. 

(2.10) describes a transmitted field, it can also describe a reflected field by simply 

changing the transmission coefficients into reflection coefficients.  

 

2.2.1. Linear Polarization 

 

Calculating for the incident electric field,  Ei . The derivation begins with solving for 

 Ei  in material 1. Eq. (2.12) can be rewritten to represent  Ei  as 

   
Ei x,y,z( ) = −

ik1

2π
EFF,i

s1z

exp ik1 s1xx + s1y y + s1zz⎡⎣ ⎤⎦{ }
Ω1

∫∫ × ds1xds1y ,  (2.17) 

where    EFF,i  is the transmitted field right after the aplanatic lens and the term 
    
s1
! ⋅mv( )

has been expanded. To get an expression for    EFF,i , a few assumptions are made 

regarding the incoming wave,  Einc , before the lens and the lens itself. Let  Einc  be 

linearly polarized along the x-axis, 

   Einc = Eincnx.       (2.18) 

Next it is assumed that the lens has a good antireflection coating, so that the Fresnel 

transmission coefficients are 

  ts θ( ) = tp θ( ) = 1.      (2.19) 

Also, both sides of the lens are in the same medium.    EFF,i  is represented as 
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EFF,i θ,φ( ) = Einc cosφnθ − sinφnφ
⎡⎣ ⎤⎦ cosθ( )1/2

= Einc

cosθ + sin2φ 1− cosθ( )
− 1− cosθ( )sinφcosφ

−sinθ cosφ

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

cosθ( )1/2
,
   (2.20) 

 

where the final expression is expressed in Cartesian vector components.    EFF,i  is in 

terms of θ  and φ  because of the necessary coordinate transformations to project 

   EFF,i  along unit vectors  nθ  and  nφ . Therefore, Eq. (2.16) must first be written in terms 

of spherical polar coordinates,   r, θ, φ  r > 0, 0 ≤θ ≤ π, 0 ≤ φ ≤ 2π( )  as defined in Fig. 

2.3: 

  
s1x = sinθ cosφ,  s1y = sinθ sinφ,   s1z = cosθ,    (2.21) 

and because of symmetry, x, y, and z can be expressed as 

 

  x = ρ cosϕ,   y = ρ sinϕ,   z = z.    (2.22) 

 

where ρ  is the magnitude of vector mv and ϕ  is the angle between the z-axis and 

vector mv. 

 

Therefore,  

  
s1xx + s1y y + s1zz = ρ sinθ cos φ −ϕ( ) + zcosθ.    (2.23) 

 

The integral variables,   ds1xds1y / s1z , must also be expressed in terms of θ  and φ  

given by 

 

  

ds1xds1y

s1z

= dΩ = sinθdθdφ,     (2.24) 

 

where  dΩ  is an element of the solid angle  Ω.   

 

Letting   Einc = 1 and, substituting Eqs. (2.20) to (2.24) into Eq. (2.17), the expression 

for  Ei  in Cartesian components is: 
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Eix = −
ik1

2π
cosθ sinθ cosθ + 1− cosθ( )sin2φ⎡⎣ ⎤⎦0

2π

∫0

θmax∫
                            × exp ik1ρ sinθ cos φ −ϕ( )⎡⎣ ⎤⎦exp ik1zcosθ⎡⎣ ⎤⎦dθdφ,

Eiy =
ik1

2π
cosθ sinθ 1− cosθ( )sinφcosφ

0

2π

∫0

θmax∫
                            × exp ik1ρ sinθ cos φ −ϕ( )⎡⎣ ⎤⎦exp ik1zcosθ⎡⎣ ⎤⎦dθdφ,

Eiz =
ik1

2π
cosθ sin2θ cosφ

0

2π

∫0

θmax∫
                            × exp ik1ρ sinθ cos φ −ϕ( )⎡⎣ ⎤⎦exp ik1zcosθ⎡⎣ ⎤⎦dθdφ,

⎫

⎬

⎪
⎪
⎪
⎪
⎪
⎪

⎭

⎪
⎪
⎪
⎪
⎪
⎪

 (2.25) 

 

where  θmax  is the maximum incident angle defined as   ArcSin(NA / n1) . 

 

Equation (2.25) can be further simplified by expressing the φ  integrals in terms of 

Bessel functions by the following formulae 

 

  

cosnφexp iU cos φ − γ( )⎡⎣ ⎤⎦dφ0

2π

∫ = 2π i nJn U( )cosnγ ,

sinnφexp iU cos φ − γ( )⎡⎣ ⎤⎦dφ0

2π

∫ = 2π i nJn U( )sinnγ .

⎫
⎬
⎪

⎭
⎪
	
  	
  	
   (2.26) 

 

where n is an integer and Jn(U) is the Bessel function of the first kind and order n. A 

derivation of Eq. 2.26 is found in Ref. [2.3]. By using the double-angle identities: 

 
sinφcosφ = 1

2
sin2φ    and   sin2φ = 1

2
1− cos2φ( ),   (2.27) 

and applying Eq. (2.23), the simplified expressions of each component of  Ei  at point 

V are: 

 

  

Eix = −
ik1

2
Ii0 + Ii 2 cos 2ϕ( )⎡⎣ ⎤⎦,

Eiy = −
ik1

2
Ii 2 sin 2ϕ( )⎡⎣ ⎤⎦,

Eiz = −k1 Ii1cosϕ⎡⎣ ⎤⎦,

⎫

⎬

⎪
⎪
⎪

⎭

⎪
⎪
⎪

   (2.28) 

 

where the integrals Iin (n = 0, 1, 2) are grouped by Bessel function order: 
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Ii0 = cosθ
0

θmax∫ sinθ 1+ cosθ( )J0 k1ρ sinθ( )exp ik1zcosθ( )dθ,

Ii1 = cosθ
0

θmax∫ sin2θJ1 k1ρ sinθ( )exp ik1zcosθ( )dθ,

Ii 2 = cosθ
0

θmax∫ sinθ 1− cosθ( )J2 k1ρ sinθ( )exp ik1zcosθ( )dθ.

⎫

⎬

⎪
⎪

⎭

⎪
⎪

  (2.29) 

 

Calculating for the reflected electric field,  Er . Now that an expression for  Ei  has 

been derived, an expression for  Er can be formulated. At the interface   z = z0( )  in 

material 1, the incident electric field  Ei  is 

 

   
Ei x,y,z0( ) = −

ik1

2π
EFF,i

s1z

exp ik1 s1xx + s1y y + s1zz0
⎡⎣ ⎤⎦{ }

Ω1

∫∫ × ds1xds1y .   (2.30) 

 

This field, obeying Fresnel’s law of refraction, is reflected near the interface 

  z = z0 +δ( )  and is expressed as 

 

   
Er x,y,z0( ) = −

ik1

2π
Tr

(e) EFF,i

s1z

exp ik1 s1xx + s1y y + s1zz0
⎡⎣ ⎤⎦{ }

Ω1

∫∫ × ds1xds1y   (2.31) 

 

for the case of  δ → 0,  wherein no sign change has occurred yet for   s1z  since the field 

can still be considered approximately at the interface. T(e) is an operator that 

modulates    EFF,i  and is a function of the angle of incidence θ  and n1. The reflected 

field in material 1 can be represented as a superposition of plane waves and is a 

solution of the time-independent wave equation, given by: 

 

   
Er x,y,z( ) = −

ik1

2π
EFF,r

s1z

exp ik1 s1xx + s1y y − s1zz⎡⎣ ⎤⎦{ }
Ω1

∫∫ × ds1xds1y .  (2.32)  

 

Note that in Eq. (2.32), a change in sign of   s1z  was made to ensure that the reflected 

field travels in the backward direction. Using Eq. (2.32) as a boundary condition at 

  z = z0 for Eq. (2.33),    EFF,r  can be expressed as 

 

   EFF,r = Tr
(e)EFF,i exp 2ik1z0

⎡⎣ ⎤⎦.     (2.33)  
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The factor    Tr
(e)EFF,i  is solved in the same manner as    EFF,i . The field, however, is 

reflected by the interface. Therefore, the reflection of the s- and p-polarized 

components via the Fresnel reflection coefficients must be taken into consideration. It 

must be noted that all the Fresnel coefficients are functions of the incident angle, θ , 

such as  rs θ( ) . But the θ( )  has been dropped for the sake of brevity. The factor 

   Tr
(e)EFF,i  is now defined as  

 

   

Tr
(e)EFF,i = Einc −rp cosφnθ − rs sinφnφ

⎡⎣ ⎤⎦ cosθ( )1/2

= −Einc

rp cosθ − rs + rp cosθ( )sin2φ

rs + rp cosθ( )sinφcosφ

−rp sinθ cosφ

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

cosθ( )1/2
.
  (2.34) 

 

Substituting Eq. (2.34) into Eq. (2.33), EFF,r is now 

 

   

EFF,r = −Einc exp 2ik1z0( )
rp cosθ − sin2φ rs + rp cosθ( )

rs + rp cosθ( )sinφcosφ

−rp sinθ cosφ

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

cosθ( )1/2
.  (2.35) 

 

Eqs. (2.35) and Eqs. (2.21) – (2.24) are then substituted into Eq. (2.32) and 

assuming   Einc = 1,  

 

  

Erx =
ik1

2π
cosθ sinθ rp cosθ − rs + rp cosθ( )sin2φ⎡

⎣
⎤
⎦0

2π

∫0

θmax∫
                    × exp ik1ρ sinθ cos φ −ϕ( )⎡⎣ ⎤⎦exp −ik1zcosθ( )exp 2ik1z0( )dθdφ,

Ery =
ik1

2π
cosθ sinθ rs + rp cosθ( )sinφcosφ

0

2π

∫0

θmax∫
                    × exp ik1ρ sinθ cos φ −ϕ( )⎡⎣ ⎤⎦exp −ik1zcosθ( )exp 2ik1z0( )dθdφ,

Erz = −
ik1

2π
cosθ sin2θ(rp )cosφ

0

2π

∫0

θmax∫
                    × exp ik1ρ sinθ cos φ −ϕ( )⎡⎣ ⎤⎦exp −ik1zcosθ( )exp 2ik1z0( )dθdφ.

⎫

⎬

⎪
⎪
⎪
⎪
⎪
⎪

⎭

⎪
⎪
⎪
⎪
⎪
⎪

(2.36) 
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Applying Eqs. (2.26) and (2.27) to Eq. (2.36), gives a representation of the individual 

components of Er. 

 

  

Erx = −
ik1

2
Ir 0 + Ir 2 cos 2ϕ( )⎡⎣ ⎤⎦

Ery = −
ik1

2
Ir 2 sin 2ϕ( )⎡⎣ ⎤⎦

Erz = k1 Ir1cosϕ⎡⎣ ⎤⎦

⎫

⎬

⎪
⎪
⎪

⎭

⎪
⎪
⎪

    (2.37) 

where 

  

Ir 0 = cosθ
0

θmax∫ sinθ rs − rp cosθ( )J0 k1ρ sinθ( )
                         × exp −ik1zcosθ( )exp 2ik1z0( )dθ,

Ir1 = cosθ
0

θmax∫ sin2θ(rp )J1 k1ρ sinθ( )
                         × exp −ik1zcosθ( )exp 2ik1z0( )dθ,

Ir 2 = cosθ
0

θmax∫ sinθ rs + rp cosθ( )J2 k1ρ sinθ( )
                         × exp −ik1zcosθ( )exp 2ik1z0( )dθ.

⎫

⎬

⎪
⎪
⎪
⎪
⎪

⎭

⎪
⎪
⎪
⎪
⎪

   (2.38) 

 

Calculating for the transmitted electric field,  Et . Next, the transmitted field,  Et , is 

calculated. At the interface   z = z0( )  in material 1, the incident electric field   Ei  is given 

by Eq. (2.30). When the field is transmitted near the interface  z = z0 +δ( ) , it obeys 

Fresnel’s law and is expressed as 

 

   
Et x,y,z0( ) = −

ik1

2π
T(e) EFF,i

s1z

exp ik1 s1xx + s1y y + s1zz0
⎡⎣ ⎤⎦{ }

Ω1

∫∫ × ds1xds1y   (2.39) 

for the case of  δ → 0.  T(e) is an operator that modulates the amplitude a and is a 

function of the angle of incidence θ  and n1 and n2. The transmitted field in material 2 

can be represented as a superposition of plane waves and is a solution of the time-

independent wave equation, given by: 

 

   
Et x,y,z( ) = −

ik2

2π
EFF,t

s2z

exp ik2 s2xx + s2y y + s2zz⎡⎣ ⎤⎦{ }
Ω2

∫∫ × ds2xds2y .  (2.40)  

Note that in Eq. (2.40), the subscript 2 indicates that the transmitted field is in 

material 2. This now becomes a boundary condition problem wherein Eq. (2.40) must 
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satisfy the boundary condition imposed by Eq. (2.39). From the vectorial law of 

refraction, the relationship between    s1
!  and    s2

!  is [2.5] 

 

  k2s2x = k1s1x,   k2s2y = k1s1y .     (2.41) 

 

A coordinate transformation is made for 
   
s2
! = f s1

!( ) . The Jacobian for this 

transformation is defined as 

 

   
J0 =

∂ s2x,s2y( )
∂ s1x,s1y( ) =

k1

k2

⎛

⎝⎜
⎞

⎠⎟

2

,      (2.42) 

 

which was obtained from Eq. (2.41). Equation (2.40) in terms of    s1
!  becomes 

 

   

Et x,y,z( ) = −
ik2

2π
EFF,t exp ik1 s1xx + s1xy⎡⎣ ⎤⎦{ }

Ω1

∫∫

                         × exp ik2s2zz( ) k1

k2

⎛

⎝⎜
⎞

⎠⎟

2

ds1xds1y .

     (2.43) 

At   z = z0 , Eq. (2.43) will satisfy the boundary condition, Eq. (2.39) when 

 

   
EFF,t =

k2

k1

⎛

⎝⎜
⎞

⎠⎟
T(e) EFF,i

s1z

exp iz0 k1s1z − k2s2z( )⎡⎣ ⎤⎦.   (2.44) 

 

Substituting Eq. (2.44) into Eq. (2.43), the transmitted electric field  Et  in material 2 is 

 

   

Et x,y,z( ) = −
ik2

2

2πk1

T(e) EFF,i

s1z

exp iz0 k1s1z − k2s2z( )⎡⎣ ⎤⎦
Ω1

∫∫

                                     × exp ik1 s1xx + s1y y( )⎡
⎣

⎤
⎦exp ik2s2zz( )ds1xds1y .

 (2.45) 

 

The factor    T
(e)EFF,i  uses the same assumptions as when solving for    EFF,i . The case of 

the transmitted field, has been derived in Section 2.1 and is given by Eq. (2.10). 

Solving for this equation gives 
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T(e)EFF,i = Einc cosφtpnθ − sinφtSnφ
⎡⎣ ⎤⎦

n1

n2

cosθ( )1/2

= Einc

tp cosθ + sin2φ ts − tp cosθ( )
− ts − tp cosθ( )sinφcosφ

−tp sinθ cosφ

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

n1

n2

cosθ( )1/2
.

  (2.46) 

 

Substituting Eqs. (2.46) and Eqs. (2.21) – (2.24) into Eq. (2.45) and assuming that 

  Einc = 1,  Et  can be expressed as 

 

  

Etx = −
ik2

2

2πk1

n1

n2

cosθ sinθ tp cosθ + ts − tp cosθ( )sin2φ⎡
⎣

⎤
⎦0

2π

∫0

θmax∫
                                   × exp ik1ρ sinθ cos φ −ϕ( )⎡⎣ ⎤⎦exp ik2zcosθ( )
                                            × exp iz0 k1cosθ − k2 cosθ( )⎡⎣ ⎤⎦dθdφ,

Ety =
ik2

2

2πk1

n1

n2

cosθ sinθ ts − tp cosθ( )sinφcosφ
0

2π

∫0

θmax∫
                                   × exp ik1ρ sinθ cos φ −ϕ( )⎡⎣ ⎤⎦exp ik2zcosθ( )
                                            × exp iz0 k1cosθ − k2 cosθ( )⎡⎣ ⎤⎦dθdφ,

Etz =
ik2

2

2πk1

n1

n2

cosθ sin2θ(tp )cosφ
0

2π

∫0

θmax∫
                                   × exp ik1ρ sinθ cos φ −ϕ( )⎡⎣ ⎤⎦exp ik2zcosθ( )
                                            × exp iz0 k1cosθ − k2 cosθ( )⎡⎣ ⎤⎦dθdφ.

⎫

⎬

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪⎪

⎭

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

  (2.47) 

Applying Eqs. (2.26) and (2.27) to Eq. (2.47), gives a representation of the individual 

components of  Et  

  

Etx = −
ik2

2

2k1

n1

n2

It0 + It 2 cos 2ϕ( )⎡⎣ ⎤⎦,

Ety = −
ik2

2

2k1

n1

n2

It 2 sin 2ϕ( )⎡⎣ ⎤⎦,

Etz = −
k2

2

k1

n1

n2

Ii1cosϕ⎡⎣ ⎤⎦,

⎫

⎬

⎪
⎪
⎪
⎪

⎭

⎪
⎪
⎪
⎪

    (2.47) 
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where 

 

  

It0 = cosθ
0

θmax∫ sinθ ts + tp cosθ( )J0 k1ρ sinθ( )
                         × exp ik2zcosθ( )exp iz0 k1cosθ − k2 cosθ( )⎡⎣ ⎤⎦dθ,

It1 = cosθ
0

θmax∫ sin2θ(tp )J1 k1ρ sinθ( )
                         × exp ik2zcosθ( )exp iz0 k1cosθ − k2 cosθ( )⎡⎣ ⎤⎦dθ,

It 2 = cosθ
0

θmax∫ sinθ ts − tp cosθ( )J2 k1ρ sinθ( )
                        × exp ik2zcosθ( )exp iz0 k1cosθ − k2 cosθ( )⎡⎣ ⎤⎦dθ.

⎫

⎬

⎪
⎪
⎪
⎪
⎪

⎭

⎪
⎪
⎪
⎪
⎪

 (2.48) 

 

These equations along with Eqs. (2.28), (2.29), (2.37), and (2.38) are the necessary 

equations to visualize an electric field diffracted at an interface for linearly polarized 

illumination.  

 

2.2.2. Radial Polarization 

 

In studying radially and azimuthally polarized light, the same system described in 

Sections 2.1 and 2.2 is used along with the same geometry. But, the incident beam is 

expressed differently compared to linearly polarized light. The electric field prior to 

the lens is resolved into radial and azimuthal components [2.8 – 2.10],  

 

   
Einc = Einc,rad cosφnx + sinφny( ) +Einc,azi −sinφnx + cosφny( ).    (2.48) 

 

For radially polarized light, the azimuthal component,   Einc,azi = 0  in Eq. (2.48). 

Therefore, the incident light is completely p-polarized. Using the same methodology 

in Section 2.2.1, the incident, reflected, and transmitted electric fields on the interface 

can be computed. 

 

Incident electric field,   Erad . The field right after the aplanatic lens,    EFF,i,rad , using Eq. 

(2.48) as the field before the lens, is 

 

   

EFF,i,rad = Einc,i,rad

cosθ cosφ
cosθ sinφ
−sinφ

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

cosθ( )1/2
.   (2.49) 
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From this point onwards, it is assumed that   Einc,i,rad = 1,  the resulting incident electric 

field, Ei, in individual Cartesian components is 

  

Eix,rad = −ik1 iIi1,rad cosϕ⎡⎣ ⎤⎦,

Eiy ,rad = −ik1 iIi1,rad sinϕ⎡⎣ ⎤⎦,

Eiz,rad = ik1 iIi0,rad sinθ⎡⎣ ⎤⎦,

⎫

⎬
⎪⎪

⎭
⎪
⎪

    (2.50) 

where 

  

Ii0,rad = cosθ( )1/2
sinθ

0

θmax

∫ J0 k1ρ sinθ( )exp ik1zcosθ( )dθ,

Ii1,rad = cosθ( )3/2
sinθ

0

θmax

∫ J1 k1ρ sinθ( )exp ik1zcosθ( )dθ.

⎫

⎬

⎪
⎪

⎭

⎪
⎪

  (2.51) 

 

Reflected electric field,    Er ,rad . The vector field amplitude    EFF,r,rad , is expressed as 

 

   

EFF,r,rad = −Einc,i,radrp

cosθ cosφ
cosθ sinφ
−sinφ

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

cosθ( )1/2
,    (2.52) 

 

where the negative sign is a result of the reflection of the field and rp is the Fresnel 

reflection coefficient. The field reflected by the interface,    Er ,rad , is 

 

  

Erx,rad = ik1 iIr1,rad cosϕ⎡⎣ ⎤⎦,

Ery ,rad = ik1 iIr1,rad sinϕ⎡⎣ ⎤⎦,

Erz,rad = −ik1 iIr 0,rad sinθ⎡⎣ ⎤⎦,

⎫

⎬
⎪⎪

⎭
⎪
⎪

    (2.53) 

where 

  

Ir 0,rad = cosθ( )1/2
sinθ rp( )

0

θmax

∫ J0 k1ρ sinθ( )exp −ik1zcosθ( )exp 2ik1z0( )dθ,

Ir1,rad = cosθ( )3/2
sinθ rp( )

0

θmax

∫ J1 k1ρ sinθ( )exp −ik1zcosθ( )exp 2ik1z0( )dθ.

⎫

⎬

⎪
⎪

⎭

⎪
⎪

  (2.54) 
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Transmitted electric field,    Et ,rad . The vector field amplitude,    EFF,t,rad , is expressed as 

   

EFF,t,rad = Einc,i,radtp

cosθ cosφ
cosθ sinφ
−sinφ

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

n1

n2

cosθ( )1/2
.    (2.55) 

The transmitted electric field diffracted across the interface,    Et ,rad , can now be 

expressed as 

 

  

Etx,rad = −
ik2

2

k1

n1

n2

iIt1,rad cosϕ⎡⎣ ⎤⎦,

Ety ,rad = −
ik2

2

k1

n1

n2

iIt1,rad sinϕ⎡⎣ ⎤⎦,

Etz,rad =
ik2

2

k1

n1

n2

iIt0,rad sinθ⎡⎣ ⎤⎦,

⎫

⎬

⎪
⎪
⎪
⎪

⎭

⎪
⎪
⎪
⎪

    (2.56) 

where 

  

It0,rad = cosθ( )1/2
sinθ

0

θmax

∫ tp( )J0 k1ρ sinθ( )
              × exp ik2zcosθ( )exp iz0 k1cosθ − k2 cosθ( )⎡⎣ ⎤⎦dθ,

It1,rad = cosθ( )3/2
sinθ

0

θmax

∫ tp( )J0 k1ρ sinθ( )
              × exp ik2zcosθ( )exp iz0 k1cosθ − k2 cosθ( )⎡⎣ ⎤⎦dθ.

⎫

⎬

⎪
⎪
⎪
⎪

⎭

⎪
⎪
⎪
⎪

  (2.57) 

 

To construct the radial, azimuthal, and longitudinal components of the incident, 

reflected and transmitted fields, the following transformations are used [2.8]: 

 

  

Eρ ,* = Ejx,* cosφ +Ejy ,* sinφ,

Eφ,* = −Ejx,* sinφ +Ejy ,* cosφ,

Ez,* = Ejz,*,

⎫

⎬
⎪⎪

⎭
⎪
⎪

     (2.58) 

 

where  ρ,   φ,  and  z  represent the radial, azimuthal and longitudinal components, 

respectively, and the * indicates the type of polarization – radial or azimuthal. For 

radial polarization, the   Eφ,rad = 0.   
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2.2.3. Azimuthal Polarization 

 

For azimuthally polarized light, the radial component,   Einc,rad = 0  in Eq. (2.48). 

Therefore, the incident light is completely s-polarized. The mathematical 

representations of the incident, reflected, and transmitted electric fields on the 

interface are summarized below. 

 

Incident electric field,    Ei,azi . The field right after the aplanatic lens,    EFF,i,azi , using Eq. 

(2.48) as the field before the lens, is 

 

   

EFF,i,azi =
−sinφ
cosφ

0

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

cosθ( )1/2
.      (2.59) 

The incident electric field,    Ei,azi , in Cartesian coordinates is 

 

  

Eix,azi = ik1 iIi1,azi sinϕ⎡⎣ ⎤⎦,

Eiy ,azi = −ik1 iIi1,azi cosϕ⎡⎣ ⎤⎦,

⎫
⎬
⎪

⎭⎪
     (2.60) 

where 

  
Ii1,azi = cosθ( )1/2

sinθJ1 k1ρ sinθ( )exp ik1zcosθ( )dθ.
0

θmax

∫    (2.61) 

 

Reflected electric field,    Er ,azi . The vector field amplitude,    EFF,r ,azi , is given by 

 

   

EFF,r ,azi = rs

−sinφ
cosφ

0

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

cosθ( )1/2
.     (2.62) 

The resulting reflected electric field is 

 

  

Erx,azi = ik1 iIr1,azi sinϕ⎡⎣ ⎤⎦,

Ery ,azi = −ik1 iIr1,azi cosϕ⎡⎣ ⎤⎦,

⎫
⎬
⎪

⎭⎪
    (2.63) 
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where 

  
Ir1,azi = cosθ( )1/2

sinθ rs( )J1 k1ρ sinθ( )exp −ik1zcosθ( )exp 2ik1z0( )dθ.
0

θmax

∫   (2.64) 

Transmitted electric field,    Et ,azi . The vector field amplitude,    EFF,t ,azi , is given by 

   

EFF,r ,azi = ts

−sinφ
cosφ

0

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

n1

n2

cosθ( )1/2
.   (2.65) 

The transmitted electric field in Cartesian coordinates can be represented as 

 

  

Etx,azi =
ik2

2

k1

n1

n2

iIr1,azi sinϕ⎡⎣ ⎤⎦,

Ety ,azi = −
ik2

2

k1

n1

n2

iIr1,azi cosϕ⎡⎣ ⎤⎦,

⎫

⎬

⎪
⎪

⎭

⎪
⎪

   (2.66) 

where 

  

It1,azi = cosθ( )1/2
sinθJ1 k1ρ sinθ( )

0

θmax

∫
                 × exp ik2zcosθ( )exp iz0 k1cosθ − k2 cosθ( )⎡⎣ ⎤⎦dθ.

  (2.67) 

 

As shown above, azimuthally polarized light has no longitudinal component and 

propagates as a purely transverse polarization field [2.8-2.9]. 

 

The results presented in this entire section can be extended to multi-layer interfaces 

by using generalized Fresnel reflection/transmission coefficients that take into 

consideration the entire structure of the media. The generalized Fresnel reflection 

coefficient between region i and region i + 1 for an N-layered medium is defined as 

[2.11] 

 

   

!Ri,i+1 =
Ri,i+1 + !Ri+1,i+2 exp 2iki+1,z di+1 − di( )⎡⎣ ⎤⎦
1+Ri,i+1

!Ri+1,i+2 exp 2iki+1,z di+1 − di( )⎡⎣ ⎤⎦
,     (2.68) 

 

where di and di+1 are the thicknesses of regions i and i + 1, respectively. The 

generalized transmission coefficient is defined as [2.11] 
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!T1N = exp ik jz d j − d j−1( )⎡

⎣
⎤
⎦

j=1

N−1

∏ Sj , j+1,   (2.69)  

where   d0 = d1  and   Sj , j+1  has the form of 

   
Si−1,i =

Ti−1,i

1−Ri,i−1
!Ri,i+1exp 2ikiz di − di−1( )⎡⎣ ⎤⎦

.        (2.70) 

The dummy indices are substituted from Eq. (2.68) into Eq. (2.69). 

 

2.3. POLARIZATION DEPENDENCE OF A FOCUSED ELECTRIC FIELD ACROSS 

AN INTERFACE 

 

From the theory discussed in the previous sections, the nature of the focused beam 

is different depending on the polarization of the incident beam. In this section, the 

behavior of the focused beam for the three types of polarizations by visualizing the 

diffracted electric field through numerical simulations is discussed. The equations 

used for the simulations are those derived in Section 2.2. A glass/air interface was 

chosen as proof-of-principle of the derived equations. 

 

The numerical simulations model a system wherein a laser beam with a λ = 532 nm 

is focused by an aplanatic microscope objective lens with a NA of 1.49. A high NA 

(NA > 1) objective lens is chosen to obtain higher spatial resolution as compared to a 

low NA (NA < 1) objective lens. The focused beam illuminates glass/air interface (n1 

= 1.525, n2 = 1) located at   z0 = 0 . The polarization of the laser beam could be 

chosen to be linear, radial or azimuthal.  

 

2.3.1. Linear Polarization 

 

Figures 2.4a – 2.4b show a linearly polarized beam being focused on a glass/air 

interface. The distribution of the beam is different below the interface (glass) and 

above the interface (air). A standing wave pattern is observed in the glass material, 

which is a denser material compared to air. This pattern is due to the superposition of 

the incident and reflected plane wave components in the glass. It can also be 

observed that the reflected waves away from the focused spot are not transmitted 

across the interface. This is because the reflection at the interface is caused by total 

internal reflection, when the angle of incidence θ  is larger than the critical angle  θc . 

It is also observed that the profile of the focused spot is different in Fig. 2.4a 



	
   33	
  

compared to Fig. 2.4b. This is because the focused spot is elliptical in shape, as 

shown in Fig. 2.4c. The focused spot is the sum of the    Ex

2
,  

   
Ey

2
,  and    Ez

2
 fields 

(Figs. 2.4d – 2.4f). The strongest of the three components is  Ex . The weakest of the 

three is the depolarized  Ey component. However, the longitudinal field,  Ez , has a 

relatively strong contribution to total field, being only half of   Ex.  There are two 

reasons why this is so. The first reason is the use of a high NA lens, which can aide 

in generating a stronger  Ez  field. The second reason is due to the presence of the 

interface. [2.1] The boundary conditions at the interface state that the transverse field 

components  Ex  and  Ey  must be continuous across the interface. The longitudinal 

field, however, scales as [2.1] 

  Ez1ε1 = Ez2ε2.       (2.71) 

The longitudinal field is composed of two maxima. These two maxima are along the 

polarization direction, which in this case is the x-axis. Therefore, the resulting 

focused spot is elongated.  

 

 
 
Figure 2.4 Electric field distribution of a linearly polarized beam focused by an aplanatic lens 
(NA = 1.49) on a glass/air interface (n1 = 1.525, n2 = 1). Each image has dimensions of 1 µm 
x 1 µm. Images (a) and (b) show a cross-sectional view of the field as it moves from glass 
(bottom) to air (top). The white horizontal indicates the interface located at   z0 = 0.   The 
intensity of the (c) total electric field is composed of the (d) |Ex|2, (e) |Ey|2, and (f) |Ez|2 
components. Bright areas indicate high intensity and dark areas indicate low intensity. 
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2.3.2. Radial Polarization 

 

Figures 2.5a and 2.5b show a focused radially polarized beam impinging on the 

glass/air interface. The transverse field or radial component has an on axis null 

through the focus. The longitudinal component, however, has a bright central spot at 

the focus. The reason is due to the distribution of each component. The radial 

component (Fig. 2.5c) has a donut-like shape as it propagates, wherein the center 

has zero intensity. This is a consequence of the beam being out of phase at opposite 

sides [2.9]. The longitudinal component, on the other hand, has a center lobe with 

high intensity that is surrounded by a halo of weaker intensity (Fig. 2.5d). Their 

phases are opposite causing a null area between them. Comparing the intensities of 

the radial and the longitudinal component, the longitudinal component is stronger 

than the radial component. This is because of the high NA of the objective lens.  

 

For applications that utilize the longitudinal component to excite the sample, radial 

polarization is a good choice because of its intense single lobe feature. Linear 

polarization can also be used, but probing the sample would be more difficult due to 

the double lobes.  

 

 
 
Figure 2.5 Electric field distribution of a radially polarized beam focused by an aplanatic lens 
(NA = 1.49) on a glass/air interface (n1 = 1.525, n2 = 1). Each image has dimensions of 1 µm 
x 1 µm. Cross-sectional views of the (a) transverse and (b) longitudinal fields as they move 
from glass (bottom) to air (top) are shown. The white horizontal indicates the interface located 
at   z0 = 0.  The intensity distribution of the (c) transverse and (d) longitudinal fields in the x-y 
plane. 
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2.3.3. Azimuthal Polarization 

 

The transverse field of azimuthally polarized light exhibits the same on axis null 

through the focus as shown in Fig. 2.6a. This is because transverse field exhibits the 

same donut-like shape as that of radially polarized light (Fig. 2.6b). Azimuthally 

polarized light, though, has no longitudinal component as shown in theory. 

 

 
 
Figure 2.6 Electric field distribution of an azimuthally polarized beam focused by an aplanatic 
lens (NA = 1.49) on a glass/air interface (n1 = 1.525, n2 = 1). Each image has dimensions of 1 
µm x 1 µm. Cross-sectional view of the (a) transverse field as it moves from glass (bottom) to 
air (top) are shown. The white horizontal indicates the interface located at   z0 = 0.  The 
intensity distribution of the (c) transverse field in the x-y plane. 
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Chapter 3: Strained Silicon: a Theoretical Study 
 

In the semiconductor industry, strained Silicon (ε-Si) is utilized in transistors by 

inducing strain to increase electron flow. This chapter discusses the relationship of 

strain and stress to the crystal structure and phonon modes of Si from a theoretical 

point of view. Phonon mode detection based on the Raman tensors is also explored. 

An experimental system using a backscattering geometry was modeled. The 

distribution of the electric field in the ε-Si sample is also discussed. Numerical 

simulations are conducted based on the equations derived in Chapter 2.   

 

3.1. RAMAN SCATTERING IN CRYSTALS 

 

Measuring the Raman spectrum of a crystal structure, such as silicon (Si), via micro-

Raman spectroscopy, is one of the main methods for obtaining information about its 

lattice vibration frequencies [3.1]. These quantized lattice vibrations are called 

phonons [3.2-3.4] and mathematically expressed as [3.2] 

 

  
Qj = Aj exp ±i q j ⋅ r −ω j t( )⎡

⎣
⎤
⎦      (3.1) 

where Qj is the normal coordinate of the vibration, Aj is a constant, qj is the 

wavevector, r is the position vector, ωj is the frequency at a time t. Raman scattering 

can occur when there is a change in the electrical susceptibility of the crystal, which 

is caused by lattice vibrations. The classical treatment of Raman scattering in 

crystals is explained in brief [3.2, 3.5]. An incident monochromatic light with 

frequency, ωi, irradiates a crystal in a direction ki, generating an electric field, E, at a 

point r, expressed as 

  
E = E0 exp i ki ⋅ r −ω it( )⎡⎣ ⎤⎦.      (3.2) 

This electric field induces an electric moment P given by 

  
P = ε0χ ⋅E0 exp i ki ⋅ r −ω it( )⎡⎣ ⎤⎦     (3.3) 

where χ is the susceptibility tensor describing the response of the crystal to the 

electric field. The susceptibility can be expressed as a function of vibrations, having 

normal mode of vibration j, 

  
χ = χ0 +

∂χ
∂Qj

⎛

⎝
⎜

⎞

⎠
⎟

0

Qj +
∂χ

∂Qj ∂Qk

⎛

⎝
⎜

⎞

⎠
⎟

0

QjQk + ...    (3.4) 

Combining Eqs. (3.3) and (3.4), we have 
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P = ε0χ0 ⋅E0 exp i ki ⋅ r −ω it( )⎡⎣ ⎤⎦

+ε0χ0 ⋅E0

∂χ
∂Qj

⎛

⎝
⎜

⎞

⎠
⎟

0

Aj exp −i ω i ±ω j( )t⎡
⎣

⎤
⎦exp i(ki ± q j ) ⋅ r⎡⎣ ⎤⎦.

  (3.5) 

This shows that, in a crystal, the induced moment will scatter light with three distinct 

frequencies: ωi, Rayleigh scattering, ωi + ωj, anti-Stokes and ωi – ωj, Stokes Raman 

scattering. The anti-Stokes and Stokes propagate in the direction determined by 

 ki ± q j . The Raman effect will occur when ωj is an optical frequency of the crystal. 

The Raman scattering process observes the conservation of energy. More 

importantly, it also observes the conservation of momentum, as shown from our 

analysis above. As a consequence, lattice waves have directional properties. Hence, 

in crystals, the Raman spectrum is dependent on the orientation of the 

crystallographic axes with respect to the direction and polarization of both the 

excitation and the scattered light [3.5]. 

  

3.2. EXCITATION AND DETECTION OF PHONON MODES 

 

In a cubic crystal of Si, there are three propagation directions of great interest. These 

are the [100], [110], and [111] directions corresponding to the cube edge, face 

diagonal, and body diagonal, respectively. When a wave travels along any of these 

directions, the phonons can be described to have longitudinal polarization (Fig. 3.1a) 

or transverse polarization (Fig. 3.1b) depending on whether their displacements are 

parallel or perpendicular to the direction of the wave vector [3.3, 3.6]. For Si, there 

are three optical phonon modes: one longitudinal optical (LO) phonon mode and two 

transverse optical (TO1 and TO2) modes, whose names describe their polarization. 

Physical observation of these phonon modes, in the form of scattered Raman 

intensity, is governed by the polarization selection rules dictated by the Raman 

tensors.  
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Figure 3.1. Displacement of atoms when encountering (a) longitudinal and (b) transverse 
waves. Dashed lines indicate planes of atoms when in equilibrium. Solid lines indicate 
displacement. The coordinate r is the measure of displacement of the planes. [Adapted from 
Ref. 3.3]   
 
3.2.1. Silicon Raman Tensors in Crystal and Sample Coordinates 
 

The intensity of scattered Raman light, I, is related to the Raman tensor Rj by [3.2] 

  
I ∝ es

TRje i

2
,

j
∑      (3.6) 

where Rj is the Raman tensor for the jth active phonon mode, ei and es are the 

polarization unit vectors of the incident and scattered light, respectively. The 

superscript T indicates a transpose of the scattered electric field vector.  The Raman 

tensors, Rj, for stress-free silicon were derived by Loudon [3.1] in the crystal 

coordinate system x = [100], y = [010], and z = [001]: 

 

  

Rx =
0 0 0
0 0 d
0 d 0

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
,  Ry =

0 0 d
0 0 0
d 0 0

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
,  Rz =

0 d 0
d 0 0
0 0 0

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
,   (3.7)  

 

where d is a constant dependent on the Raman polarizability of the sample. For the 

micro-Raman experiments, a backscattering geometry is employed, wherein the 

incident laser beam is traveling along the +z-axis and the scattered light is collected 

in the –z direction by the same microscope objective lens. In the case of 

backscattering from a (001) surface, Rx and Ry are the Raman tensors corresponding 

to TO1 and TO2 phonons, respectively, while Rz corresponds to LO phonon. These 

assignments are relative and depend on the surface from which scattering is 

observed (e.g. in backscattering from a (100) surface, Rx corresponds to the LO 

phonon [3.2]). 
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In this study, the edges of the nanowire are aligned along the [110] direction. Thus, 

the Si Raman tensors expressed in the crystal axes (x, y, z) need to be transformed 

to the sample coordinate (x’, y’, z’) axes using the tensor rotation, wherein the 

sample is rotated 45˚ from the crystal axes (Figure 3.2).  For the sample coordinate 

axes, the Raman tensors are [3.7]: 

 

  

Rx ' =
1
2

0 0 d
0 0 d
d d 0

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
,  Ry ' =

1
2

0 0 d
0 0 −d
d −d 0

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
,  Rz ' =

d 0 0
0 −d 0
0 0 0

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
.   (3.8) 

 

From the polarization selection rule, Eq. (3.6), and the Raman tensors, only the LO 

phonons (Rz and Rz’) can be observed for backscattering geometry along the z and 

z’-axes in both crystal and sample coordinate system. On the other hand, TO phonon 

modes, theoretically, cannot be detected when using the same backscattering 

configuration. 

 

 
 
Figure 3.2. Crystal (x, y, z) and sample (x’, y’, z’) coordinate systems. The sample coordinate 
system is rotate 45˚ around the z-axis with respect to the crystal coordinate system [Adapted 
from Ref. 3.8 with permission from ACS Publications]. 
 
To facilitate the discussion of the polarization and scattering configuration from the Si 

crystal, we shall use the Porto notation for the rest of this text, e.g. [3.9] 
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The bar on top of the propagation direction indicates backscattering geometry. 
 
 

3.2.2. Using a High Numerical Aperture Objective Lens to Excite Transverse 

Optical Phonon Modes 

 

From the discussion in the previous section, TO phonon modes cannot be detected, 

in theory, because the backscattering geometry limits the excitation polarization only 

to x’- or y’-polarization. If it were possible to generate z’-polarization, then TO phonon 

modes can be detected. A solution to this problem would be the utilization of a high 

NA objective lens. 

 

For a low NA lens, Raman intensity calculation is typically based on the simplified 

Raman signal collection efficiency (ei and es) from x’- or y’- polarization.  The z’- 

polarization is ignored, whereas the x’- and y’- polarizations are set either to unity 

(detectable) or zero (undetectable) depending on the analyzer setting. It was found, 

however, that when the NA of the objective lens is sufficiently high (i.e., NA > 1.0), 

the z’- component is no longer negligible, making it possible to detect the TO phonon 

[3.10, 3.11]. Moreover, the depolarized (y’-component) light at the focus also 

increases and becomes comparable to the z’-component for linearly x’-polarized 

incident light as shown in Fig. 3.3. Therefore, contributions from the depolarized light 

cannot be ignored in the analysis of the scattered Raman signal.  The configuration 

  z ' x ',y '( )z '  is an example for this case in polarized micro-Raman spectroscopy.  
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Figure 3.3. Change in polarization due to high NA objective lens. 

 

3.2.3. Importance of Transverse Optical Phonon Mode Detection for Stress 

Determination in Silicon 

 

The phonon mode frequencies of crystalline Si are selectively modified when Si is 

subjected to mechanical stress or strain [3.2].  Figure 3.4a – c illustrates the phonon 

modes at different stress states. When no strain is present (Fig. 3.4a), only a single 

triply degenerated phonon mode can be detected [3.8], which, in the case of (001)-

oriented Si surface, has a peak frequency of about ω0 ≈ 520 cm-1 at room 

temperature [3.2]. In the presence of a bi-isotropic in-plane strain (   ε 'xx = ε 'yy ), 

however, the degeneracy is lifted and the original single phonon will split into two 

(Fig. 3.4b): the singlet LO and the doublet TO. When anisotropic strain (  ε 'xx ≠ ε 'yy ) is 

present, the doublet TO further splits into two singlet phonon modes (Fig. 3.4c) 

resulting to three phonon modes in total. To get a complete picture of stress 

experienced by a Si structure, such as ε-Si, all three phonon modes must be 

measured, either individually or collectively. It is theoretically possible to detect all 

three phonon modes either when the incident or scattered electric fields are not 

parallel to the sample surface or when the sample surface is not (001)-oriented [3.4, 

3.12] 

 

The three optical phonon modes in the presence of strain can be obtained by solving 

the secular equation [3.2, 3.13]: 

  

pε11 + q ε22 + ε33( )− λ 2rε12 2rε13

2rε12 pε22 + q ε33 + ε11( )− λ 2rε23

2rε13 2rε23 pε33 + q ε11 + ε22( )− λ

= 0,  (3.9) 
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where p, q, and r are the phonon deformation potentials (PDP) related to the material 

and εij are the components of the strain tensor. Following the formalism of de Wolf 

[3.2], the eigenvalues λj are defined as 

  λ j =ω j
2 −ω j 0

2       (3.10) 

  
Δω j =ω j −ω j 0 ≈

λ j

2ω j 0

.    (3.11) 

Here, ωj (j = 1, 2, 3) and ωj0 represent the Raman frequencies in the presence and 

absence of stress, respectively. Hooke’s Law relates the strain tensors, ε’ijkl, to the 

stress tensors, σ’ijkl, represented as 

  
σ 'ij = c 'ijkl ε 'kl ,

ijkl
∑      (3.12) 

where c’ijkl is the stiffness tensor. This serves as the starting point for calculating the 

stress in ε-Si nanostructures, which will be discussed further in Chapter 4. 

 

 
Figure 3.4. Phonon mode splitting for various types of induced strain. (a) In the absence of 
strain, the detected phonon frequency is triply degenerate, consisting of the LO and TO 
phonon modes. (b) In the case of bi-isotropic strain (nanomembrane), the triply degenerate 
mode is split into two singlet LO and doublet TO. (c) When anisotropic strain is present, the 
doublet TO is further split into two singlet TO phonon modes resulting to three phonon modes 
in total: one singlet LO and two singlet TO. [Taken from Ref. 3.8 with permission from ACS 
Publications.] 
 

3.3. THREE-DIMENSIONAL ELECTRIC FIELD CALCULATIONS: POLARIZATION 

DEPENDENCE 

 

To accurately describe the scattering process involving illumination and collection by 

a high NA lens (NA > 1), the ei cannot be assumed to be constant across the focal 

volume. Considering all the non-negligible effects discussed in Section 3.2.2., the 

intensity of the Raman mode can be rewritten as [3.10]: 
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Ii = I0 R α,β,γ( )
EscaX θ,φ,η( )
EscaY θ,φ,η( )
EscaZ θ,φ,η( )

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

T

× Ri •R α,β,γ( )
E 'x
E 'y
E 'z

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

2

sinθ dθ dφ
0

θmax

∫
0

2π

∫
i
∑   

(3.13) 

 

where I0 is the incident intensity, η is the angle of the analyzer with respect to the x’ – 

axis, and θ and φ are the polar and azimuthal angles, respectively. E’x, E’y and E’z are 

the incident electric fields in the crystal coordinate system (x,y,z). Ri is the Raman 

tensor also in the crystal coordinate system, which is transformed into the sample 

coordinate system (x’,y’,z’) using the Euler rotation matrix [3.14],   R α,β,γ( ) , defined 

as: 

 

  

R α,β,γ( ) =
cosα cosγ − sinα cosβ sinγ −cosα sinγ − sinα cosβ cosγ sinα sinβ
sinα cosγ + cosα cosβ sinγ −sinα sinγ + cosα cosβ cosγ −cosα sinβ

sinβ sinγ sinβ cosγ cosβ

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

 

(3.14) 

 

As discussed in Chapter 2, the incident electric field, Ei, can be generated 

numerically for different kinds of polarization. When linearly polarized light, 

   E 'Lin = x ',y ',z ',d( ) , is focused onto ε-Si, the electric field distribution within the ε-Si is 

represented as [3.15 – 3.21]: 

 

   

E 'Lin x ',y ',z ',d( ) =
−i F0 x ',y ',z ',d( ) + F2 x ',y ',z ',d( ){ }

−iF2 x ',y ',z ',d( ) 2x 'y '
x '2+ y '2

−2F1 x ',y ',z ',d( ) x '
x '2+ y '2

⎡

⎣

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

   (3.15) 

 

where   F0 x ',y ',z ',d( ) ,   F1 x ',y ',z ',d( ) , and   F2 x ',y ',z ',d( ) are written as 
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F0(x ',y ',z ',d) = cosθ sinθ
θmin

θmax∫ J0 kx '1(θ ) x '2+ y '2( )×

 

tp01(θ,d) 1−
ε0

ε1

sinθ
⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

2

+ ts01(θ,d)

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

exp ikz '1(θ )z '⎡⎣ ⎤⎦ +

−rp01(θ,d) 1−
ε0

ε1

sinθ
⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

2

+ rs01(θ,d)

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

exp −ikz '1(θ )z + 2idkz '1(θ )⎡⎣ ⎤⎦

⎧

⎨

⎪
⎪
⎪⎪

⎩

⎪
⎪
⎪
⎪

⎫

⎬

⎪
⎪
⎪⎪

⎭

⎪
⎪
⎪
⎪

dθ
 (3.16) 

 

  

F1(x ',y ',z ',d) = cosθ sin2θ
θmin

θmax∫
ε0

ε1

J1 kx '1(θ ) x '2+ y '2( )×
tp01(θ,d)exp ikz '1(θ )z '⎡⎣ ⎤⎦ − rp01(θ,d)exp −ikz '1(θ )z '+ 2idkz '1(θ )⎡⎣ ⎤⎦{ }dθ

  (3.17) 

 

  

F2(x ',y ',z ',d) = cosθ sinθ
θmin

θmax∫ J2 kx '1(θ ) x '2+ y '2( )×
ts01(θ,d)− tp01(θ,d) 1−

ε0

ε1

sinθ
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⎞

⎠
⎟⎟

2⎛

⎝

⎜
⎜
⎜
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⎟
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rs01(θ,d)+ rp01(θ,d) 1−
ε0

ε1

sinθ
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⎟
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⎧
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⎪
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⎪
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⎪
⎪
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⎭

⎪
⎪
⎪
⎪

dθ
  (3.18) 

 

where θ is the incident angle of light, ε0 and ε1 are the dielectric constants of oil and 

ε-Si, respectively. θmin and θmax are the minimum and maximum angles corresponding 

to   sin−1(NA / ε0 ) .  The   kx '1 θ( )  and   kz '1 θ( )  are the x’- and z’-components of the 

wavenumbers in ε-Si, respectively. The   tp01 θ,d( )  and   rp01 θ,d( )  are the transmission 

and reflection Fresnel coefficients for p-polarized light at the ε-Si/SiO2 interface and 

ε-Si/oil interface, respectively. Fresnel coefficients of the three layers were calculated 

by taking into account multiple reflections at different interfaces as outlined in the 

next section (Section 3.4) and in Chapter 2.  In order to consider the attenuation due 

to the absorption of light crossing the ε-Si layer, Fresnel coefficients are also 

expressed as a function of thickness d. For high NA lens illumination, the z’-

component is small but not negligible.  This means that the scattered light comprises 

both LO and TO modes. When the scattered Raman passes through the analyzer 

that is oriented parallel to the incident polarization, LO phonons could be suppressed. 
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However, the analyzer cannot block the scattered light of the depolarized, 

  F2 x ',y ',z ',d( ) , signal, which excites LO as well. Thus, even under linearly polarized 

Raman measurement, both LO and TO are excited and detected. 

 

In addition to the use of linear polarization, radially polarized light can also be utilized 

to further increase the z’-component of the electric field – a prerequisite for TO 

excitation – while also achieving tighter focus [3.22]. This indicates that by using 

radially polarized light [3.10], both TO and LO phonons can be excited.   In order to 

enhance the intensity of TO phonon relative to LO phonon mode, it is necessary to 

increase the longitudinal electric field relative to the transverse field.  Radial 

polarization is the promising approach for this purpose combined with a high NA lens. 

 

When radially polarized light is focused onto the planar surface (x’y’ plane) through a 

high NA oil immersion lens, the electric field distribution inside the ε-Si is given by 

[3.15 – 3.21]: 

 

   

Erad (x ',y ',z ',d) =

iFrad (x ',y ',z ',d) x '
x '2+ y '2

iFrad (x ',y ',z ',d) y '
x '2+ y '2

−Grad (x ',y ',z ',d)

⎡

⎣

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

,    (3.19) 

 

 where    Erad x ',y ',z ',d( )  is the electric field vector having x’, y’ and z’- component of 

the light at each depth d ( 0 ≤ d ≤ 15 nm) of the ε-Si sample.  The explicit forms of the 

terms   Frad (x ',y ',z ',d)  and   Grad (x ',y ',z ',d)  are given by: 

 

  

Frad (x ',y ',z ',d) = cosθ sinθ 1−
ε0

ε1

sinθ
⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

2

θmin

θmax∫ J1 kx '1(θ ) x '2+ y '2( )×
tp01(θ,d)exp ikz '1(θ )z '⎡⎣ ⎤⎦ + rp01(θ,d)exp −ikz '1(θ )z '+ 2idkz '1(θ )⎡⎣ ⎤⎦{ }dθ

  (3.20) 
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Grad (x ',y ',z ',d) = cosθ sinθ
ε0

ε1

sinθ
θmin

θmax∫ J0 kx '1(θ ) x '2+ y '2( )×
tp01(θ,d)exp ikz '1(θ )z '⎡⎣ ⎤⎦ − rp01(θ,d)exp −ikz '1(θ )z '+ 2idkz '1(θ )⎡⎣ ⎤⎦{ }dθ

  (3.21) 

 

In the case of azimuthally polarized light, the z-component of the electric field is zero. 

From the Raman polarization selection rules [3.23, 3.24], this indicates that only LO 

phonons can be detected simply because there is no z-polarized component to excite 

the TO phonons. However, the focus spot profile shows a donut shape [3.25], which 

degrades the spatial resolution. This is because when the donut shaped focus 

illuminates the sample, it essentially irradiates two different areas of the sample, and 

it has a larger focus spot as compared to radial polarization, which has a tighter focus 

spot. The components of the electric field distributions created by azimuthally 

polarized,    Eazi (x,y,z,d) , light are given by [3.15 – 3.21]: 

 

   

Eazi x ',y ',z ',d( ) =

Fazi x ',y ',z ',d( ) y '
x '2+ y '2

Fazi x ',y ',z ',d( ) x '
x '2+ y '2

0

⎡
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⎢
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⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

,    (3.22) 

 

where the corresponding form of   Fazi (x ',y ',z ',d)  is described below: 	
   

  

Fazi (x ',y ',z ',d) = cosθ sinθ
θmin

θmax∫ J1 kx '1(θ ) x '2+ y '2( )×
ts01(θ,d)exp ikz '1(θ )z '⎡⎣ ⎤⎦ + rs01(θ,d)exp −ikz '1(θ )z '+ 2idkz '1(θ )⎡⎣ ⎤⎦{ }dθ

 (3.23) 

 

where   ts01(θ,d)  and   rs01(θ,d) are the Fresnel coefficients for s-polarized light. 

 

In the backscattering configuration, the same lens is used for the collection of the 

scattered electric field, 

  

EscaX θ,φ,η( )
EscaY θ,φ,η( )
EscaZ θ,φ,η( )

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

, which consists of all three phonon modes.  

The dependence of these collected phonon modes (LO and TO) on the NA of the 

lens need to be integrated to accurately assess the intensity of each phonon modes.  
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For this reason, to describe the scattering collection process, it is necessary to define 

an objective transfer matrix,   Tobj θ,φ( ) , for the scattered Raman polarization vector, 

 es , and integrate over the entire polar angle θ subtended by the objective.  This 

calculation is similar to that of the incident light. The scattered Raman polarization 

vector is defined as: 

  

es η( ) =
cosη
sinη

0

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

     (3.24) 

 where h is the angle setting of the analyzer with respect to the x’ – axis (h = 0 for 

parallel to x’ – axis and h = 90 for parallel to y’ – axis). The expression for 3×3 

transfer matrix   Tobj θ,φ( ) for the scattered Raman polarization vector es is [3.26, 3.27]: 

 

  

Tobj (θ,φ) = tp10(ξ)
cosθ cosφ
cosθ sinφ
−sinθ

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

cosφ
sinφ

0

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

T

+ ts10(ξ)
sinφ
−cosφ

0

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

sinφ
−cosφ

0

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

T

 

 (3.25) 

 

where   tp10(ξ) and   ts10(ξ)  are the Fresnel transmission coefficients for p- and s-

polarized (parallel to light traveling from ε-Si to oil), respectively. Since the scattering 

process takes place inside the ε-Si, the Fresnel coefficients are expressed in terms of 

 
ξ = sin−1 ε0 ε1 sin(θ )( ) , which is a function of the incident angle of light that varies 

within  0 ≤θ ≤θmax  ( θmax = 78˚  for NA = 1.49). 

The components of the collected scattered field, 

  

EscaX θ,φ,η( )
EscaY θ,φ,η( )
EscaZ θ,φ,η( )

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

, of a high NA lens 

at different analyzer settings can be obtained by performing a matrix multiplication of 

Eqs. (3.24) and (3.25): 

 

  

EscaX θ,φ,η( )
EscaY θ,φ,η( )
EscaZ θ,φ,η( )

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

=T θ,φ( ) ⋅es η( ) =
T11 θ,φ( )cosη +T12 θ,φ( )sinη

T21 θ,φ( )cosη +T22 θ,φ( )sinη

T31 θ,φ( )cosη +T32 θ,φ( )sinη

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

 (3.26) 
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where   T11 ,   T12 ,   T21 ,   T22 ,   T31 , and   T33  are the non-zero elements of the   Tobj θ,φ( )
objective transfer matrix expressed as: 

  

T11 θ,φ( ) = tp10 ξ( )cosθ cos2+ ts10 ξ( )sin2φ

T12 θ,φ( ) =T21 θ,φ( ) = cosφsinφ tp10 ξ( )cosθ − ts10 ξ( )⎡⎣ ⎤⎦
T22 θ,φ( ) = tp10 ξ( )cosθ sin2φ + ts10 ξ( )cos2φ

T31 θ,φ( ) = −tp10 ξ( )sinθ cosφ

T32 θ,φ( ) = −tp10 ξ( )sinθ sinφ

  (3.27) 

 

3.4. CALCULATION OF FRESNEL COEFFICIENTS 

 

When a light is focused by a high NA lens through a three-layer system consisting of 

oil (0th  ε0 = 2.356  ), ε-Si (1st   ε1 = 17.2207 + 0.3569i ) and SiO2 (2nd  ε2 = 2.136 ), the 

amplitude of the p and s-polarized light changes. The change in the amplitude can be 

derived from Snell’s Law and the Fresnel equations [3.28] given as 

  θ = sin−1(NA / ε0 ) , where θ  is the incident angle of light. The wave number, 

  k = 2π / λ , expressed in terms of wavelength, λ =532nm, can be obtained from each 

layer as:  k0 = ε0k  (oil),   k1 = ε1k (e-Si), and   k2 = ε2k  (SiO2). 

Since the components of this wavenumber are dependent on θ , we can represent 

them as: 

  

kx0(θ ) = kx1(θ ) = kx2(θ ) = k0 sinθ
kz0(θ ) = k0 cosθ

kz1(θ ) = k1 1−
ε0

ε1

sin2θ
⎛

⎝⎜
⎞

⎠⎟

kz2(θ ) = k2 1−
ε0

ε2

sin2θ
⎛

⎝⎜
⎞

⎠⎟

⎫

⎬

⎪
⎪
⎪
⎪

⎭

⎪
⎪
⎪
⎪

    (3.28) 

The transmission,   tp01(θ,d) , and the reflection,  rp01(θ,d) , Fresnel coefficients for p-

polarized light are given by:  

  
tp01(θ,d) =

tp01(θ )

1+ rp01(θ )rp12(θ )exp 2ikz1(θ )d⎡⎣ ⎤⎦
    (3.29) 

  
rp01(θ,d) =

tp01(θ )rp12(θ )

1+ rp01(θ )rp12(θ )exp 2ikz1(θ )d⎡⎣ ⎤⎦
    (3.30) 

where, d (=15nm) is the thickness of ε-Si. Note that the equations are express in 

complex Fresnel coefficients to take into account the effect of extinction coefficient, 
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which is not negligible for shorter laser wavelengths. This is important because some 

information on the change of the stress with depth can be obtained by using different 

excitation wavelengths. 

 

The reflection and transmission coefficients at different interfaces of the three-layer 

system are as follows: 

 

  
rp01(θ ) =

ε0kz1(θ )− ε1kz0(θ )
ε1kz0(θ )+ ε0kz1(θ )

, Reflection coefficient from oil (0th) to ε-Si (1st)    (3.31) 

  
tp01(θ ) =

2 ε0 ε1kz0(θ )
ε1kz0(θ )+ ε0kz1(θ )

, Transmission coefficient from oil (0th) to ε-Si (1st)   (3.32) 

  
rp12(θ ) =

ε1kz2(θ )− ε2kz1(θ )
ε2kz1(θ )+ ε1kz2(θ )

, Reflection coefficient from ε-Si (1st) to SiO2 (2nd).  (3.33) 

 

The Fresnel coefficients for s-polarized light are given by: 

  
ts01(θ,d) =

ts01(θ )
1+ rs01(θ )rs12(θ )exp 2ikz1(θ )d⎡⎣ ⎤⎦

    (3.34) 

  
rs01(θ,d) =

ts01(θ )rs12(θ )
1+ rs01(θ )rs12(θ )exp 2ikz1(θ )d⎡⎣ ⎤⎦

    (3.35) 

where, d (=15nm) is the thickness of ε-Si and  

  
rs01(θ ) =

kz0(θ )− kz1(θ )
kz0(θ )+ ε0kz1(θ )

, Reflection coefficient from oil (0th) to e-Si (1st)  (3.36) 

  
ts01(θ ) =

2kz0(θ )
kz0(θ )+ kz1(θ )

, Transmission coefficient from oil (0th) to ε-Si (1st)  (3.37) 

  
rs12(θ ) =

kz1(θ )− kz2(θ )
kz1(θ )+ kz2(θ )

, Reflection coefficient from ε-Si (1st) to SiO2 (2nd).  (3.38) 

 

For scattered photons traveling from ε-Si to oil, the Fresnel coefficients are: 

 

  
tp10(ξ) =

2 ε1 ε0kz10(ξ) kz11(ξ) kz10(ξ)
ε0kz10(ξ)+ ε1kz11(ξ)

,   (3.39) 

the transmission coefficient from ε-Si (1st) to oil (0th) 
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ts10(ξ) =

2kz10(ξ) kz11(ξ) kz10(ξ)
kz10(ξ)+ kz11(ξ)

,     (3.40)  

the transmission coefficient from ε-Si (1st) to oil (0th) 

where 
 
ξ = sin−1 ε0 ε1 sin(θ )( )  

  kz10(ξ) = ε1k cosξ      (3.41) 

  
kz11(ξ) = ε0k 1−

ε1

ε0

sin2 ξ     (3.42) 

 

3.5. PHONON MODE VISUALIZATION IN STRAINED SILICON VIA THREE-

DIMENSIONAL RAMAN INTENSITY CALCULATION 

 

Figure 3.5 shows the results of numerically simulated 1 x 1 µm2 electric field 

distributions inside the ε-Si surface at different polarizations. Three kinds of 

polarization are studied, namely, linear, radial and azimuthal. These distributions 

were obtained for a 532 nm light source focused using the full aperture of a high 

numerical aperture (NA) (0 ≤ NA ≤ 1.49) oil immersion lens. To simplify the 

comparison, the electric field distributions were normalized at each polarization. 

 

The incident electric field (Fig. 3.5) is the field that has exited the microscope 

objective and illuminates the ε-Si sample. For each polarization, the incident field has 

been decomposed into the x’, y’, and z’-components. In all polarizations, the three 

components of the incident electric field are non-zero – except for the z’-component 

of azimuthal polarization. This indicates that the three Raman modes of Si (TO1, TO2 

and LO) are excited for high NA illumination based on Eq. (3.13). Clear differences 

can be seen among the different polarization types when the incident field illuminates 

either a nanomembrane or nanowire. The intensity distribution of the incident field 

determines the intensity profile of the excited phonon modes. The intensity profile of 

the LO mode is dictated by either x’ or y’ depending on the analyzer setting, while the 

intensity profiles of the TO modes are that of z’. In the case of azimuthal polarization, 

the TO modes’ intensity profiles are the sum of the x’ and y’.  

 

The Porto notations   z ' *,x '( )z '  and   z ' *,y '( )z '  are used to indicate when the analyzer 

is set parallel to the x’-axis (η = 0˚) or y’-axis (η = 90˚), respectively. The “ * ” implies 

linear, radial or azimuthal incident polarization. The TO/LO ratio in the numerical 
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simulations is computed by adding the intensities of the TO1 and TO2
 modes and 

dividing this sum by the intensity of the LO signal. The individual intensities of the 

phonon modes are taken by integrating the intensity in three dimensions over the 15 

nm thick ε-Si nanomembrane. 

 

3.5.1. Nanomembrane 

In the case of the ε-Si nanomembrane (Fig. 3.5), the Raman intensity is normalized 

with respect to the maximum Raman intensity of the LO signal at each analyzer 

setting.  

 

For linearly polarized light, the incident field has a strong x’-polarized component as 

compared to the depolarized y’- and the normal z’-components. Thus, LO phonon are 

mostly excited. In the   z ' x ',x '( )z '  setting, the LO intensity is strong compared to the 

TO1  and TO2 intensities even after scaling the TO value 40 times. This is reflected by 

the TO/LO ratio which is ~ 0.1. In the   z ' x ',y '( )z '  setting, the TO1 and the TO2 

phonon modes can be detected because the LO mode is mostly filtered out by the 

analyzer. This results to a higher TO/LO ratio of ~ 0.94 as compared to the 

  z ' x ',x '( )z '  setting. Hence, we designate the   z ' x ',x '( )z '  to be LO-active and 

  z ' x ',y '( )z '  to be TO-active. For radial polarization, the x’ and y’-components have 

similar intensities. But, the z’-component of the incident electric field is tightly focused 

and, comparing this feature to the two lobes in linear polarization, indicates better 

spatial resolution. Also, the intensity of the radially polarized z’-component is 

relatively higher – by around twice – than the linearly polarized incident field (Fig. 

3.6a). This makes radially polarized light TO-active and suitable for TO 

characterization. For azimuthal polarization, there is no z’-component. Therefore, the 

TO1 and TO2 Raman signals are very weak, making this polarization LO-active. 

 

The integrated intensities of TO1 and TO2 are assumed to be equal because of 

symmetry in the sample (for both nanomembrane and nanowire), but differences in 

the distribution can be seen between the two modes. This is due to the polarization 

selection rules [3.1, 3.2, 3.10]. The behavior of the transverse electric fields are 

determined by the Raman tensors, Rx and Ry for TO1 and TO2, respectively. For TO1, 

the transverse fields add up resulting to a circular distribution. For TO2, the 

transverse fields cancel each other resulting to a more oval-shaped distribution. 
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3.5.2. Nanowire 

From the nanomembrane simulation data, the Raman intensity distribution on the ε-

Si sample is not uniform and the location of the most intense areas vary depending 

on the polarization of the incident electric field. This information is important when 

characterizing strain in nanostructures such as nanowires because, depending on 

the location of the focused light on the nanowire, the detected Raman signal can be 

either LO or TO phonon modes. 

 

Figure 3.5 shows the Raman intensity distribution on ε-Si nanowires having 30 nm 

width, 1 mm length and 15 nm thickness within a diffraction-limited focused spot 

given by 1.22λ/NA (~ 436 nm).  In the simulation of the ε-Si nanowires, the Raman 

intensity is normalized with respect to the maximum Raman intensity of either the LO 

or TO1 signal at each analyzer setting. 

 

In the TO-active   z ' x ',y '( )z '  and   z ' rad,y '( )z '  settings, there is a considerable 

increase in the TO/LO ratio for both polarizations compared to their nanomembrane 

counterparts. This is because, as it can be seen from the LO profile of the 

nanomembrane, when using a nanowire that is located parallel to the x’-axis, the LO 

components induced by the depolarized field ( Ey ) can be drastically reduced 

resulting in a high contrast of TO/LO ratio. For   z ' x ',y '( )z ' , the TO/LO ratio is 84.57 

while for   z ' rad,y '( )z ' , the TO/LO ratio is 12.62. This change in TO/LO ratio is also 

dependendent on the width of the nanowire as shown in Fig. 3.7a. The data shown is 

from the   z ' x ',y '( )z '  setting. The same behavior is also observed for the   z ' rad,y '( )z '  

setting. The TO/LO ratio peaks at a nanowire width of 20 nm and then decreases 

approaching a value of 0.94 as the width reaches infinity (nanomembrane case). The 

increase and then decrease for widths larger than 20 nm is due to the change of the 

overlap between the electric field distribution of the tight focus and the nanowire 

structure. Precisely, this rapid increase of the LO intensity as the width increases is 

caused by the depolarized electric field contribution in the   z ' x ',y '( )z '  configuration 

(Fig. 3.7b). Based on the simulation, it should be pointed out that the TO/LO ratio is 

sufficiently high allowing for selective detection of TO Raman signals particularly 

when the width is smaller than 100 nm because of less contribution by the 

depolarized electric field induced LO Raman signal. Continuing the comparison of 

  z ' x ',y '( )z '  and   z ' rad,y '( )z ' , the probed area is different for the two polarizations. In 
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terms of TO detection sensitivity, linear polarization is more sensitive than radial 

polarization judging from the TO/LO ratio. But when similar laser power is used, the 

TO intensity is stronger for radial polarization than for linear polarization, as shown in 

Fig. 3.6b. Therefore, radial polarization is useful for low laser power TO 

characterization in ε-Si nanowires. With the improved sensitivity of TO phonon 

modes for nanowires, it is reasonable to fit the spectra of   z ' x ',y '( )z '  configuration 

with double Lorentzian functions for the split TO1 and TO2. 
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Figure 3.5. Incident electric field distribution illuminating the surface of the ε-Si nanomembrane and nanowires with the calculated Raman intensities using 
Eq. 3.13 at various polarizer and analyzer settings. Raman intensities were normalized at each setting. Image size is 1 x 1 µm2. The maximum Raman 
intensity is observed to be at the SiO2 and ε-Si interface.  
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Figure 3.6. Comparison of line profiles across the center of (a) Ez’ component of the incident 
electric field for linear and radial polarization in a nanomembrane. (b) TO1 intensity 
comparison for TO-active   z ' x ',y '( )z '  and   z ' rad,y '( )z '  configuration in a nanowire. The 
smaller area reflects the diffraction-limited focus spot illuminating the sample.	
   
 

 

 
Figure 3.7 (a) Calculated Raman intensity ratio of TO and LO phonon signal as a function of 
nanowire width. The arrows indicate the widths used in experiments. Inset shows the TO/LO 
ratio for nanowires greater than 250 nm up to infinity. The TO/LO ratio reaches a value of 
0.94. (b) Calculated Raman intensity of each phonon mode as a function of nanowire width. 
LO intensity drastically increases with larger width because of the depolarized electric field 
contribution (e.g. Ey’ field in   z ' x ',y '( )z '  configuration). 
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Chapter 4: Strained Silicon: a micro-Raman spectroscopy 
characterization study of stress after nanopatterning via 

precise polarization control [4.1 – 4.2] 
 

Silicon (Si) electronics currently have a nanowire-based architecture to achieve lower 

power consumption, higher performance and scalable devices whose constant trend 

of miniaturization is dictated by Moore’s law [4.2]. Si nanowires are quasi-one-

dimensional nanostructures that can overcome the limitations faced in two-

dimensional planar devices [4.3 – 4.8]. Therefore, transistors employ nanowire-like 

channels to create high-performance microprocessors and memory devices for 

wireless systems such as mobile phones and radars [4.2]. Such new technologies 

utilize nanowires that have three free facets with the fourth facet forming an interface 

with the underlying substrate [4.7, 4.8]. But due to the quantum confinement and 

scattering at the sidewalls, these nanowires suffer degradation in carrier velocity that 

decreases device performance [4.9, 4.10]. Stress nano-engineering has emerged as 

a powerful technique to alleviate these limitations and extend the capabilities of 

nanowire-based electronics [4.11]. 

 

Strain engineering has been used in the microelectronics industry since the 90-nm 

technology node [4.1]. This approach employs deposition of stressor layers on top of 

transistors. The dimensions of nanowire-based transistors, however, are becoming 

smaller than the required thickness of the stressor overlayer, making it difficult to 

employ this method for smaller nodes or other nanowire-based architectures. 

Recently, ultrathin, globally strained silicon layers (called nanomembranes) have 

been the base material to generate strained Si nanowires (ε-SiNWs) via top-down 

nanofabrication processes [4.11 – 4.13]. A crucial step in the fabrication of ε-SiNWs 

involves nanoscale patterning (nanopatterning) of biaxially strained nanomembranes, 

but this step results in the formation of free surfaces. The free surfaces cause a local 

relaxation of strain due to the rearrangement of lattice atoms near the newly formed 

edges [4.12, 4.14 – 4.18]. Generally speaking, the extent of this phenomenon 

depends on dimension and geometry [4.14 – 4.18].  It is widely accepted, however, 

that due to nanowire geometry (i.e., the high aspect ratio) the post-patterning stress 

becomes uniaxial, which means that the stress is fully relaxed along the width of the 

nanowire [4.11, 4.14]. But this is not the case for nanowires directly fabricated on 

oxide as discussed in this chapter. The nanowire-substrate interface makes the strain 

redistribution rather complex due to the underlying oxide layer that stabilizes one of 
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the four facets [4.1]. After nanopatterning, it is found that the ε-SiNWs experience 

anisotropic stress relaxation. The amount of relaxation is very much dependent on 

the dimensions of the ε-SiNWs [4.2]. Another important aspect that is investigated is 

the effect of the nanomembrane edge on the stress distribution of the ε-SiNWs [4.19]. 

The proximity of the ε-SiNW to the nanomembrane edge can affect the stress 

present in the nanowire. Exploring and understanding these subtle but important 

phenomena is crucial for accurate strain nano-engineering and a precise prediction 

of the performance of strained Si nanowire-based devices. 

 

To probe the evolution of strain and stress in ε-SiNWs, Tarun et. al. recently 

developed a high-resolution polarized micro-Raman spectroscopic technique that 

allows the detection and analysis of the individual contributions of longitudinal optical 

(LO) phonons and transverse optical (TO) phonons [4.12]. In this work, to explore the 

effects of the interface, I employ two excitation wavelengths with linear polarizations 

corresponding to different penetration depths in silicon thereby achieving LO phonon 

detection as a local stress probe at different depths within a single nanowire. To 

probe the effects of the nanomembrane edge on the stress redistribution in ε-SiNWs, 

I employ a single excitation wavelength (532 nm) using linear polarization. This is 

because of the stronger signal-to-noise ratio that can be achieved when using 532-

nm illumination. Direct detection of TO phonon modes can characterize anisotropic 

stress relaxations at each position by using a high NA lens and proper polarization. I 

experimentally demonstrated for the first time the splitting of TO phonon modes and 

was able to analyze the dimension dependence of anisotropic stress relaxation. I 

also discuss and take into consideration the effects of the scattering at the nanowire 

sidewalls on the obtained Raman data and present two methods for accurate 

determination of stress in nanoscale structures. The first method is LO phonon 

analysis, while the second method is TO analysis. A comparison of the two is made 

at the end of this chapter.  

 

The work presented in this chapter is adapted from Balois and Tarun, et. al. (2013) 

[4.1] and Balois, et. al. (in preparation) [4.19]  for the analysis of stress redistribution 

in ε-SiNWs and nanomembranes using longitudinal optical (LO) phonon analysis and  

Balois, et. al. (2014) [4.2] for the analysis of anisotropic stress relaxation in ε-SiNWs 

using transverse optical (TO) phonon analysis.  
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4.1 SAMPLE FABRICATION 

 

There are two kinds of samples used in all the experiments discussed in this chapter. 

The first kind of sample is a ε-Si nanomembrane (Figure 4.1) that has a 1 µm length, 

15 nm thickness and 10 µm width. The second kind of sample is ε-Si nanowires with 

a fixed 1 µm length, 15 nm thickness and varying widths of 80 nm, 50 nm and 30 nm 

(Fig. 4.1a – only 80 nm width is shown). Figure 4.1b shows the transmission electron 

microscopy (TEM) cross-sectional image of the ε-Si sample. 

 
Figure 4.1 (a) Optical reflection image of the nanowires aligned near the unpatterned 
nanomembrane and the scanning electron micrograph image of the aligned nanowires (inset). 
The scale bar indicates 2 mm. (b) TEM of the cross-sectional profile of the ε-Si sample. The 
scale bar indicates 75 nm. (c) Comparison of Raman spectra with and without Ge layer. The 
Ge layer perfectly suppresses the background Raman signal of the silicon substrate peaked 
at 520.5 cm-1 and allows selective detection of the ε-Si layer. 
 

From a 15 nm thick biaxially tensile ε-Si nanomembrane, the ε-SiNWs were formed 

by nanopatterning and electrochemical etching. The fabrication process is shown in 

Figs. 4.2a – f. To generate the ε-Si nanomembrane, an ultrathin layer of Si was 

epitaxially grown on a ~500 nm thick Si0.84Ge0.16 relaxed buffer layer. This buffer layer 

is grown on a Si (001) substrate via reduced pressure chemical vapor deposition. A 

ε-Si/Si0.84Ge0.16/Si heterostructure was made and the ε-Si layer was coated with a 

SiO2 layer via plasma-enhanced chemical vapor deposition. The Si (001) host 
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substrate was prepared separately which consists of a ~120 nm thick Ge layer 

deposited directly on top of the Si host substrate via solid molecular beam epitaxy. 

The Ge layer was then coated with a ~200 nm thick SiO2 layer. The ε-Si layer was 

transferred to the host substrate via direct wafer bonding. Ion-induced slicing was 

used to remove the Si0.84Ge0.16/Si wafer and selective chemical etching was 

conducted to remove the excess Si0.84Ge0.16 relaxed buffer layer. The resulting wafer 

was a ε-Si/SiO2/Ge/Si heterostructure with a 15 nm thick ε-Si nanomembrane layer. 

The role of the Ge is to act as a shield that prevents the laser from reaching the Si 

substrate, in the case of visible excitation. The existence of the Ge layer allows us to 

selectively detect the ε-Si layer without any background signal from the underlying Si 

host substrate. Ordered arrays of rectangular nanostructures, spaced 500 nm apart, 

were patterned onto a negative resist using electron-beam lithography. Reactive ion 

etching (RIE) was used to transfer the pattern to the strained layer, forming ordered 

arrays of rectangular ε-Si nanowires directly on SiO2. The patterned islands are 

aligned along the [110] direction. The RIE process was done at a pressure of 6 mTorr 

using a mixture of SF6 (100 sccm) and O2 (5 sccm) with a rate of ~2 nm s-1 [4.20]. 

 

 
Figure 4.2. Illustration of the process flow for the fabrication of background-free ultrathin ε-
SiNWs using thin layer transfer. (a) Growth of Si0.84Ge0.16 relaxed buffer layer on Si-(001) 
substrate; (b) growth of biaxially tensile strained Si on Si0.84Ge0.16 and subsequent hydrogen 
ion implantation into the grown heterostructure; (c) growth of Ge layer and SiO2 deposition on 
Si host substrate and bonding of hydrogen-implanted heterostructure onto host substrate; (d) 
exfoliation via thermal annealing around the hydrogen implantation depth; (e) polishing to 
remove excess Si0.84Ge0.16 relaxed buffer layer; (f) Nanopatterning of ε-Si nanostructures 
using electron beam lithography and RIE. [Adapted from Ref. 4.12 with permission from ACS 
Publications] 
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4.2 EXPERIMENTAL SETUP 

 

Figure 4.3 shows the experimental setup used for both LO and TO experiments. 

Laser light (λ = 355 nm, 442 nm, for LO multiwavelength experiment and 532 nm for 

TO analysis and comparative LO analysis) passes through a linear polarizer and a 

half wave plate. The linear polarizer sets the incoming polarization from the laser. 

The half-wave plate is used to align the incident polarized beam either parallel (x’) or 

perpendicular (y’) to the nanowire long axis. The beam is then expanded and focused 

onto the nanowires using an oil-immersion objective lens (numerical aperture, NA = 

1.4, x125 for 355 nm and 442 nm experiments, and NA = 1.49, x100, for 532 nm). 

The surface of the ε-Si is directly immersed in oil. This configuration improves the 

laser focusing and minimizes index mismatch-induced spherical aberrations. 

According to the Rayleigh criterion, the diameter of the laser spot is λ/2. The 

backscattered Raman signal is collected by the same objective lens and passes 

through a pinhole (φ = 50 mm), which leads to an edge filter to block the strong 

Rayleigh signal in order for the backscattered Raman signal to be detected. The 

backscattered light goes through an analyzer before reaching a spectrometer (grating 

= 1800 g mm-1, slit width = 50 µm) equipped with a thermo-electronically cooled 

charge coupled device (CCD) camera. The samples with nanowire arrays were 

mounted on an x’-y’ translation stage and were scanned with a 25 nm step while 

exposed to the focused laser beam. At each step, a Raman spectrum was recorded. 

To prevent laser heating, Raman spectra were acquired at 5 mW power. For the LO 

data, a 6 µm x 6 µm area was scanned with an exposure time of 0.5 s/pixel (total 

scan time ~ 12 hours / image). For the TO data, a 3.5 µm x 2.75 µm area was 

scanned with an exposure time of 5 s/pixel (total scan time ~ 22 hours / image). A 

longer exposure time was needed for the TO data because of its relatively weaker 

signal compared to the LO data. Acquiring both LO and TO data required scan time 

ranging from half a day to almost a day. For long duration experiments like these, 

stability of the experimental system is important, especially thermal stability, which 

can induce both defocusing and sample drift. To address these issues, an 

autofocusing system [4.21] has been installed to the microscope objective assembly 

and a thermal control booth enclosed the entire confocal microscope system. 
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Figure 4.3 Experimental setup for LO and TO detection. 

 

4.2.1 Stability of the Experimental System 

As mentioned in the previous section, image acquisition during the LO and TO 

experiments require a considerable amount of time. In imaging experiments, it is 

important that the illuminating laser remain focused onto the sample during the entire 

experiment to avoid image degradation and erroneous data analysis. Stability 

becomes a key issue since fluctuations in the experimental system and its 

environment are not negligible as they compound over time. Fluctuations can be 

electrical, vibrational or thermal in nature. Electrical and vibrational fluctuations can 

be dealt with by state-of-the-art circuits and ingenious vibrational isolation designs 

that are commercially available. Thermal fluctuations are more complex because 

these fluctuations can come from a variety of sources, even from the person 

operating the experimental system. Two unavoidable consequences arise from 

thermal fluctuations: 1) thermal drift of the sample in the x’ and y’-directions and 2) 

defocusing caused by drifting of the microscope objective in the z’-direction. To 

minimize sample drift (x’-y’), a thermally controlled booth was installed to enclose the 

entire confocal microscope system. Figure 4.4a shows the temperature booth 

controller (left-side) and the temperature boot (right side). This booth regulates the 

temperature inside the booth to be constantly at 22˚C with a minimal fluctuation of  ± 

0.1˚C, as shown in Fig. 4.4b. When the temperature booth is turned OFF, the 

temperature is not stable and either increases or decreases. As for the defocusing, 

an autofocusing system [4.21] has been installed and attached to the microscope 
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objective (Fig. 4.5a). Figure 4.5b shows the configuration of the autofocusing system. 

It is composed of a capacitive sensor (Mess-tek TRA616-200-V2) that can be 

attached to any microscope objective mounted on a Z-PZT stage (Nanocontrol, 

PFHC252R-020U-N). A microscope objective with a high NA is preferable to attain a 

tightly focused spot. The capacitive sensor has a maximum dynamic range of 100 

µm. A polyimide tape (thickness ~ 50 µm) is used as a spacer to form a gap between 

the capacitive sensor and the grounded sample stage, which serves as a counter 

electrode. The capacitive sensor recognizes the gap and the signal is converted to 

DC voltage (low-pass-filter: 1 kHz). An analog-digital converter (16-bit resolution) 

constantly monitors the DC voltage from the capacitive sensor. After setting the 

focused position of the objective lens, the DC voltage of the sensor is locked. If there 

are changes in the voltage, which can be due to the movement of the objective lens 

in the z’-direction or tilting of the sample, a feedback voltage is applied to the Z-PZT 

(dynamic range: 2 µm; bandwidth: DC ~ 1 kHz) to compensate for the displacement. 

This autofocusing system constrains the gap fluctuation within ± 1 nm [4.21]. 

 
 

 
 
Figure 4.4 (a) Temperature booth controller and temperature booth (black structure at the 
right side of picture). (b) Temperature fluctuation when temperature booth is ON and OFF. 
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Figure 4.5 (a) Autofocusing system installed onto the microscope objective lens where (A) is 
the capacitive sensor and (B) is the Z-PZT. (b) Schematic of the autofocusing system 
[Adapted from Ref. 4.21 with permission from IOP Publishing]. 
 
 
 

 
 
Figure 4.6 Nanomembrane and nanowire area (6 µm x 6 µm) scanned with different 
environmental parameters: (a) room air conditioning OFF, autofocusing system OFF and 
thermal control booth OFF; (b) room air conditioning ON, autofocusing system ON and 
thermal control booth OFF; (c) all three systems are turned ON.  
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To demonstrate the influence of the environment and the stability of the system, a 6 

µm x 6 µm area was scanned which consisted of part of the nanomembrane and 80 

nm width nanowires (Figs. 4.6a – 4.6c). A laser wavelength of 532 nm was used. 

During each scan, the environmental conditions were different. For Fig. 4.6a, the air 

conditioner of the experimental room, the thermally controlled and the autofocusing 

system were turned off. This resulted to a gradually degraded image. The initially 

focused image of the nanowire region became defocused as the scanning 

progressed. Not even half-way through the scan, the contrast between the nanowires 

decreased to the point that the nanowires cannot be individually resolved.  This was 

due to the thermal drift present in all three directions. The direction of the drift was 

influenced by the increase in room temperature, since the air conditioning of the 

room was also turned off. For Fig. 4.6b, the air conditioning was turned on along with 

the autofocusing system, but the thermally controlled booth was still turned off. 

Through the use of the autofocusing system, the nanomembrane and the nanowire 

areas were clearly identified and the amount of drift lessened in the x’ and y’-

directions. But periodic artifacts can be seen in the nanomembrane and in the 

nanowire areas. This was due to the periodic on and off cycle of the air-conditioner to 

maintain a constant room temperature. For Fig. 4.6c, the thermally controlled booth 

was turned on, along with the room air conditioning and the autofocusing system. 

The thermally controlled booth helped maintain a constant temperature within the 

vicinity of the microscope and eliminated the unwanted artifacts caused by the cycle 

of the room air conditioning system. 

 

4.3 ANALYSIS OF STRESS I: LONGITUDINAL OPTICAL PHONON APPROACH 

[4.1] 

 

4.3.1. LO: Theoretical Approach 

 

The local stress in Si lattice is obtained from Raman shifts by solving the well-known 

secular equation. In the case of the unpatterned nanomembrane, the equi-biaxial 

stress (  σ xx =σ yy =σ 0 ) model of stress-induced Raman shift for doublet (
 
Δω xy : TO 

phonons) and the singlet ( Δω z : LO phonons) are [4.22]: 

  
Δω xy =

p S11 +S12( ) + q S11 + 3S12( )⎡⎣ ⎤⎦σ 0

2ω0

= −3.42×σ 0,    (4.1) 
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Δω z =

pS12 + q S11 +S12( )⎡⎣ ⎤⎦ σ xx +σ yy( )
2ω0

= −4.60 ×σ 0,    (4.2) 

where  Δω xy =ωε−SiTO −ωSi and  Δω z =ωε−SiLO −ωSi are expressed in the Raman 

frequency in each mode in the presence ( ωε−Si  ) and absence ( ωSi  ) of stress. S11 = 

7.68 and S12 = –2.14 (in GPa) are the elastic compliance tensor elements, while p = 

–1.85 and q = –2.31 are the phonon deformation potentials for bulk Si at room 

temperature [4.23] 

 

The stress relaxation ratio upon patterning at any position in the nanowire is 

calculated using   R x,y( ) = 1−σ nanowire x,y( ) /σ 0 , where σ0 and σnanowire correspond to 

the initial stress before nanopatterning and the measured stress in nanowires, 

respectively [4.24]. The initial stress, σ0, in the nanomembrane is calculated from the 

measured Raman shift using Eq. (4.2). However, it is important to note that Eq. (4.2) 

cannot be used for the extraction of stress in the nanowires, σnanowire, mainly because 

the assumption that shear stress is zero used to obtain the stress is no longer valid 

as the stress is no longer bi-isotropic in the nanowire due to geometrical constraints 

and non-uniform rearrangements of atoms near the newly formed free surfaces. In 

fact, in a nanowire the shearing strain terms at the crystal coordinate are no longer 

zero due to anisotropic strain relaxation along the nanowire axes. In order to obtain 

the nanowire stress, I first calculated the strain and stress components in the sample 

coordinates where shearing terms are all zero due to the symmetry of the structure at 

the sample coordinate system and then transform them into crystal coordinate [4.24]. 

At the center of the nanowire, the strain component along the nanowire length (

  ε 'xx x ',d( ) ) has almost the value of the original membrane,  ε0  , but the stress along 

the width (  σ 'yy x ',d( ) ) will be dramatically relaxed due to the reduced dimension in 

this direction. d represents the width of the nanowires. The shear strain component 

becomes zero in the middle of the nanowire, and the stress component along z’ is 

equal to zero due to free surface boundary conditions; the strain and stress tensors 

are then expressed as [4.24] 
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ε ' x ',d( ){ } = ε 'xx x ',d( )
1 0 0

0
sα x ',d( )C11 +C12

2 −C11 C12 −H / 2( )
C11 C11 +H / 2( )−C12

2 0

0 0
−sα x ',d( )C12 − 2C12C44

C11 C11 +H / 2( )−C12
2

⎡

⎣

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

,
 (4.3) 

 

  

σ ' x ',d( ){ } =
C '11ε 'xx x ',d( ) +C '12 ε 'yy x ',d( ) +C '13 ε 'zz x ',d( ) 0 0

0 α x ',d( )σ 0 0

0 0 0

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

,  (4.4) 

 

where   α x ',d( ) =σ 'yy x ',d( ) /σ 0 , s = C11 +C12 – (2C2
12/C11) and H = 2C44 + C12 – C11. 

The elastic constants C11 = C22 = 166 GPa, C12 = C21 = 64 GPa, C44 = 79.6 GPa, C’12 

= C12 – 0.5H = 35.4 GPa, C’11 = C11 + 0.5H = 194.6 GPa and C’13 = C12 = 64 GPa are 

obtained from Refs. [4.24] and [4.25]. The constant   α x ',d( )  varies between 0 and 1 

and depends upon the diameter of the nanowire. At the limits,   α x ',d( ) equals 0 for 

uniaxial stress and 1 for bi-isotropic stress. After substitution, the strain tensor in the 

sample coordinate reduces to: 

 

  

ε ' x ',d( ){ } = ε 'xx x ',d( )
1 0 0
0 1.06α x ',d( )− 0.06 0

0 0 −0.41α x ',d( )− 0.36

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

  (4.5) 

 

and transformation to the crystal coordinate system results to: 

 

  

ε ' x ',d( ){ } = ε 'xx x ',d( )
0.53α x ',d( ) + 0.47 −0.53α x ',d( ) + 0.53 0

−0.53α x ',d( ) + 0.53 0.53α x ',d( ) + 0.47 0

0 0 −0.41α x ',d( )− 0.36

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

. (4.6) 

 

Using the strain components above, the solution to the well-known secular equation 

for the LO phonon mode is expressed as 

 

  
Δω z =ωε−SiLO −ωSi =

ωSi

2
pεzz x ',d( ) + 2qεyy x ',d( )⎡⎣ ⎤⎦,   (4.7) 
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Δω z =ωε−SiLO −ωSi =

−ωSiε 'xx x ',d( )
2

1.70α x ',d( ) +1.50⎡⎣ ⎤⎦.   (4.8) 

 

In Eq. (4.6), there are two unknown parameters, strain   ε 'xx x ',d( )  along the nanowire 

long x’-axis and the   α x ',d( ) , stress relaxation factor along the nanowire width, which 

I have to extract from the Raman measurement. However, assuming I detect only LO 

phonon mode by conventional backscattering geometry, it is impossible to determine 

the two unknown parameters from the single phonon mode.   To circumvent this 

limitation and obtain the stress in nanowires, it is widely accepted to assume that the 

stress along the width of the nanowire can be assumed fully relaxed, that is 

  α x ',d( ) = 0 , (see for e.g., Refs. 4.15, 4.24 and 4.25 and references therein).  Herein, 

I demonstrate that this assumption is too simplistic leading to an inaccurate analysis 

of stress.  Using Eq. (4.5) and at   α x ',d( ) = 0 , the stress along the x’-axis is given by: 

  σ 'xx x ',d( ) = 168.25 × ε 'xx x ',d( ) . By substituting the strain components in Eq. (4.6), 

  εzz = −0.36 × ε 'xx x ',d( )  and   ε xx = 0.47 × ε 'xx x ',d( ) , into Eq. (4.7), the stress (in GPa) 

in the lon axis can be expressed in terms of the measured Raman shift as: 

 

  
σ 'xx x ',d( ) = −225.67 ×

ωε−Si −ωSi

ωSi

.     (4.9) 

 

In an alternative approach, I propose the introduction of an edge structure (edge 

parallel to y’-axis) consisting of a patterned nanomembrane with a practically semi-

infinite dimension along y’ (˃ 1 cm), which can be assumed as a hypothetical 

nanowire with an infinite width ( d = ∞ ).  Eq. (4.8) indicates that there are two 

unknown parameters,   ε 'xx(x ',d) and   α(x ',d) , while the experiment only provides the 

values of  Δω z  (Fig. 4.7b). For   α(x ',d) ≠ 0 ,   ε 'xx(x ',d)  can be determined using the 

reference structure (d = ∞).  Here, the nanowire strain profile along x’-axis,   ε 'xx(x ',d) , 

can be taken as comparable to the profile along the same direction in the reference 

structure,   ε 'xx(x ',d = ∞) = ε 'xx(x ',d) , because at an identical length (1 µm) the effect 

of the newly formed free surfaces should be similar in both systems.  In y’ axis, the 

reference sample is infinite and thus the initial strain is preserved (i.e., no relaxation 
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does take place along this axis) suggesting that   ε 'yy (x ',d = ∞)  is equivalent to the 

initial strain in the unpatterned nanomembrane, ε0 . 

 

Analogously to Eq. (4.8), I introduce an additional anisotropic stress relaxation factor, 

  β(x ',d = ∞) =  σ 'xx(x ',d = ∞) /σ 0 , which represents the relative stress relaxation along 

x’-axis in the reference structure.   Thus, the equation of Raman shift as a function of 

  β(x ',d = ∞)  can be written as: 

 

  
Δω z =ωε−SiLO −ωSi =

−ωSiε 'yy x ',d = ∞( )
2

1.70β x ',d = ∞( ) +1.50⎡⎣ ⎤⎦   (4.10) 

where   ε 'yy x ',d = ∞( )  is obtained from Raman signal of the unpatterned 

nanomembrane, whereas  Δω z  is obtained from Raman scans along the x’-axis from 

the edge. By using the obtained values of   ε 'yy x ',d = ∞( )  and  Δω z , I can determine 

β. Thus, the strain along the x’-axis of the edge sample can be extracted similarly to 

Eq. (4.5) using β: 

 

  
ε 'xx x ',d = ∞( ) = ε 'yy x ',d = ∞( ) 1.06β x ',d = ∞( )− 0.06⎡⎣ ⎤⎦.    (4.11) 

 

This strain is only a function of x’ and varies from x’ = 0 (edge) to an x’ = 0.5 mm 

around the nanowire center. The strain component,   ε 'yy x ',d = ∞( )  (parallel to the 

edge) remains unchanged.  This approach is analogous to the semi-infinitely wide 

line structures used in the theoretical treatment developed earlier by Jain et al. [4.24].  

The measured Raman shifts from the edge structures were attributed mostly to the 

strain along the x’,   ε 'xx x ',d = ∞( )  and the constant strain component in the y’-

direction,  ε0 which is the same as the strain obtained from the nanomembrane.  In 

the following, I test the validity of these two approaches. 

 

4.3.2 LO: Experimental Results and Discussion 

 

Multiwavelength experiments utilizing 442 nm and 355 nm lasers for interface 

effects investigation [4.1]. Fig. 4.7a shows the Raman spectra obtained with the 

442 nm excitation at the center of the nanowires using   z ' x ',x '( )z '  configuration. I 
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reported recently that TO phonons can be effectively observed using high NA 

illumination [4.12].  The observed TO-active Raman shift are upshifted relative to LO 

phonons as predicted by the association of Eq (4.1) and (4.2) [4.12].  This upward 

shift in the Raman spectra arising from TO phonon can be easily mixed with LO 

phonon signal and consequently overestimate the level of stress relaxation.  This is 

because the spectral split between LO and TO phonons is small to be resolved by 

peak function fits. Proper selection of sample azimuth, incident polarization and 

analyzer orientation is therefore necessary to accurately uncover the stress behavior 

in strained Si nanowires.  I observed that the   z ' x ',x '( )z '  is constantly lower than the 

  z ' y ',y '( )z '  configuration for all regions in the nanowires.  Under   z ' x ',x '( )z ' , that is 

the incident polarization is parallel to the nanowire axis, the observed Raman is 

predominantly due to LO-phonon.  For the case of   z ' y ',y '( )z ' , where incident 

polarization is perpendicular to the nanowire axis, the observed Raman consists of 

both LO- and TO-phonons [4.22].  This is because in   z ' y ',y '( )z ' configuration the 

transverse (Ey) electric field is efficiently converted to Ez-field when introduced to the 

(110) and (-110) sidewalls, which results in an effective excitation TO phonons [4.12].  

The TO scattered Raman is efficiently collected by backscattering geometry [4.22].  

From previous work [4.12], I experimentally verified that TO phonon in nanowires has 

higher Raman peak shift relative to LO-phonons.  This explains why the Raman peak 

shift for   z ' y ',y '( )z ' is higher and broader (data not shown) than   z ' x ',x '( )z ' .  Hence, 

in order to obtain an accurate in-plane tensile stress from LO-phonons, it is important 

to choose the incident polarization parallel to the nanowire.  

 

Here, the Raman signal is collected from the whole thickness of the nanowire (i.e., 15 

nm).  The measured spectra are “background-free” and contain only the intrinsic Si-

Si Raman shift peak of the probed nanowire because of the introduction of Ge 

interlayer described above.  It should be noted that the dominant contribution to the 

measured Raman shift originated from the LO phonon mode from both the top (001) 

surface and the long axis sidewalls, [110], based on the Raman tensor calculation 

under x’-polarized light.  For the sake of comparison, Raman spectrum of initial 

strained nanomembrane (solid black line) as well as the Si-phonon peak position in 

bulk Si (broken vertical lines) is also shown.  Table 4.1 summarizes the Raman peak 

and spectral width for all the observed structures. As the width decreases, the 

Raman peaks shift upward with respect to the position of the Si-phonon peak of the 

initial strained Si layer.  
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Table 4.1. Summary of Raman peak and spectral width at center of single nanowires. 

 

Initial strained layer 15nm-thick (  ωε−SiLO = 515.42 cm−1   Δυ = 4.86 cm−1 ) 

Nanowire width, d (nm) 80 50 30 

Peak,  ωε−SiLO  (cm-1) 516.43 516.99 517.42 

Width, Δυ  (cm-1) 5.09 5.20 5.16 

  

 
 
Figure 4.7. (a) Raman spectra recorded at the center of nanowires with lateral dimensions of 
30 nm (triangles), 50 nm (squares) and 80 nm (circles).  The Raman spectrum of the 
unpatterned strained Si is shown in solid black lines.  The vertical dashed line denotes the Si–
phonon peak position in bulk (unstrained) Si.  (b) Profile of the Raman peak for nanowire 
obtained under the z(x’x’)z configuration.  The solid and dashed line represents the Raman 
peak position of the initial strained Si nanomembrane using 442 nm (515.75 cm-1) and 355nm 
(515.42 cm-1) excitation, respectively [Taken from Ref. 4.1 with permission from IOP 
Publishing].  
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No significant broadening in the nanowire Si-Si Raman mode is, however, observed.  

It is noticeable that Si-Si peak position of the investigated nanowires is upshifted with 

respect to its position in the initial (  ωε−SiLO = 515.42 cm−1 ) strained nanomembrane.  

This shift is indicative of partial relaxation of stress during the process of nanowire 

pattering using reactive ion etching.  

 

To obtain more insights into the complex redistribution of stress as nanowire 

dimension shrinks, the profiles of the Raman shift for nanowires of varying width are 

plotted in Fig. 4.7b.  The nanowires were scanned along the x’-axis with a step size 

of 25 nm using   z ' x ',x '( )z '  configuration.  The Raman shift for d = 30 nm using 355 

nm (UV) excitation is also displayed in Fig. 4.7b.  At this excitation, only the top 10 

nm of the nanowire thickness is probed.  For comparison, the Raman shifts 

measured from the original membrane are indicated with solid (442 nm) and dashed 

(355 nm) lines.  

Fig. 4.8 shows the stress profiles using the (a) first,   α x ',d( ) = 0 , and (b) second, 

  ε 'xx(x ',d = ∞) = ε 'xx(x ',d) , approaches.  Regardless of the approaches used, the 

profiles measured for all the nanowires display a qualitatively similar behavior 

characterized by a more pronounced relaxation of stress near the nanowire edge.  

Moreover, as general trend, the residual stress profile shows plateau-like profiles in 

the region around the center.  The breadth of this region is sensitive to the nanowire 

width and varies from ~400 nm at d = 50 or 80 nm to ~700 nm at d = 30 nm.  The 

enhanced relaxation near the edges results from the additional free surface as 

compared to the rest of the nanowire (four vs. three facets).  As described below, this 

constant stress values away from the edges can be attributed to the nearly constant 

and highly retained stress at the buried strained-Si/SiO2 interface.  

 

The obtained initial stress from the nanomembrane using Eq. (4.2) was plotted (solid 

black) to evaluate the validity of the first approach based on the assumption of a full 

relaxation along the nanowire width (  α x ',d( ) = 0 ).  Strikingly, the stress profiles 

along the long-axis obtained using this approach is higher than the original stress in 

the nanomembrane.   This discrepancy indicates that the assumption of a full 

relaxation along the width is inaccurate and that stress is not uniaxial.  In the 

following, I focus my analysis on the second approach.   
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Figure 4.8.  Stress Profiles in single nanowires obtained under different excitation 
wavelengths using the first (a) and second (b) approaches described in the text.  (c) Stress 
relaxation dependence estimated at the center of the nanowire as a function of the nanowire 
diameter [Taken from Ref. 4.1 with permission from IOP Publishing]. 
 

I first calculated the strain from Eqs. (4.10) and (4.11) using the measured Raman 

shift scanned from x’ = 0 (edge) to x’ = 0.5 mm (towards the center) sample with 

semi-infinite width.  The strain values are then used in Eqs. (4.8) and (4.9) to 

calculate the stress at each position.   Fig. 4.8b shows the obtained stress profiles 

  σ 'xx x ',d( )   and   σ 'yy x ',d( ) .  The calculated stress values along the x’-direction are 

below the original stress of the membrane. It is also interesting to note that the profile 

of the stress along x’-direction of the nanowires is similar and with stress values very 

close to stress of the edge sample, suggesting that stress is preserved at the center.  

Moreover, the stress along x’-direction at edges (x’ = 0 and x’ = 1.0 µm) is the same (

  σ 'xx(x 'd) ≈ 0.85 GPa ) for all nanowires regardless of excitation wavelengths. This is 

not the case when a full relaxation is assumed along the width, which indicates that 

this assumption is fraught with large uncertainties.    On the other hand, I can clearly 
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see from the profile along the width,   σ 'yy x ',d( ) , that the nanowire is still under a 

biaxial stress. The stress profile along the width is relatively constant through the 

whole length of the nanowire unlike along the long-axis where pronounced relaxation 

is observed at the edges.  Furthermore, a full relaxation of stress is only observed at 

the edge of the nanowire with d = 30 nm.  For this set of nanowires, the stress at the 

center reaches a value of ~200 MPa. This behavior is observed for both excitation 

wavelengths.  At d = 80 nm and d = 50 nm, the stress is well above the fully relaxed 

region (gray dashed zero line).  This result indicates that the overall average stress in 

the nanowire is biaxial but not bi-isotropic.  Note that at an excitation wavelength of 

442 nm the buried strained-Si/SiO2 interface is also probed.   Here, the stress 

between 200 ≤ x’ ≤ 800 nm is comparable to the initial stress in the nanomembranes, 

whereas at 355 nm the initial stress in only preserved in the region 450 ≤ x’ ≤ 550 

nm.  Fig. 8c exhibits the relaxation ratio at the center of the nanowire as a function of 

nanowire diameter.  It is noticeable that the extent of this relaxation along the width 

exhibits a linear behavior as a function of the nanowire width: 

  Δσ 'yy /σ 0 = 1.01− 5.77 ×10−3 × d .  The relaxation along the long-axis is small and 

remains unchanged with the nanowire width. 

 

Interestingly, the combination of two excitation wavelengths provides new insights 

into the complex behavior of stress in nanowires.  Fig. 4.9 shows the depth 

dependence of stress profiles along the two in-plane axes for nanowire with a width 

of d = 30 nm under   z ' x 'x '( )z '  condition using different excitation wavelength 

(penetration depth) namely: 442 nm (~168 nm) and 355 nm (~10 nm).  It is 

noteworthy that Raman shifts measured using the 355 nm laser are centered around 

higher wavenumbers as compared to those obtained using the 442 nm excitation as 

shown in Fig. 4.7b.  The Fig. 4.9a also displays the original stress (lines) in the 

unpatterned nanomembrane obtained using the two-excitation wavelengths as well. 

The small difference in the measured stress using the two excitations suggests that 

the region near the surface of the nanomembranes is slightly relaxed.  

 

After patterning of the nanowires, the stresses are observed to be more relaxed in 

both 442 nm and 355 nm excitations.  However, the interesting observation is that 

the stress relaxation behavior as obtained by the 355 nm excitation decreases 

monotonously towards the center of the nanowire, which remains highly strained.  At 

the 442 nm excitation, the stress relaxation plateaus in the region 200 ≤ x’ ≤ 850 nm.   
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Figure 4.9.  Stress profiles along the (a) x’- and (b) y’-axis for nanowire with a width of d =30 
nm at different depths obtained using the two excitation wavelengths (penetration depths): 
442 nm (~168 nm) and 355 nm (~10 nm).  The horizontal solid (442 nm) and dashed (355 
nm) lines marked the initial strain in Si nanomembrane.  (c) Stress profiles at different depths 
in the reference sample with a semi-infinite edge. 
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This dissimilarity in stress behavior between the two-excitation wavelengths is 

indicative of the non-uniform distribution of the in-plane stress along the nanowire 

thickness.  More precisely, the fact that the stress measured using a laser with the 

shallower penetration depth is systematically smaller than the value averaged over 

the whole thickness provides direct evidence that the region near the nanowire-oxide 

interface maintains a high level of stress.   By combining the stress profiles measured 

at 442 nm (  σ 'xx
15nm  ) and 355 nm (  σ 'xx

10nm  ) excitations, I extract the stress profile in the 

bottom 5 nm of the nanowire along the x’-direction 
  
σ 'xx

5nm σ 'xx
5nm = 3 ×σ 'xx

15nm− 2×σ 'xx
10nm( )  

(Fig. 9a).  Similarly, the stress profile along y’-direction is depicted in Fig. 4.9b.  For 

the two in-plane axes, the obtained stress profiles are qualitatively identical but 

remarkably different from the profiles measured for the top 10 nm or over the whole 

nanowire thickness.  Particularly, the part of the nanowire near the interface becomes 

under a higher stress especially in the region about 100 to 200 nm away from the 

edge in a qualitative agreement with finite element simulations (not shown).  In this 

region, close stress values are recorded for the two in-plane directions indicating that 

the interface with the oxide preserves almost the initial isotropy (i.e., a biaxial strain).  

Interestingly, the stress in x’-direction reaches values that are higher than the initial 

stress indicating that the contraction of the lattice near the newly formed free 

surfaces is accompanied by a strong distortion close to the interface with the oxide.  

This means that when the lattice near the edges moves inwards it drags the 

underlying substrate leading to a complex redistribution of stress.  Above ~200 nm 

away from the edge, the stress decreases slightly along the nanowire length to 

stabilize around 1.2 GPa.  The decrease is more significant along the width.  For this 

direction, the in-plane stress remains the same independently of the depth in the 

nanowire.  A similar behavior is also observed for the edge sample as shown in Fig. 

9c.  The only noticeable difference in the bottom 5 nm stress values along the long 

axis between the d = 30nm nanowire and reference sample is located at the edges.  

The bottom 5 nm stress at the edge is ~1.06 GPa, which is just above the stress 

measured with 355 nm excitation whereas for d = 30 nm nanowire, the bottom 5 nm 

stress is 0.83 GPa.  Towards the center, the bottom 5 nm stress values remain 

unchanged. 

 

Nanomembrane edge induced stress field [4.19]. I scanned a 12 µm x 6 µm area 

and Figure 4.10 shows the intensity and the Raman shift images of the 30 nm, 50 nm 

and 80 nm width ε-SiNWs. From the intensity images, various localized defects are 

observed, particularly in the 50 nm (Fig. 10b) and 30 nm (Fig. 10c) ε-SiNWs. These 



	
   79	
  

defects become more pronounced in the Raman shift image. It is interesting to point 

out that there are defects only evident in the Raman shift image when compared its 

corresponding intensity image. Examples of such occurrences are in the Raman shift 

image of the 80 nm width ε-SiNWs and some part of the 50 nm width ε-SiNWs. This 

localized defect has significant effect on the Raman shift distribution in the ε-SiNWs 

as it lowers the supposed Raman shift, which represents higher stress. For proper 

analysis of the data, the defect areas were avoided. I also observed that the Raman 

shifts of the nanowires are blue shifted from the nanomembrane. This means that the 

Raman shifts of the ε-SiNWs are higher than the nanomembrane and that stress 

upon patterning occurs due to the formation of free surfaces. 

 

 
 
Figure 4.10. Intensity images of NWs with length of 1 µm and width of (a) 80 nm, (b) 50 nm 
and (c) 30 nm while (d), (e) and (f) are the corresponding Raman shift images. Image size is 
12 µm x 6 µm with step size of 25 nm/pixel. 
 

From the images in Fig. 4.10, the behavior of the Raman shift and the intensity signal 

as the NW approaches the edge was studied. Horizontal line profiles were taken at 

specific areas of the images, avoiding the defects. The black lines in Figure 4.11 

denote the intensity line profile while the red lines denote the Raman shift line profile 

for (a) 80 nm, (b) 50 nm and (c) 30 nm width NWs. As seen from Fig. 4.11, a local 

maximum in the intensity line profile corresponds to a local minimum in the Raman 

shift line profile, which is indicative of the center location of each ε-SiNW. In the 

Raman shift, a redshift occurs for ε-SiNWs closer to the nanomembrane edge as 

compared to the ε-SiNWs farther from the edge. The affected nanowires are within 4 

µm from the nanomembrane edge and exhibits the tuning of the stress that is 

induced by the nanomembrane edge. It should be noted that the half portion of ε-

SiNWs at the left most row of the 50 nm width ε-SiNWs  are embedded in the 

nanomembrane edge while the ones in 30 nm and 80 nm width are separated from 

the edge due to the fabrication process. This is also confirmed by the separate 

measurement by optical reflection imaging. 
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Three regions of interests have been identified and for ease of discussion shall be 

called: near edge, middle region and far from edge. Intensity images of the ε-SiNWs 

with 80 nm and 30 nm widths (Fig. 4.11a and 4.11c) show distinct edges of the ε-

SiNW row. I denote the column of the NWs with 80 nm and 30 nm width at the 

boundary of the nanomembrane to be the near edge region while the second column 

from the edge of the 50 nm width ε-SiNWs to be the near edge region. The middle 

region of each ε-SiNW was taken at the column right after the near edge column 

while the far from edge region was taken at the 5th column from membrane for the 

80 nm and 30 nm width NW and 6th column from the membrane for the 50 nm width 

ε-SiNWs. 

 
 
Figure 4.11. Intensity (black) and Raman shift (red) line profiles of  ε-SiNWs  with width of (a) 
80 nm, (b) 50 nm and (c) 30 nm. The defects observed in Figure 4.10 were avoided when 
acquiring this data. 
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Using the Raman shift at the three identified regions, I determined the stress profile 

(σ’xx) using the method outlined in Section 4.3.1. This method is usually applicable to 

the ε-SiNWs located far from the edge of the nanomembrane, since the 

nanomembrane affects the stress distribution of the NWs near it. I assumed that the 

stress distribution along the x’-axis of the ε-SiNWs  will be modified as the ε-SiNWs 

approach the edge due to the higher stress induced through the substrate. As was 

shown in the multiwavelength experiment, the interface has a large effect on the 

stress in the ε-SiNWs. The stress distribution along the y’-axis, however, will remain 

unchanged –   
  
σ 'yy x 'far from edge,d( ) =σ 'yy x 'middle region,d( ) =σ 'yy x 'near edge,d( )– since there 

is no edge present perpendicular to ε-SiNWs y’-axis.  

 

Figure 4.12a shows the Raman shift of 30 nm, 50 nm and 80 nm width ε-SiNWs  

used for stress along x’-axis calculation, with the latter shown in Fig. 4.12b. For a 

given ε-SiNW width, the Raman shift decreases as one moves from the far edge 

region to the near edge region. All profiles show an increase in the Raman shift 

towards the center of the nanowire, indicating that a high amount of stress is 

maintained at the center of the nanowire, with the exception of the Raman shift 

profile of 30 nm width ε-SiNW, which is characterized by a steady increase in the 

Raman shift from the near nanomembrane side to the other edge of the ε-SiNW. 

 

The stress behavior along the length of the nanowire (Fig. 4.12b) displays position 

dependence relative to the nanomembrane, particularly in the nanowire closest to the 

nanomembrane except the 30 nm width ε-SiNW near the edge. The side of the ε-

SiNW near the nanomembrane edge exhibits higher stress than the center, indicating 

that the edge has bigger effect on it than its intrinsic stress. The effect of the 

nanomembrane edge on the ε-SiNWs near the edge also depends on the ε-SiNW 

width, as the stress along the x’-axis relaxes as the width increases. Also, as the ε-

SiNW is farther away from the nanomembrane edge, the behavior of the stress along 

the length of the wire becomes symmetric, which is consistent with the 

multiwavelength experiments explained in the earlier part of this section. Independent 

of the ε-SiNWs’ width, I found that the stress relaxes as the nanowire moves farther 

away from the nanomembrane. This is is because the stress from the highly stress 

nanomembrane is transferred to the smaller and less stressed ε-SiNW s via the 

substrate. This effect lessens as the ε-SiNW moves away from the nanomembrane.  
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Figure 4.12. Raman shift along the x’-axis of the ε-SiNWs show that the Raman shift (a) 
increases from the near edge to the middle region up to the far from edge. (b) The stress 
along the x’-axis exhibits relaxation from the center to the going to the edge of the NW, with 
NWs near the edge having higher stress compared to the middle part and far from edge 
region. Gray dashed line indicates the stress on an unpatterned nanomembrane.  
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4.4 ANALYSIS OF STRESS II: TRANSVERSE OPTICAL PHONON SPLITTING 

APPROACH [4.2]  

 

4.4.1 TO: Theoretical Approach 

 

In this method, both TO phonon modes are simultaneously excited using the cross-

polarization configuration by rotating the polarizer 90º. It is possible to detect these 

phonon modes because of the use of the high NA objective lens. Since both phonon 

modes are present, it is necessary to separate the peaks of the two TO phonon 

modes during data analysis. This is done through double Lorentzian fitting. In the 

case of nanowires, the stress is anisotropically relaxed as discussed in Chapter 3. In 

this case, the degenerate doublet mode 
 
Δω xy  (TO phonon modes) in Eq. (4.1) is split 

into two modes,   ΔωTO1   and   ΔωTO2 , which are given by [4.26]: 

 

  

ΔωTO1 x '( ) = −2.88σ 'xx x '( )− 0.54σ 'yy x '( ),
ΔωTO2 x '( ) = −0.54σ 'xx x '( )− 2.88σ 'yy x '( ),

⎫
⎬
⎪

⎭⎪
    (4.12) 

 

where the numerical values were derived using the PDPs reported in Ref. 4.27 and 

the elastic compliance tensor reported in Ref. 4.28. The values for   ΔωTO1  and   ΔωTO2  

can be obtained experimentally and through simple algebraic manipulation, both 

stresses   σ 'xx  and   σ 'yy  can be directly solved. Eq. (4.12) was derived by Kosemura, 

et. al. in Ref. [4.29] and their derivation is briefly summarized in this section. 

 

I assume a linear relationship between the force constant  ΔK  and strain in the 

crystal coordinate system, wherein x : [100], y : [010] and z : [001]. I define  ΔK  as 

 

  ΔK = Aε,       (4.13) 

 

  

A =

p q q 0 0 0
q p q 0 0 0
q q p 0 0 0
0 0 0 2r 0 0
0 0 0 0 2r 0
0 0 0 0 0 2r

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟

,    (4.14) 
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where ε  is a strain tensor and A is a fourth-rank tensor with PDPs p, q, and r. The 

coordinate transformation for ε-SiNWs fabricated on a (001) Si in the direction of 

[110] (just like my sample and those found in actual transistors), use second-rank 

and fourth-rank tensors to move from the crystal coordinates to sample coordinates. 

In the sample coordinate system of x’ : [110], y’ : [-110], and z’ : [001]. These tensor 

equations are: 

  Tij = aikajlTkl ,      (4.15) 

  Tijkl = aimajnakoalpTmnop,      (4.16) 

where T and a are second- or fourth- rank tensors and a transformation matrix, 

respectively. Therefore, Eq (4.13) becomes 

  ΔK ' = A 'ε ',       (4.17) 

where the prime refer to the sample coordinate system in (x’,y’,z’). The secular 

equation of   ΔK '  is then defined as 

  

ΔK 'xx− λ ΔK 'xy ΔK 'xz

ΔK 'xy ΔK 'yy − λ ΔK 'yz

ΔK 'xz ΔK 'yz ΔK 'zz− λ

= 0,   (4.18) 

where λ  is the eigenvalues. For anisotropic biaxial stress, the second-rank stress 

tensor is given by 

  

σ ' =

σ 'xx 0 0

0 σ 'yy 0

0 0 σ 'zz

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

,     (4.19) 

where   σ 'xx  and   σ 'yy  are the stress components in the [110] and [-110] directions, 

respectively. As explained in Chapter 3, the presence of stress can change the 

optical-phonon frequencies and also the Raman tensors. But in the special case 

wherein the stress tensor has only diagonal components, the Raman tensor does not 

change. Therefore, the polarization selection rules for stress-free Si and Si 

experience biaxial stresses  σ xx  and  σ yy  are the same. The sample coordinate 

Raman tensors are given by Eq. (3.8) in Chapter 3. The stress tensors are related to 

the strain tensors by Hooke’s law: 

  ε ' = S 'σ ',       (4.20) 
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S =

S11 S12 S12 0 0 0

S12 S11 S12 0 0 0

S12 S12 S11 0 0 0

0 0 0 S44 / 4 0 0

0 0 0 0 S44 / 4 0

0 0 0 0 0 S44 / 4

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟⎟

,    (4.21) 

where S is the elastic compliance tensor and its individual components, S11, S12, and 

S44 were defined earlier along with Eqs. (4.1) and (4.2). The elastic compliance 

tensor S is transformed to sample coordinates using Eq. (4.16) to solve for the strain 

tensor  ε ' . Then solving the secular equation, Eq. (4.18), the eigenvalues  λ j  can be 

calculated. The eigenvalues take the same form as Eqs. (3.10) and (3.11) in Chapter 

3. I can then get expressions that relate the shift of the Raman shift to the amount of 

stress present in Si. These are 

 

  

ΔωTO1 =
λ1

2ω0

=
p S11 +S12( ) + q S11 + 3S12( ) + rS44

4ω0

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥
×σ 'xx

    +
p S11 +S12( ) + q S11 + 3S12( )− rS44

4ω0

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥
×σ 'yy ,

  (4.22) 

  

ΔωTO2 =
λ2

2ω0

=
p S11 +S12( ) + q S11 + 3S12( )− rS44

4ω0

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥
×σ 'xx

    +
p S11 +S12( ) + q S11 + 3S12( ) + rS44

4ω0

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥
×σ 'yy ,

  (4.23) 

  

ΔωLO =
λ3

2ω0

=
p S11 +S12( ) + q S11 + 3S12( ) + rS44

2ω0

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥
× σ 'xx+σ 'yy( ).

 (4.24) 

 

Solving Eqs (4.22) – (4.24) using the PDPs reported by Anastasskis, et. al. in 1990, 

results to Eq. (4.12). 
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4.4.2 TO: Experimental Results and Discussion 

 

Linear polarization in the   z ' x 'y '( )z '  is used. It was shown in Chapter 3 that in this 

polarization configuration, TO phonon modes are predominantly detected, particularly 

in the case of nanowires. To extract the TO phonon peaks, double Lorentzian fitting 

was used, based on the results of the simulation suggesting that the detected signal 

consists only of TO1 and TO2 (negligible LO intensity) with equal intensity due to 

symmetry of the nanowire with respect to its orientation in the sample coordinate 

system. This observation was supported by numerical simulations, wherein the 

TO/LO ratio was computed for varying nanowire widths using the same   z ' x 'y '( )z '  

polarization configuration as that in experiment. From the simulations, it was found 

that the TO/LO ratios for the 80 nm, 50 nm and 30 nm nanowires are 23.56, 54.89 

and 84.57, respectively. These values are very large as compared to the TO/LO ratio 

for the nanomembrane, which is 0.94. This means that for nanowires, the LO 

contribution is very small to the point that it is negligible. In contrast, previous work 

based on   z ' x 'x '( )z '  predominantly detects only LO phonon mode [4.12].  

 

Verifying the validity of the numerical simulations. To verify the validity of the 

numerical simulations, experiments were made on ε-Si nanomembranes under both 

  z ' x 'x '( )z '  and   z ' x 'y '( )z '  configurations. For a nanomembrane, it is reasonable to 

show that it is experiencing bi-isotropic strain. From the simulations discussed in 

Chapter 3, two peaks – LO and TO – are present. The LO peak was determined 

using the LO-active configuration   z ' x 'x '( )z ' ,  ωε−SiLO  = 514.97 cm-1 as shown in Fig. 

4.13a. Thus the TO frequency can be extracted to be 	
   ωε−SiTO = 516.26 cm-1 by Eqs. 

(4.1) and (4.2). In order to obtain the experimental TO/LO ratio, these LO and TO 

Raman frequencies are used for double Lorentzian fitting of TO-active configuration 

in Fig. 4.13b. The experimental TO/LO ratio was computed to be 0.944, which is in 

good agreement with the calculated value of 0.94 extracted in Chapter 3. Thus 

validating the soundness of my simulations. 
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Figure 4.13 (a) Raman spectrum taken on the unpatterned ε-Si nanomembrane using 

  z ' x ',x '( )z '  configuration. Only LO Raman signal is detected which peaked at 514.97 cm-1. 

(b) Raman spectrum taken on the unpatterned ε-Si nanomembrane using   z ' x ',y '( )z '  
configuration. Singlet LO – peaked at 514.97 cm-1 – and doublet TO – peaked at 516.26 cm-1 
– are detected in this configuration. 
 

Characterization of anisotropic stress relaxation through the detection of TO 

phonon splitting. Figures 4.14a – 4.14c show the experimentally obtained Raman 

spectra at the center of the nanowire for 80 nm, 50 nm and 30 nm widths, 

respectively.  These spectra were obtained under TO-active configuration wherein 

the contributions from the LO peak are negligible as supported by numerical 

simulations.  The red vertical lines in Fig. 4.14a indicate the TO1 (515.96 cm-1) and 

the TO2 (517.71 cm-1) Raman shift peak for the 80 nm width nanowire.  The 

difference between the two peaks is ∆ωTO_80 =1.75 cm-1.  This difference in the TO 

peaks is related to the strain anisotropy in the nanowire as illustrated in Fig. 3.3c in 

Chapter 3.  Similarly, for the 50 nm nanowire, the blue vertical lines in Fig. 4.14b 

indicate the TO1 Raman shift peak at 515.84 cm-1 and the TO2 Raman shift peak at 

517.75 cm-1.  The difference between the two peaks is ∆ωTO_50 = 1.91 cm-1 and is 

found to be slightly higher than that of 1.75 cm-1 for the 80 nm-wide nanowire.  Figure 

4.14c shows the Raman spectra from the 30 nm-wide nanowire.  The signal is 

relatively weaker than the Raman spectra obtained from the 80 nm and 50 nm 

nanowires due to the smaller volume probed as compared to the wider nanowires.  

The green vertical lines denote the TO1 (515.6 cm-1) and TO2 (518.32 cm-1) Raman 

shift peak.  The splitting is more apparent at this width and the difference between 

the two peaks is ∆ωTO_30 =  2.72 cm-1.  This indicates that the difference in the TO 

peaks tend to increase with smaller widths of the nanowire.  Note that this is the first 
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experimental demonstration of TO1 and TO2 splitting in (001)-oriented silicon.  The 

observed behavior is summarized in Fig. 4.14d displaying the TO1 and TO2 Raman 

shift peak as a function of the nanowire width.  As a reference, the Raman peak of 

the nanomembrane is also shown in this figure.  Based on the experiment on the 

unpatterned strained silicon nanomembrane, which can be considered as an infinitely 

wide nanowire, the extracted TO phonon frequency ωTO_∞ = 516.26 cm-1.  I see a 

slight increase in the TO1 peak position (within a ±0.5 cm-1 range) as the nanowire 

width increases.  In contrast, the TO2 Raman peak decreases with increasing 

nanowire width.  Besides, TO2 was also found to have a higher slope compared to 

TO1, which suggest that TO2 is more sensitive to the changes in the nanowire 

dimension.  For both TO1 and TO2, the evolution of the peak positions as the 

nanowire width increases exhibits a linear but opposite trend.  It is also worth 

mentioning that the TO1 and TO2 peaks converge at 516.26 cm-1
, which corresponds 

to the Raman peak of the nanomembrane (i.e., a nanowire with an infinite width).  

These results agree very well with theoretical predictions shown in Fig. 3.3b (Chapter 

3), where the detected TO is doubly degenerate for the nanomembrane.  As 

illustrated in Fig. 3.3, this degeneracy is lifted in the case of the nanowire.  From the 

linear trends, one can extrapolate that at a width of 155 nm the structure is 

sufficiently broad to possibly preserve the bi-isotropic character at the center, similar 

to the original nanomembrane.  Looking at the difference between TO1 and TO2 

Raman shift peaks for each nanowire width, we see that ∆ωTO_30 > ∆ωTO_50 > ∆ωTO_80.  

The increase in the splitting between the TO1 and TO2 is due to the narrowing of the 

width of the nanowires and is a manifestation of the increase in the anisotropy as the 

nanowire width decreases.  To the best of my knowledge, this is the first 

demonstration of TO mode splitting.  

 

Figures 4.15a – 4.15c display the TO1 and TO2 Raman shift images of the 80 nm, 50 

nm, and 30 nm nanowires, respectively.  These images were obtained through 

filtering based on the integrated intensity in order to identify the nanowires (see Fig. 

4.16 for the intensity profile). This visualization of the fitted Raman shifts validates 

further the numerical simulations and demonstrates the successful detection of both 

TO1 and TO2 phonons.  To examine the behavior of these modes along a nanowire, 

Figure 4.15d exhibits the profiles of the LO, TO1 and TO2 phonon frequencies along 

the x’ – axis of the nanowire. Each profile is averaged over 10 different 

measurements of single nanowires.   
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Figure 4.14. Raman spectra from the center of the nanowire with widths of a, 80 nm, b, 50 
nm and c, 30 nm.  Each Raman spectrum represents averaged data from 10 nanowires. The 
black hollow circles represent the actual experimental data, while the solid curves represents 
the fitted data. For fitting, the background signal was subtracted and it was assumed that the 
intensities of TO1 and TO2

 are equal due to symmetry. Splitting becomes more evident as the 
nanowire becomes narrower.  To further support the idea that splitting is indeed occurring, the 
spectral width (∆u) of the experimental data was determined. They are ∆u80 = 5.38 cm-1, ∆u50 
= 5.46 cm-1, and ∆u30 = 5.93 cm-1, for 80 nm, 50 nm and 30 nm nanowire widths, respectively.  
Spectral width broadening occurs as the nanowire width decreases, which coincides with the 
increase of the splitting between the TO phonon peaks.  d, The Raman shift of each nanowire 
is plotted with the degenerated phonon frequency (=516.26 cm-1) of the unpatterned 
nanomembrane corresponding to infinity width (see Fig. 4.13b). 
  



	
  90	
  

 
Figure 4.15 The TO1 and TO2 Raman shift derived from the double Lorentzian fitting were 
used to visualize the Raman distribution for a, 80 nm, b, 50 nm, and c, 30 nm width 
nanowires.  The areas without any nanowires present were set to be black to improve the 
contrast of the image (see also the corresponding Raman intensity image in Fig. 4.16). The 
scale bar is equivalent to 1 µm. The edges of the nanowires are rounded as compared to the 
SEM image shown in Fig. 4.1a.  This is due to the convolution of the edge of the nanowire 
and the focus spot, which is probing the nanowire.  d, The LO, TO1 and TO2 Raman shifts 
along the x’ – axis of a nanowire is plotted and compared to those of the nanomembrane (LO: 
514.97 cm-1, TO: 516.26 cm-1) (see Fig. 4.13b). These data were averaged from 10 
nanowires for each set. 
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The nanomembrane is used as a reference indicating the initial Raman shifts of LO 

and TO phonon modes prior to patterning, which are 514.97 cm-1 and 516.26 cm-1, 

respectively (Fig. 4.13b).  The LO peaks at each position of the nanowires were 

obtained via single Lorentzian fitting in the LO – active   z ' x ',x '( )z '   polarization 

setting. It can be seen that for the Raman shifts, TO2 > LO > TO1.  This behavior 

reflects the case of anisotropic strain illustrated in Fig. 3.3c.  For TO1, the Raman 

shift does not vary much as the nanowire width decreases.  TO2, on the other hand, 

exhibits an increase in the Raman shift as the width decreases.  For both cases, the 

Raman shift around the center of the nanowire ( x’ – position: 200 nm to 800 nm) is 

relatively constant and increases towards the edges. Based on the obtained TO1 and 

TO2 Raman shifts – ∆ωTO1 and ∆ωTO2, respectively – the stress along the length (σ’xx) 

and along the width (σ’yy) can now be directly evaluated using Eq. (4.12). 

 

Substituting the two TO modes’ frequencies from Fig. 4.15 to Eq. (4.12), σ’xx and σ’yy 

along the nanowires are determined as shown in Fig. 4.16a.  Interestingly, this 

demonstrates that stress in-plane components can be resolved using micro-Raman 

scattering spectroscopy in backscattering configuration.  The general trend is that the 

stress is higher at the center of the nanowire and decreases as it approaches the 

edges of the nanowire.  Interestingly, and against the prevalent belief that patterning 

induces strain relaxation in all directions [4.15, 4.24], we observe that the stress 

along the nanowire axis, σ’xx, is higher than that of the original stress in the 

nanomembrane before patterning, which is around 1.2 GPa.  However, the stress 

decreases significantly along y’-direction, σ’yy.  The strong contraction along the 

smallest dimension is attributed to a higher free surface to volume ratio along y’-

direction.  Fig. 4a also provides strong evidence that this contraction in the y’-

direction is accompanied by a stretch along the x’-direction as expected from the 

Poisson effect.  This lattice expansion translates into an increase in the stress along 

this direction.  This subtle but important observation cannot be achieved based on 

the sole detection of LO phonons.  Therefore, it is of paramount importance to detect 

both TO1 and TO2 to precisely characterize the stress distribution in nanowires and 

other nanoscale systems with anisotropic stresses.  In order to probe the behavior of 

the stress anisotropy, Fig. 4.16b exhibits the anisotropy ratio σ’xx / σ’yy as a function 

of the nanowire width.  Expectedly, the narrower the width, the higher is the 

anisotropy ratio.  Interestingly, the anisotropy appears to be more significant at the 

edge of the nanowire where the contraction along the shortest dimension is more 

pronounced.  This heterogeneous distribution of stress in nanowires and its 
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sensitivity to the nanowire width are very important for the design and fabrication of 

strained silicon-based devices as the electrical, optical and mechanical properties of 

the nanowire depend on them.  

 

Using a high NA lens and polarized Raman spectroscopy, we have realized the 

detection of TO phonons, which is essential for a more comprehensive 

characterization of stress in nanostructures such as nanowires.  Based on numerical 

simulations, I was able to infer that the LO contribution in the Raman signal is 

negligible and the detected signal is mainly composed of TO1 and TO2.  Based on the 

measured Raman signals from strained silicon nanowires, TO mode splitting is 

observed for the first time.  The splitting between the modes becomes larger as the 

nanowire width becomes smaller therefore showing higher anisotropic stress 

relaxation for narrower nanowires.  From Raman shift imaging of the TO1 and TO2 

modes, the stress profiles in single nanowires are directly obtained and it was seen 

that the stress along the x’ – axis is higher than the stress of the nanomembranes as 

a result of the strong lattice contraction along the shortest dimension.  Through the 

detection of the two TO modes, a more detailed stress analysis can be made which 

will provide a better understanding of the interplay between stress and basic 

properties and performance of strained semiconductors based nanoscale materials 

and devices. 
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Figure 4.16 a The stress in the x’ – axis, s’xx, and y’ – axis, s’yy, along the x’ – direction of a 
nanowire for varying width, as compared to the stress in a nanomembrane (1.2 GPa). The 
circular, square and triangular markers are the computed stresses for the 80 nm, 50 nm and 
30 nm nanowire widths, respectively. The solid lines are the corresponding fitting from the 
computed stresses. b, The behavior of the anisotropy ratio as a function of the width both at 
the center and at the edge of nanowires. 
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4.5. Comparison of LO and TO Analysis 
 

Using the same experimental setup described in the main text, a 6 µm x 6 µm area 

was scanned using the   z ' x ',x '( )z '  polarization configuration with a step size of 25 

nm. At each step, a Raman spectrum was recorded using an exposure time of 500 

ms and incident laser power of 5 mW prior to the microscope. Single Lorentzian 

fitting was used to extract the LO Raman Shift peaks. Figures 4.17a to 4.17c show 

the LO intensity images while Figs. 4.17d to 4.17f shows their corresponding LO 

Raman shift images for the 80 nm, 50 nm and 30 nm width nanowires, respectively. 

Filtering was used based on the LO intensity images in order to obtain the exact 

position of the nanowires. It can be seen that as the nanowire width decreases, the 

Raman shift peak increases. 

 

 
 
Figure 4.17. Raman intensity and Raman shift images of LO phonon mode detected by 

  z ' x ',x '( )z '  configuration. The Raman shift clearly increases with decreasing nanowire width. 

 

Figure 4.18 shows the extracted stress based on the experimentally observed LO 

phonon peaks. It is observed that all the stress values do not exceed the original 

stress in the unpatterned nanomembrane, which indicates that stress relaxation 

occurs in both directions. Comparing the stress relaxation in each direction, the y’ – 

axis, σ’yy, is more relaxed than the x’ – axis, σ’xx. It is also observed that, similar to 

the TO data (Fig. 4.16a), the variation of σ’xx is not much as compared to that of σ’yy, 



	
   95	
  

wherein the stress relaxation increases as the nanowire width decreases. This is 

primarily due to the change in dimension in the y’ – axis wherein the width is varied 

as compared to the constant length dimension of 1 µm in the x’ – axis. What is 

common though in both σ’xx and σ’yy is the behavior of the stress. The stress is 

maintained at the center of the nanowires and quickly relaxes as it moves to the 

edges of the nanowires due to the formation of free surfaces. The stress relaxation 

for a nanomembrane edge, which is assumed as a nanowire with semi-infinite width, 

was also computed based on experimental measurement from the edge (x’ = 0) to x’ 

= 0.5 mm. The computed σ’xx is plotted at 0 < x’ < 0.5 mm and its mirror image is 

plotted at 0.5 < x’ < 1.0 mm, resulting to a symmetric plot. Its σ’xx is almost similar to 

that of the nanomembrane, except that there is some relaxation at the edges. This is 

expected since one can imagine an infinitely wide nanowire with constant length of 1 

µm to be a minute slice of the nanomembrane. Due to its infinite width, the stress at 

the center of nanowire is nearly preserved, but since it has a finite length, relaxation 

at the edges occurs. But compared to the relaxation of the 80 nm, 50 nm and 30 nm 

nanowires, this relaxation is relatively small. 

 

Comparing the stress calculated using LO analysis (Fig. 4.18) and TO analysis (Fig. 

4.16a), the main difference is, as mentioned earlier, that the stress does not exceed 

that of the nanomembrane when LO analysis is used. This is due to the initial 

assumption made that the nanomembrane is similar to a semi-infinite bulk material. 

Although this assumption is not wrong, it limits itself to the analysis of stress in the x’-

direction and to structures experiencing bi-isotropic stress. TO analysis on the other 

hand does not utilize any assumptions that can limit its applications. Also, the TO 

analysis method is well suited for nanowire-like structures as shown in this work. 

 

The strain was also computed using the LO method (Fig. 4.19) and it was seen that 

the derived strain values of strain are comparable to the values used in the 

semiconductor industry [4.30]. This shows that micro-Raman spectroscopy is indeed 

a useful technique for strain engineering. 
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Figure 4.18. Experimentally extracted stress profile along nanowires with different diameters 
based on LO phonon modes using   z x ',x '( )z '  configuration. All the stress values are smaller 
than the initial unpatterned nanomembrane stress (1.2 GPa) meaning stress relaxation occurs 
in both directions. 
 
 

 
 

Figure 4.19. Calculated strain experienced by the ε-SiNWs from the LO data obtained.  
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Chapter 5. Carbon Nanotubes: Theory, Properties and Tip-
Enhanced Raman Spectroscopy 

 

As silicon is reaching its limit to maintain the continuity of Moore’s law, chip 

manufacturers have invested time and money to develop new computing 

architectures and processor designs, wherein some are based on new materials 

[5.1]. There are a number of materials and technologies being innovated by different 

chip manufacturing companies. Some of these candidates are graphene [5.2], carbon 

nanotubes [5.3], memristors [5.4], and cognitive computers [5.5, 5.6]. Among these 

promising candidates, carbon nanotubes (CNTs) are of particular interest because of 

their intrinsic electronic properties and ultrathin body [5.7] and also because of the 

recent innovation of a CNT computer developed by engineers in Stanford University 

[5.8]. To learn more about the characteristics of this nano-sized material whose 

diameter ranges from around 0.7 – 10 nm in diameter [5.9], it is necessary to use 

nano-Raman spectroscopy techniques to spatially resolve individual CNTs or 

bundled CNTs. In this work, a nano-Raman spectroscopy technique called tip-

enhanced Raman scattering is utilized to study CNTs. 

 

In this chapter, the theory and basic concepts of TERS are first discussed. Numerical 

simulations by finite-difference time-domain calculations are presented to show the 

evolution of the electric field found in the gap between the metal-coated tip and a 

substrate, which is either glass or a metal-coated glass substrate. Afterwards, the 

theory and properties of CNTs are discussed. The Raman spectrum of CNTs are 

explained and results of TERS experiments on CNTs are presented. 

 

5.1.  TIP-ENHANCED RAMAN SCATTERING (TERS) 

 

The basic concept of TERS was proposed in 1985 by Wessel – utilizing a single 

metal nanoparticle that can produce a constant field enhancement to investigate a 

surface [5.10]. The role of the sharp metal tip was to act as an active site to probe the 

surface point by point. By integrating this probe with scanning probe microscopy 

(SPM) techniques, it would be possible to map and analyze the entire surface. This 

concept became a reality through the development of the TERS system and 

experimentally demonstrated independently by Hayazawa [5.11], Stöckle [5.12], and 

Anderson [5.13]. After the initial development of TERS, the spatial resolution was 

improved being limited only by the diameter of the tip. Such high resolution was 

demonstrated by Hartschuh, et. al. [5.14] by imaging of single-walled CNTs using 
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TERS. Aside from achieving high spatial resolution, TERS has proven itself to be a 

powerful analytical tool because of its high chemical sensitivity. Owing to this 

sensitivity, TERS has then been used to study various samples and phenomena, 

reaching even the fields of biology and chemistry. There are a number of applications 

worth mentioning. The nucleobases of DNA [5.15-5.16] and RNA [5.17] have been 

identified through their unique vibrational modes. Staphylococcus epidermidis 

bacterium [5.18] has been chemically characterized and the different components of 

its cell wall [5.19] have been identified that may help further understand the biological 

processes occurring on the surface of cells. Viruses like the tobacco mosaic virus 

have also found an application for TERS to provide vibrational spectroscopic 

information that can eventually lead to fast detection and identification of single virus 

particles [5.20]. Proteins, such as cytochrome c [5.21], and peptides [5.22] have been 

analyzed via TERS and TERS gave more chemical information compared to surface-

enhanced Raman scattering (SERS) and scanning tunneling microscopy (STM), 

respectively. Changes in the molecular structure of single-molecule junctions for 

different conductance states can be studied using a derivative of TERS called 

“fishing-mode” TERS [5.23]. Photocatalytic reactions can be monitored using time-

resolved TERS [5.24], and, quite recently, mapping of catalytic activity using TERS 

has been achieved [5.25]. This demonstrates the potential and versatility of TERS as 

an analytical tool. 

 

5.1.1 Electric Field Enhancement at the Tip 

 

An enhanced electric field is generated at the tip of a metallic probe having a 

nanometric diameter by first irradiating the tip with an electric field (e.g. laser light). 

This incident electric field causes conductive free electrons to collectively oscillate at 

the surface of the metal (Fig. 5.1) called surface plasmon polaritons (SPP) [5.26, 

5.27]. Both electrons and positive charges are concentrated at the tip and generate a 

strong external electric field. The photon energy is confined at the local vicinity of the 

tip, making the tip work as a photon reservoir [5.27]. The local electric field serves as 

a nanolight source that, when positioned near a sample surface excites and 

enhances the Raman signal from molecules near the tip apex giving access to 

spectroscopic information of the sample [5.28]. 
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Figure 5.1. Formation of enhanced electric by local SPP at the metallic tip apex. 

 

The strength of the enhanced electric field is dependent on the polarization of the 

incident beam. For tip enhancement to occur, the incident electric field must be p-

polarized [5.14, 5.29-5.31]. In particular, if radially polarized light illuminates the tip, a 

strong electric field shall be generated. This is due to the presence of the strong 

longitudinal field that couples with the tip [5.31]. Figure 5.2 shows finite-difference 

time-domain (FDTD) calculations of the electric field generated at the tip apex 

situated on top of a substrate for different polarizations. The tips simulated are silver 

(Ag, diameter = 35 nm) and gold (Au, diameter = 60 nm) coated Si tips. These tips 

were chosen to simulate the tips used in actual TERS experiments. The substrates 

simulated are glass and Au/Ge coated substrates. The Au has a thickness of 10 nm 

while the Ge has a thickness of 1 nm. The Au/Ge substrate was used to simulate the 

actual substrate used in Chapter 6 of this thesis. This substrate is an ultrasmooth 

substrate that is highly transparent and has no SERS background. For the 

simulations, two wavelengths were used – 532 nm for Ag simulations and 633 nm for 

Au simulations. This is to excite the localized surface plasmon resonance on the 

metal surface. From the simulations, it can be seen that when s-polarization is used 

(Figs. 5.2a – 5.2b and Figs 5.2g – 5.2h) the generated electric field is weak and the 

central part has minimum enhancement. This can be correlated to the profile of the 

longitudinal field of linearly polarized light, simulated in Chapter 2 and Chapter 3. 

When p-polarization is used (Figs. 5.2c – 5.2d and Figs. 5.2i – 5.2j), the generated 

electric field is stronger compared to that of s-polarization. But when radial 

polarization is used (Figs. 5.2e – 5.2f and Figs. 5.2k and 5.2l), the generated electric 

field is more than 10 times higher compared to p-polarization. Therefore, in terms of 

generating a strong electric field, radial polarization is the best choice. Comparing the 

use of a glass substrate and a metal-coated substrate, it can be seen that the metal 

coated substrate helps in generating a stronger electric field. The presence of the 

metallic thin film enables a tighter confinement around the apex. 
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Figure 5.2 Electric field distribution at the tip apex illuminated by either 532 nm for Ag or 633 nm for Au coated tips. Metallic tips on glass 
substrates using (a) – (b) s-polarized, (c) – (d) p-polarized and (e) – (f) radially polarized illumination. Metallic tips on Au/Ge substrate using (g) 
– (h) s-polarized, (i) – (j) p-polarized and (k) – (l) radially polarized illumination.  
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5.1.2. System Geometry 

 

A typical TERS setup consists of laser light that enters an inverted microscope and is 

focused by an objective lens (NA = 1.49) as shown in Fig. 5.3a. The metal-coated tip is 

then moved to the focus point to create a localized and enhanced electric field. The use 

of a high numerical aperture (NA) objective lens helps generate a strong longitudinal field 

along the tip axis that is p-polarized [5.32]. The spatial resolution is determined by the 

diameter of the tip, which dictates the size of the enhanced field. This kind of 

configuration is called “transmission mode” [5.11, 5.12] and is widely used for 

transparent samples. Another configuration is called “reflection mode” [5.13] and is used 

for opaque samples (Fig. 5.3b). Although reflection mode is advantageous for opaque 

samples, it has a relatively higher background signal compared to transmission mode 

TERS. This is because of the low NA objective lens with long working distance that is 

used to illuminate the tip. 

 

 
Figure 5.3 (a) Transmission mode and (b) reflection mode TERS. 

 

5.1.3. Fabrication of Metallic Probes used for TERS 

 

The tips used for the TERS experiments are contact mode atomic force microscopy 

(AFM) silicon cantilever tips (Fig. 5.4a), CSG10 (NT-MDT, force constant = 0.11 N/m). 

They are baked for 10 hours to form a SiO2 layer (thickness > 200 nm) (Fig.5.4b). The 

diameter of the tips are around 30 nm after baking. The tips are baked in order to: (i) 

blue shift the resonant wavelength, (ii) the resulting SiO2 is transparent and not 

absorptive compared to silicon and (iii) moderately dulls the tip end to aid in the 

formation of the appropriate metal grain size during evaporation [5.33]. Usually the noble 



	
  104	
  

metals, Au or Ag, are deposited onto the oxidized tips via thermal evaproation. The 

thickness to attain high enhancement varies for each metal. For Ag, typically 60 nm is 

evaporated while for Au, 90 nm is evaporated (Fig. 5.4c). 

 

 
Figure 5.4. SEM images of the cantilever tips in each step of the metallization process: (a) 
unoxidized Si tip, (b) oxidized tip, and (c) Au-coated (metallized) tip. 
 

 

5.1.4 Taking Care of TERS tip 

 

The life of a TERS experiment relies heavily on how the tip is prepared and how it is 

handled during experiment. When the tip is prepared, it must be in a clean environment. 

A contaminated tip cannot be used for TERS experiments because the Raman 

generated by the contamination (called contamination peaks) would overpower the 

Raman from the sample. During TERS experiments, the power of the illuminating beam 

must be strong enough to detect Raman signal from the sample, but weak enough so as 

not to damage the tip. When too strong a power is used on the tip, the tip and the metal 

will melt as shown in Fig. 5.5a. Care must also be made when approaching the tip onto 

the sample surface. If the tip crashes onto the sample surface, the tip end may be 

broken (Fig. 5.5b). Any appreciable damage to the tip end caused by melting or 

breakage will render the tip useless for the rest of the experiment. In principle, tips must 

be used from within 24 hours to a few days after fabrication to ensure that the tip is still 

TERS active. When storing tips, it is advisable to put them in vacuum-sealed containers 

and store these containers in a vacuum cabinet. This will minimize the amount of 

contamination that can contaminate the tip. 
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Figure 5.5 SEM images of damaged Au-coated SiO2 tips: (a) melted tip due to high illumination 
power (~ 3 mW) and (b) broken tip. 
 

5.2. CARBON NANOTUBES (CNTs) 

 

Single walled CNTs are defined as graphene sheets rolled up into a seamless cylinder, 

which is usually one atom thick [5.9, 5.34]. A nanotube is identified by its chiral vector Ch 

[5.34], 

   Ch = na1 +ma2 ≡ (n,m),    (5.1)  

where the paired indices   n,m( )  indicate the number of unit vectors    na1  and    ma2 in the 

hexagonal honeycomb lattice contained in the vector Ch. Ch makes a chiral angle θ  with 

the zigzag or a1 direction (Fig. 5.6).  

 
Figure 5.6 Unrolled honeycomb lattice of a CNT. When lattice sites O and A, and lattice sites B 
and B’ are connected, a nanotube is constructed.  OA  represents the chiral vector, Ch.  OB  
represents the translational vector T. The rectangle   OAB 'B  is the unti cell of the CNT. In this 
illustration, the CNT is   n,m( ) = 4,2( ) .  [Taken from Ref. 5.9] 

 
The diameter of the CNT, dt, is defined as [5.9] 

  dt = L / π,   L = Ch = Ch ⋅Ch = a n2 +m2 + nm,    (5.2) 
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where L is the circumferential length of the CNT. 

The chiral angle θ  is computed by taking the inner product of Ch and a1, 

 

   

cosθ =
Ch ⋅a1

Ch a1

= 2n +m

2 n2 +m2 + nm
.
     (5.3) 

From this equation, the zigzag nanotube has a chiral angle of  θ = 0° , while the armchair 

nanotube has  θ = 30° . There are two kinds of CNTs depending on their electronic 

properties. These are metallic or semiconducting CNTs based on their on dt and  θ.   

 

5.2.1 The Raman Spectrum of CNTs 

 

The Raman spectrum of CNTs can give valuable information about the electronic and 

structural state of the CNT. Figure 5.7 shows a typical micro-Raman spectrum of a 

semiconducting CNT. There are 4 distinct Raman peaks and these are the G band, 2D 

band, D band and radial breathing mode (RBM). 

 

 
Figure 5.7 Typical micro-Raman spectrum from a semiconducting CNT, the G-band, D-band, 2D-
band and RBM (RBM’ is for anti-Stokes) are identified. 
 

The G band is related to the longitudinal optical (LO) phonon mode whose peak occurs 

around 1580 cm-1 [5.35]. This is related to the tangential vibration mode of the C atoms 

and is useful for 1) diameter characterization, 2) distinguishing between metallic and 

semiconducting CNTs through their differences in Raman lineshapes, 3) probing charge 
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transfer from doping of CNT and 4) studying Raman selection rule for various scattering 

processes and geometries [5.36]. The 2D band arises from a two-photon, intervalley, 

second-order Raman scattering process. Its peak position is dependent on the excitation 

laser used. In the case of Fig. 5.7, a 532 nm laser was used. The intensity of the 2D 

band determines the quality of the CNT. If the CNT is of high-quality, the 2D band’s 

intensity is comparable to that of the G band. The D band is induced by disorders in the 

carbon. It indicates atomic defects within the layer of carbon. The relative intensity of D 

to G bands can determine the CNT purity [5.35]. While changes in the D and 2D bands 

can be used to probe structural modifications of the nanotube sidewalls due to defects or 

attachment of chemical species onto the walls [5.36]. The RBM is useful to determine the 

dt via its RBM frequency  ωRBM( ) . It is also possible to extract the temperature of the CNT 

with knowledge of the Stokes and anti-Stokes intensities [5.28]. Further discussion on 

this aspect of the RBM can be found in Chapter 6 of this thesis. From the dt, the chirality 

of the CNT being studied can also be determined. The intensity of the RBM can also give 

information regarding the electronic structure of the CNT. Along with the Kataura plot 

[5.37], the RBM can identify whether the CNT is metallic or semiconducting. Any 

structural changes in the CNT can have implications on the electronic properties of the 

CNT. Through the use of Raman spectroscopy, it is possible detect such changes. 

 

5.2.2 CNT and TERS 

 

From Section 5.2.1, using micro-Raman spectroscopy, it is possible to detect the Raman 

spectra from CNTs. But since micro-Raman spectroscopy is diffraction limited, it is not 

possible to detect whether the signal is coming from a single CNT or a group of CNTs 

spaced close together. Since CNTs are nanometer in size, they cannot be seen via a 

conventional microscope. In order to resolve this nano-sized material, TERS is 

necessary. Figure 5.8a shows the far-field image obtained via micro-Raman 

spectroscopy. The bright area indicates the presence of CNTs (semiconducting in this 

case), but no clear structure of the CNTs can be seen.  Figure 5.8b and 5.8c show the 

TERS and topography image of the same area shown in Fig. 5.8a, respectively. Both 

TERs and topography images were taken simultaneously during experiment. The white 

horizontal lines on the right side of the topography image (Fig. 5.8c) are artifacts from the 

measurement. From the TERS image, the semiconducting CNT can be clearly seen. 

Even the bending of the tube is resolved and shows good correspondence with the 

topography image. Figure 5.9 shows both the far-field (gray line) and the TERS (red line) 

spectra taken at the same point A with the same power (150 µW) and exposure time (10 
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s). It can be clearly seen that TERS can enhance the signal from the sample. The 

contrast to determine the enhancement is defined as [5.38]  

 

  
Contrast =

Inear

Ifar

=
Itotal

Ifar

−1
⎛

⎝⎜
⎞

⎠⎟
     (5.4) 

where Inear is the intensity of the near-field signal, Ifar is the intensity of the far-field signal 

and Itotal is the measured intensity during experiment, which is the sum of the near-field 

and far-field Raman intensities. The enhancement factor (EF) is defined as [5.27] 

  
EF = Contrast ×

dfocus
2

dtip
2

⎛

⎝
⎜

⎞

⎠
⎟ ,     (5.5)  

where  dfocus  and  dtip  are the diameters of the focus and tip, respectively. For the G-band, 

the contrast is around 12. The diameter of the focus using a 532 nm laser and a NA = 

1.49 objective lens is 435.6 nm. The diameter of the tip is 35 nm. Therefore, the EF for 

the G-band is 1760. With this high enhancement and high spatial resolution, TERS can 

provide information on the local changes in structure of CNTs which can be useful in 

analyzing the CNTs’ electronic properties. 

 

 
Figure 5.8 (a) Far-field, (b) near-field (TERS) and (c) topography image of bundled 
semiconducting CNTs. Scale bar indicates 200 nm. 
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Figure 5.9 Far field (gray line) and TERS (red line) spectra taken at point A of Fig. 5.8b. Far-field 
is when the tip is retracted from the sample. TERS is when the tip has approached the sample. 
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Chapter 6. Carbon Nanotubes: Tip-Enhanced TeraHertz Raman 
Scattering, a nano-Raman spectroscopy study [6.1] 

 

One consequence of the enhancement brought about by TERS is the increase in 

temperature, particularly in the vicinity of the tip apex [6.2-6.3]. The joule heating 

generated at the tip apex is caused by the absorption of light – represented by a value 

proportional to the imaginary part of the dielectric function of the tip. Temperature plays a 

key role when studying physicochemical properties of materials, especially thermally 

sensitive ones. Variations in the temperature of the material and its environment may 

alter its molecular structure, chemical composition or induce thermal damage. Therefore, 

it is important to know the temperature on the sample for a certain amount of laser power 

used during TERS experiments. There are only several works reported so far on the 

temperature issue in TERS. Downes et al. analytically predicted the increase of the local 

temperature at the tip apex based on the finite element method [6.2], in which a large tip-

enhancement effect induces a temperature rise over 3 orders of magnitude higher than 

without the tip. Zenobi’s group reported an experimental verification of local heating at 

the tip apex by observing the morphological change of metallic nano-grains even at low 

temperatures (less than 100 °C) and the subsequent loss of the tip-enhancement [6.3]. 

This observation, however, was an indirect method and the exact temperature was not 

known. Sokolov’s group reported on the direct determination of the local temperature 

based on the Boltzmann distribution of the anti-Stokes/Stokes Raman intensity ratio 

[6.4]. The extracted temperature had a minimum value of 100 °C, but they used a 

relatively thick film as a sample (thickness ~ 50 nm) making the extracted temperature 

an average over the sample volume. The detection sensitivity was also quite low due to 

the high energy of their observed Raman shift (1000 cm-1 ~ 1600 cm-1) resulting in 

extremely weak anti-Stokes signal. In addition, the difference of detection efficiency for 

both anti-Stokes and Stokes frequencies was not considered in their calculation. In 2010, 

Kawata’s group reported another approach to determine the temperature at a metal-

coated silicon cantilever tip [6.5]. The temperature was determined by the shift of the 

Raman peak originating from the silicon cantilever [6.6]. Although this method is useful, it 

is limited to silicon cantilever based tips and is not applicable to recently reported 

oxidized tips for higher tip-enhancement [6.7]. Moreover, the detectable temperature was 

rather high (greater than 100 ºC) because the spectral shift at low temperatures (less 

than 100 ºC) was too weak to be detected. In this thesis chapter, all the issues of the 

previous works are circumvented. The proposed approach is based on the direct 

determination of the temperature extracted by the Boltzmann distribution of 



	
  114	
  

simultaneously observed anti-Stokes and Stokes Raman scattering in the terahertz 

(THz) Raman frequency range (less than 200 cm-1). Let us focus on the low frequency 

feature of the radial breathing mode (RBM) of single walled carbon nanotubes (CNTs) by 

which the difference of detection efficiency, tip-enhancement, and resonant Raman 

efficiency at anti-Stokes and Stokes frequencies could be negligible due to the small 

wavelength gap between the two frequencies. Furthermore, the intensity of anti-Stokes 

Raman scattering is sufficiently high to be even comparable to Stokes Raman scattering 

because of the low energy of THz Raman modes. Here the local temperature of the 

sample located underneath the tip apex at a low temperature range (less than 100 ºC) is 

determined and showed that the temperature was controlled by the incident laser power 

with high sensitivity. 

 

6.1 TEMPERATURE DETERMINATION BASED ON THE BOTLZMANN 

DISTRIBUTION 

 

The temperature at the sample is related to the ratio of the intensities of the anti-Stokes 

(IAS) and Stokes (IS) Raman signal according to the Boltzmann distribution defined as 

[6.8] 

  

IAS

IS
=

ω0 +ωR

ω0 −ωR

⎛

⎝⎜
⎞

⎠⎟

4

exp
−hcωR

kBT
⎡

⎣
⎢

⎤

⎦
⎥      (6.1) 

where ω0 is the laser excitation frequency, ωR is the Raman scattering frequency, h is 

Planck’s constant, c is the speed of light, kB is Boltzmann’s constant and T is the 

temperature at the sample. The factor raised to the fourth power corrects the frequency 

dependent scattering cross section. However, Eq. 6.1 is only valid if IAS and IS are 

measured directly. For experiments involving photon counting using a charge couple 

device (CCD) as a detector, a conversion factor is needed. This conversion factor is the 

Planck relationship that relates the photon count rates to the intensities and is defined as 

[6.9] 

 E = hω       (6.2) 

 

   

IAS ∝PAS = !nASh ω0 +ωR( ),
IS ∝PS = !nSh ω0 +ωR( ).

⎫
⎬
⎪

⎭⎪
    (6.3) 

In Eq. 6.3, PAS and PS are the power propagated by the scattered light (both anti-Stokes 

and Stokes), while   
!nAS  and   

!nS  are the photon count rates. Substituting Eq. 6.3 into Eq. 

6.1 results into the more applicable form 
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!nAS

!nS

=
ω0 +ωR

ω0 −ωR

⎛

⎝⎜
⎞

⎠⎟

3

exp
−hcωR

kBT
⎡

⎣
⎢

⎤

⎦
⎥.     (6.4) 

Henceforth, the intensity being described is the intensity based on the photon count 

rates,   
!nAS  and   

!nS .  

 

Figure 6.1 shows the behavior of the   
!nAS  and   

!nS  ratio (  
!nAS /  

!nS ) as a function of 

temperature up to around 100 ˚C (373.15 K) based on Eq. 6.4 for different ωR. As the ωR 

increases, the change of   
!nAS /  
!nS  as a function of temperature also increases; however, 

  
!nAS  becomes extremely weak, compared to   

!nS , which makes it nearly impossible to 

experimentally detect the signal at the given low temperature range. In this sense, the D- 

and the G-bands of CNTs are not good choices for temperature calculation. Similarly, as 

the Raman shift gets lower than 100 cm-1,   
!nAS  becomes higher and even comparable to 

  
!nS ; however, the change of   

!nAS /  
!nS  becomes very small and is experimentally difficult to 

detect. In contrast, the Raman shift between 150 ~ 200 cm-1, which is the typical 

frequency range of RBM, shows comparable intensity while exhibiting more than 30% of 

the change in   
!nAS /  
!nS  within the plotted temperature. This signal level and the change in 

  
!nAS /   

!nS  make RBM detection sensitive enough to experimentally obtain the local 

temperature in the probed volume. Previous works have shown the temperature 

dependence of the RBM frequency [6.10-6.11], but these measurements have only been 

done in the far-field. It is advantageous to use the RBM to determine in situ the 

temperature of the CNTs during TERS measurements because both the anti-Stokes and 

the Stokes can be measured simultaneously with high spectral resolution. Strictly 

speaking, the experimentally detected   
!nAS  and   

!nS  are affected by the detection 

efficiency of the detector such as diffraction efficiency of the grating and camera 

sensitivity. However, owing to the THz feature of RBM, the wavelength gap between 

anti-Stokes and Stokes is 10 nm – for the case of 532 nm excitation with 180 cm-1 

Raman shift – which makes the difference of the detection efficiency negligible. 

Moreover, the possible frequency dependent tip-enhancement effect and resonant 

Raman condition could be negligible. 
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Figure 6.1. Calculated between anti-Stokes/Stokes intensity ratio as a function of temperature at 
various Raman shifts. ω0 is set to 15802.8 cm-1 corresponding to 632.8 nm. 
 

6.2 SAMPLE PREPARATION 

 

6.2.1. Au/Ge substrate 

 

In TERS, a metallic gap induces much higher electric field enhancement [28-30], which 

would result to higher temperature rise. Among the metallic substrates, on which 

molecules are adsorbed, gold is one of the preferable choices for its high chemical 

stability. In order to apply transmission configuration for the illumination described below, 

an ultrathin and smooth Au (gold) / Ge (germanium) coated cover glass is used as a 

substrate [6.12], which is similar to the concept of a single crystal Au nanoplate [6.13]. 

First, the Ge layer with a thickness of 1 nm was deposited onto a cover glass in a 

thermal evaporator (K-Science Inc. KS-807RK) at an evaporation rate of 0.1 Å/s. 

Afterwards, the Au layer with a thickness of 10 nm was evaporated at a rate of 0.2 Å/s. 

The Ge layer acted as a wetting layer that improved the adhesion of Au onto the glass 

surface, resulting to a smooth Au film.  
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Figure 6.2. Scanning electron microscope images (SEM) of (a) Au and (b) Au/Ge substrates. The 
scale bars indicate 200 nm length. (c) Transmission spectra of Au (red line) and Au/Ge (blue line) 
substrates. 
 

Figures 6.2(a) and 6.2(b) show the scanning electron microscope images of the surfaces 

of an Au thin film (thickness = 10 nm) and an Au/Ge thin film (Au thickness = 10 nm / Ge 

thickness = 1 nm), respectively. Without the Ge layer (Fig. 6.2(a)), gaps across the Au 

film were observed. These gaps are potential sources of hot spots that can generate 

SERS signals and affect the TERS measurements. On the other hand, when the Ge 

layer was introduced, a smooth and almost gap-free Au film was fabricated (Fig. 6.2(b)). 

This Au/Ge substrate had no SERS effect, which was also confirmed by dark field image 

of the substrate [6.12]. The change in surface morphology also reflected in the films’ 

optical properties. Fig. 6.2(c) shows the transmission spectra of the Au (red line) and the 

Au/Ge (blue line) thin films. It should be noted that the transmission of Ge film was 

separately measured and was subtracted from the Au/Ge spectrum. While the Au/Ge 

thin film reflected the dielectric function of gold and exhibited a broad transmission from 

visible to near infrared wavelengths, the Au thin film showed a dip in the transmission 

from 550 ~ 800 nm caused by absorption due to local surface plasmon polariton 

excitation. Thus, the high transmission of the SERS free Au/Ge film makes it a good 

substrate for TERS in the transmission configuration and can be used for biological 

[6.13] and self-assembled monolayers (SAMs) samples. 
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6.2.2. Carbon nanotube on substrate preparation 

 

The samples used in this study are CNTs made via arc-discharge method (Meijo Nano 

Carbon Co., Ltd), in which the diameter distribution is centered at 1.4 nm. Based on the 

Kataura plot [6.14], semiconducting CNTs (s-CNTs) are in resonance with 532 nm 

excitation and metallic CNTs (m-CNTs) are in resonance with 632.8 nm excitation. 

Accordingly, two separate samples were made: one containing only s-CNTs and the 

other containing only m-CNTs. Both samples were prepared in a similar manner. An 

amount of 0.1 mg of CNTs was dissolved in 10 mL of dichloroethane through sonication. 

From this solution, 50 µL was taken and spin coated on an Au/Ge thin film on cover 

glass following a sequence of 500 rpm for 10 s and 3000 rpm for 30 s. The sample was 

placed in a vacuum (0.13 KPa) drying oven and baked at 150 ˚C for 1.5 hours to 

minimize carbon-based contamination. Baking also ensured the evaporation of residuals, 

which is essential to affix the CNTs onto the substrate surface and prevent dragging 

during contact-mode AFM scanning. 

 

6.3. EXPERIMENTAL SETUP FOR TIP-ENHANCED TERAHERTZ RAMAN 

SCATTERING 

 

I have recently developed a TERS system to detect THz-Raman modes that have been 

difficult to observe by conventional edge filters due to the filters’ cutoff frequency. In this 

work, tip-enhanced THz-Raman spectroscopy (TE-THzRS) is explored as a means to 

determine the local temperature of a sample directly underneath the tip apex. The 

temperature of CNTs is determined through the detection of the RBM using low laser 

power on the sample. The experimental setup of the TE-THzRS system (Figure 6.3(a)) 

consists of an inverted optical microscope (NIKON, TE2000) equipped with an XY-PZT 

stage for stage scanning the sample and an atomic force microscope (AFM) head for 

controlling the a metal coated cantilever tip. The beam from either a continuous-wave 

He-Ne (λ = 632.8 nm) or solid-state (λ = 532 nm) laser is introduced into the polarization 

convertor (ARCoptix) to generate radially polarized laser light for efficient tip-

enhancement effect [6.14] and focused onto the sample via a high numerical aperture 

(NA) oil-immersion objective lens (NA = 1.49, ×100). The scattered light from the tip and 

the sample is collected using the same objective lens. To detect both the Stokes and the 

anti-Stokes Raman signals from the sample, the scattered light passes through two 

notch filters (OptiGrate, BragGrateTM Notch Filter) that block the strong Rayleigh 

component. The beam is then guided to a spectrometer and detected by either a cooled 

charge coupled device (CCD) or by a single-photon counting avalanche photodiode 
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(APD). Spectroscopic measurements are detected via CCD. Optical imaging 

measurements are detected via APD while simultaneously obtaining topographic 

images. Thermally oxidized silicon cantilever tips (NTMDT, CSG10) [6.8] are coated with 

either Au (thickness = 90 nm) or Ag (silver) (thickness = 60 nm) by evaporation. The 

consequent diameters of the tips after evaporation are typically 60 nm for Au (Fig. 6.3(b)) 

and 35 nm for Ag (Fig. 6.3(c)). These Au- and Ag-coated tips are experimentally 

confirmed to show sufficiently high reproducibility and tip-enhancement for 632.8 nm and 

532 nm excitation, respectively. 

 

 
Figure 6.3. (a) Schematic of TE-THzRS experimental setup. Scanning electron microscope 
images of (b) Au- and (c) Ag-coated SiO2 cantilever tips. Scale bars indicate 100 nm length. 
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6.4. LOCAL TEMPERATURE DETECTION OF CARBON NANOTUBE SAMPLES BY 

TE-THzRS 

 

Figures 6.4(a) and 6.4(b) show the experimental results using 632.8 nm illumination on 

an m-CNT sample. The laser power illuminating the sample is 50 µW. Fig. 6.4(a) is the 

tip-enhanced Raman scattering (TERS) image resulting from the detection of the G-band 

(ωG-632.8 = 1580.05 cm-1). Fig. 6.4(b) is the corresponding topography image obtained 

simultaneously with the TERS image. Based on the topographical height, the observed 

m-CNT sample is a bundle consisting of several individual m-CNTs. In both images, the 

intersection of two m-CNTs is clearly visualized. It should be pointed out that the width of 

the m-CNT in topography image is wider than the one in TERS image. This is attributed 

to the large grain diameter of the Au-tip apex (see Fig. 6.3(b)). Fig. 6.4(c) and 6.4(d) 

show, respectively, the TERS image of G-band (ωG-532 = 1591.21 cm-1) and the 

corresponding topography image of s-CNTs excited by 532 nm with the power of 36.7 

µW. With this power, the photon density (and the resultant electric field) at the tight focus 

is comparable with the 632.8 nm measurement. The area with two parallel s-CNTs is 

clearly resolved beyond the diffraction limit in both images. Due to the relatively smaller 

diameter of the Ag-tip (see Fig. 6.3(c)) and the high tip-enhancement factor, the width of 

the TERS image is analogous to the topography image. It should be noted that 

regardless of the different widths of the topography images in Fig. 6.4(b) and 6.4(d), the 

height is still comparable, meaning that both the observed m-CNTs and s-CNTs are 

bundles comprising several CNTs. For TE-THzRS spectroscopy of RBM, an area with 

strong TERS intensity in Fig. 6.4(a) was chosen. Fig. 6.4(e) shows the TE-THzRS 

spectrum (red line) and the far-field spectrum (blue line) from Point A in Fig. 6.4(a). The 

corresponding topography height is around 6 nm. To obtain the anti-Stokes and Stokes 

intensities, single Lorentzian fitting is made for the TE-THzRS spectrum from which the 

far-field spectrum is subtracted. The calculated intensities are taken to be the 

background free integrated intensities of the fitted Lorentzian curves. The RBM 

frequency, ωRBM-632.8, is 187.70 cm-1. The calculated   
!nAS /  

!nS  is 0.44. Using Eq. (1), 

wherein the Raman scattering frequency of interest is the RBM frequency, the sample 

temperature is calculated to be 33.7 ˚C. The rise in temperature with respect to room 

temperature (17.0 ˚C) is ∆T632.8 = 16.7 ˚C. Fig. 6.4(f) shows the TE-THzRS spectrum (red 

line) and the far-field spectrum (blue line) from Point B in Fig. 6.4(c). The corresponding 

topography height is also around 6 nm. The RBM frequency, ωRBM-532 is 173.83 cm-1. The 

  
!nAS /  
!nS  ratio is 0.48 so that the derived sample temperature is 51.6 ˚C. The rise in 

temperature from the room temperature is ∆T532 = 34.6 ˚C. 



	
   121	
  

 
 

 
 
Figure  6.4. (a) TERS image of G-band from m-CNT using 632.8 nm illumination. (b) 
Corresponding topography image of m-CNT simultaneously acquired with the TERS image. (c) 
TERS image of s-CNT using 532 nm illumination. (d) Corresponding topography image of s-CNT 
also simultaneously acquired with the TERS image. The scale bars indicate 200 nm length. (e) 
TE-THzRS Raman spectrum of RBM and (f) TERS G and D band Raman spectra from Point A of 
m-CNT (Fig. 6.4(a)). (g) TE-THzRS Raman spectrum of RBM and (h) TERS G and D band 
Raman spectra from point B of s-CNT (Fig. 6.4(c)). Near-field data (TE-THzRS and TERS) are 
both indicated by red lines. Raman spectrum without the tip is also plotted in each figure (blue 
lines).  
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Although the expected number of CNTs in both cases is similar based on the 

topography, the observed TERS and TE-THzRS intensity in 632.8 nm are quite weaker 

than the one in 532 nm. There could be two reasons for this. First, the m-CNT has a 

weaker Rayleigh scattering efficiency (632.8 nm illumination) as compared to the s-CNT 

(532 nm illumination). Second, from the Kataura plot [6.14], the m-CNTs of 1.4 nm in 

diameter are not in perfect resonance with the 632.8 nm laser whereas the s-CNTs of 

1.4 nm in diameter exhibit a good overlap with the 532 nm laser, leading to strong 

resonance Raman efficiency. This can be confirmed by the observed RBM frequencies. 

The diameter of the CNT was determined using the relation [6.16]:  

ωRBM = A / dt + B     (2) 

where dt is the diameter of the CNT, A = 234 cm-1 and B = 10 cm-1. In the case of ωRBM-

532 = 173.83 cm-1 dt is 1.43 nm  while ωRBM-632.8 = 187.7 cm-1 gives dt = 1.32 nm, which is 

quite smaller than the expected diameter centered at 1.4 nm. Based on the Kataura plot, 

at around 1.4 nm diameter using 632.8 nm excitation, m-CNTs with smaller diameter (~ 

1.3 nm) are in resonance condition. Hence, only a few m-CNTs having such small 

diameters contribute to the observed TERS and TE-THzRS intensity of 632.8 nm 

resulting in a weaker signal compared to the 532 nm on s-CNTs.  

 

Regardless of the different resonant Raman condition for 632.8 nm and 532 nm, the 

experimentally obtained temperature rise of the m-CNT sample (∆T632.8) was 

considerably lower than the temperature rise of the s-CNT sample (∆T532) under the 

comparable photon density at the tight focus. In order to further investigate the difference 

in the temperature rise in both excitation wavelengths, analytical calculations have been 

conducted and are shown in the next section. 

 

6.5 Comparison and Discussion with Analytical Results 

 

I carried out electromagnetic and thermal simulations of TERS using a finite element 

software package (COMSOL Multiphysics) to predict the temperature rise at different 

particle sizes and gap distances. In order to mimic and simplify the real experimental 

system, I assumed the metallic tip as a metallic particle (Au for 632.8 nm and Ag for 532 

nm) with a diameter comparable to the size observed in the SEM images (Figs. 6.2(b) – 

6.2(c)) and modeled the Au substrate as an Au particle for both excitation wavelengths in 

the analytical calculation. The initial phase of the analysis consisted of high frequency 

electromagnetic calculations to obtain the Joule heat generation caused by the 

absorption of light, which is proportional to the imaginary part of the dielectric function 
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and the enhanced electromagnetic field between the particles. The Joule heat generated 

was then used in the steady state thermal simulation to predict the temperature at the 

gap using conduction and radiation heat transfer. The initial temperature in the 

calculation was set to 20 ºC (293.15 K). The complex permittivity of Au and Ag were 

obtained from literature [6.17]. Also the thermal constants such as conductivity and heat 

capacity, and density of the materials used in the simulation were taken from the 

COMSOL library.  

 

 
 
Figure 6.5. Calculated distributions of (a) electric field intensity enhancement and (b) temperature 
rise at Au-Au particles’ gap. The diameter of particle and the gap are set to 60 nm and 5 nm, 
respectively. (c) and (d) are intensity enhancement and temperature rise at the Au-Au gap as a 
function of gap distance with various particle diameter for 632.8 nm excitation. (e) and (f) are the 
cases of Ag-Au gap for 532 nm excitation. 
 

 

A p-polarized 632.8 nm and 532 nm plane wave with electric field magnitude of 4.23 x 

105 V/m and 4.32 x 105 V/m (equivalent to optical powers of 50 µW and 36.7 µW used in 

Figs. 6.4(e) and 6.4(f)), respectively, and a propagation vector k parallel to the x-axis 

were used. Figures 6.5(a) and 6.5(b) show the electric field intensity and the temperature 

distribution around the gold particle gap using 632.8 nm light irradiation. The enhanced 

electric field localized at the gap in Fig. 6.5(a) induced the temperature rise of the 

particles and exhibited 15 ˚C temperature increase at the gap particle surface. The 

surrounding media (including the gap) was modeled as air in the calculation. When a 
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carbon nanotube with high thermal conductivity [6.18] filled the gap, however, the 

equilibrium temperature at the gap slightly decreased, although, the general trend of the 

dependence on gap and particle diameter was unchanged (data not shown). The 

experimental value is comparable to that of simulation with d = 60 nm but is less than the 

simulated value for d = 70 nm, which is reasonable since the diameter of the Au particle 

on the tip is within this range. The enhancement factor and the temperature rise are 

summarized in Fig. 6.5(c)-6.5(d) for 632.8 nm illumination and Fig. 6.5(e)-6.5(f) for 532 

nm illumination. It was found that both the enhancement factor and the temperature rise 

were sensitive to the particle diameter and to the gap distance equivalent to the diameter 

of the observed carbon nanotubes. As a general trend, the higher the enhancement 

factor is, the higher the temperature becomes, which can be seen either when the gap 

becomes smaller or when the particle size gets larger. Moreover, Ag particles in 532 nm 

excitation showed relatively higher temperature as compared with Au particles in 632.8 

nm owing to the higher enhancement of the Ag particle and the higher absorption of the 

Au particle at 532 nm. This trend is in good agreement with the experimentally obtained 

temperature rise in both excitation wavelengths. When the gap becomes larger, the 

enhancement factor is drastically decreased whilst the temperature rise shows moderate 

decrease. For both enhancement factor and temperature rise, the values converged to 

the case of a single isolated particle (gap = infinity), which is also similar to the case of s-

polarized excitation for the gap (data not shown). Although it is practically difficult to 

control the gap and the size of the tip diameter in the experiment, the experimentally 

obtained temperature in this study is reasonably within the analytically expected 

temperature under the same excitation power. The relatively lower temperature in the 

experiment could originate from two factors: 1) the high thermal conductivity of CNTs 

located at the gap and 2) the higher thermal conductivity of the flat metallic substrate 

compared to metallic nanoparticles [6.18], both of which improve the heat dissipation of 

the experiment compared to the simulation.  

 

When the incident laser power becomes very high, the tip enhancement factor can be 

reduced due to the temperature dependent Drude function [6.5], resulting in a nonlinear 

dependence of the temperature rise as a function of incident power density [6.20]. When 

the incident power is low, as used in our experiment, the temperature rise could be 

nearly proportional to the incident power. Power dependence experiments were 

conducted to see the effect of incident power on the temperature rise. Figure 6.6 

compares the TE-THzRS spectra (far-field contribution are subtracted) of the s-CNT 

RBM taken at the same point (Point C in Fig. 6.4(c)) on the s-CNT sample, but using 



	
   125	
  

three different incident powers, 50 µW (red line), 36.7 µW (blue line) and 25 µW (green 

line). Single Lorentzian fitting was used for both cases.  

 

 
 
Figure 6.6. Comparison of TE-THzRS Raman spectra taken at point C of s-CNT for different 
incident powers. Solid lines indicate experimentally obtained data and dashed lines indicate fitting 
results. 
 

 
Figure 6.7. Plot of temperature and change in temperature versus power. Left-axis shows the 
calculated temperature while the right-axis shows the change in temperature. 
 

For 50 µW, ωRBM-50 was 172.87 cm-1. The   
!nAS /  
!nS  is 0.52 and the computed sample 

temperature is 90.8 ˚C. The temperature rise was ∆T50 = 73.8 ˚C. For 36.7 µW, ωRBM-36.7 

was 177.8 cm-1. The   
!nAS /  
!nS  is 0.49 and temperature is 59.0 ˚C. The temperature rise 
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was ∆T36.7 = 42.0 ˚C. For 25 µW, ωRBM-25 was 166.98 cm-1. The   
!nAS /  
!nS  ratio was 0.46, 

yielding a lower sample temperature of 33.8 ˚C. The temperature rise was ∆T25 = 16.8 

˚C. Figure 6.7 summarizes these results displaying temperature and the change in 

temperature as a function of laser power. The change in temperature exhibits a linear 

relationship with the incident laser power, which is within the expectation when low laser 

power is used. It is observed that the temperature rise from 25 µW to 50 µW is quite 

large. One reason for the large temperature rise is a decrease in the gap distance and 

an increase in the enhancement of the electric field at the gap. A decrease in the gap 

distance can be brought about by drift. Although our TE-THzRS system is stable, a small 

amount of drift due to slight changes in the experimental environment (e.g. room 

temperature and mechanical vibrations) is unavoidable. Hence, small drift changed the 

observed positions with different gaps during the TE-THzRS measurements. An 

indication of this was that the obtained RBM frequencies for the 50 µW and 25 µW 

experiments were different. Temperature dependent RBM shift [6.21] is typically too 

small to exhibit such a large spectral shift observed between ωRBM-50 and ωRBM-25. The 

dependence of the enhancement factor on the gap distance is illustrated in the FEM 

calculations (Fig. 6.5(e)). Even just a 1 nm decrease in the gap distance can result to a 

two-fold increase in the enhancement factor. Accordingly, the higher enhanced signal 

due to the smaller gap increases the temperature. A further validation of the decrease in 

the gap distance for the case of 50 µW is the higher contrast between TE-THzRS and 

far-field spectra (a contrast of 6-fold and 3-fold for 50 µW and 25 µW, respectively. Data 

not shown), indicating that the enhancement was higher for the 50 µW data. The same 

experiments were conducted using the 632.8 nm illumination and m-CNT sample, and 

showed similar trends. 

 

By developing TE-THzRS to see low frequency Raman modes in the nanoscale it is 

possible to determine the local sample temperature of s-CNT and m-CNT through the 

simultaneous detection of the anti-Stokes and Stokes Raman peaks of the RBM. FEM 

calculations showed that the temperature rise at the gap was dependent on the gap 

distance. This was because the gap distance dictated how high the enhancement factor 

would be. A higher enhancement factor meant a stronger electric field in the gap, thus 

resulting to a higher rise in the temperature. Experimental results were within the 

analytically predicted results from the FEM calculations. Through power dependence 

experiments, it was shown that the temperature on the sample for nanoscale sized 

volumes can be controlled well below 100 ºC by changing the incident power while 

keeping sufficiently high enhancement factor. The findings of this work are applicable to 
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other samples of interest, particularly biological samples that are prone to thermal 

damage. This work assures that TERS and TE-THzRS are one of the promising 

bioanalytical techniques for studying heat sensitive materials [6.22] and the various 

intermolecular and intramolecular interactions that occur in biological samples [6.23-

6.24]. 

 

6.6. TE-THzRS AND CARBON NANOTUBES: A POSSIBLE NEXT STEP  

 

A possible next step for utilizing TE-THzRS to study carbon nanotubes is the observation 

of ultra-low frequency modes whose frequencies are less than 100 cm-1, as seen in Figs. 

6.4(e) and 6.4(g). These peaks can be indicative of inter-tube interaction. It has been 

theoretically predicted that the E2g mode of CNTs has low frequency peaks (around 20 

cm-1) [6.25, 6.26]. But this low frequency E2g mode is greatly dependent on the chirality 

of the CNT [6.26]. Through TE-THzRS, thorough studies of these ultralow frequency 

peaks can be made and more knowledge about the properties of CNTs can be gathered. 
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Chapter 7. Summary and Conclusions 
 

This thesis deals with analyses of local physicochemical properties of strained-silicon 

nanowires (e-SiNWs) and carbon nanotubes (CNTs) via micro and nano-Raman 

spectroscopy, respectively, to improve transistor technology. This work’s significance is 

addressing the effects of size reduction and complexity increase of transistor geometry – 

a trend dictated by Moore’s law – on transistor performance. Present-day transistors 

employ e-Si as channel material using high stress to increase carrier mobility. The 

amount of stress is altered, however, during nanopatterning inducing dimension-

dependent anisotropic stress relaxation, suggesting reduced carrier mobility and size 

limitations. To overcome these problems, CNTs as alternative materials are considered 

because of their intrinsic electronic transport properties and ultrathin body. Function 

optimization can be realized through characterization of CNT’s local electronic properties 

utilizing nano-Raman. 

 

Chapter 1 briefly discussed the background, purpose and significance of this work. 

Present-day transistors utilize strained silicon technology as channel material to improve 

performance by increasing electron mobility. It is constantly assumed that isotropic 

(uniaxial) stress is used since the channels are very narrow. In order to keep pace with 

Moore’s law, however, transistors are becoming smaller and more complicated. As a 

result, the stress is no longer isotropic but more anisotropic. Scaling of silicon causes 

other problems such as current leakage and the size limitation to maintain strain. It is the 

latter of these problems that is pushing scientists and engineers to find alternate channel 

materials in order to maintain Moore’s law. One possible channel material is carbon 

nanotubes. Carbon nanotubes have superior electronic transport properties and an 

ultrathin body, which can address the problems of leakage and size limitation. There 

have already been works resulting to carbon nanotube transistors and even a functional 

carbon nanotube computer, but all these are still in the development stage. A deeper 

understanding of the structural and electronic properties of carbon nanotubes is needed 

to help further the development of carbon nanotube research for transistor technology. 

 

Both strained silicon and carbon nanotubes are nano-sized materials and in order to 

study them, special characterization techniques with high sensitivity and spatial 

resolution are needed.  These techniques are micro and nano-Raman spectroscopy. For 

strained silicon, micro-Raman spectroscopy is utilized because of its high sensitivity to 

strain. Carbon nanotubes, on the other, utilize nano-Raman spectroscopy because of its 
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spatial resolution. But these characterization techniques are not without problems. Micro-

Raman spectroscopy is insensitive to anisotropy making it a challenge to study 

anisotropic stress in strained silicon. Nano-Raman spectroscopy is susceptible to heating 

making it an invasive technique that can alter and damage the sample. Solutions to 

these problems were presented in this thesis, making it possible to do precise 

characterization and analysis of the aforementioned nano-sized materials. 

 

Chapter 2 gave a theoretical background on how focused light is diffracted across an 

interface. This chapter begins with how the electric field component of light is focused 

using an aplanatic lens. The discussion then moves to the integral representation of an 

electric field and how this representation changes as the field travels between two media 

of different refractive index. The resulting field that exits the final medium is a 

superposition of the incident, reflected and transmitted fields. The effect of polarization 

on the profile of the individual components of the electric field were also discussed. As 

proof of principle, a two-layer system consisting of glass/air was studied for the 

numerical simulations, and was extended to a more complex system (three-layers) in 

Chapter 3. It was shown that different polarizations (linear, radial and azimuthal) 

generated different electric field distributions in the transverse (Ex + Ey) and longitudinal 

(Ez) components. Only linear and radial polarization generated the Ez component. For 

the longitudinal component, radial polarization generated a strong and tightly focused 

spot. The strength of this field is dependent on the numerical aperture (NA) of the 

objective lens. Linear polarization also generated an Ez field but the distribution 

composed of two lobes, which would affect spatial resolution. 

 

Chapter 3 discussed the theory of Raman scattering in Silicon and the polarization 

selection rules. Stress in Silicon (particularly strained Silicon) can be quantified through 

the detection of longitudinal optical (LO) and transverse optical (TO) phonons. The 

detection of these phonon modes is dictated by their respective Raman tensor. If all 

three phonons are detected, a clear picture of the stress distribution in strained Silicon 

can be made. From the polarization selection rules, it was found that TO modes could 

not be detected in a backscattering geometry, a limitation when such geometry is used. 

In order to find a way to detect the undetectable TO modes and determine the 

contributions of both LO and TO modes, three-dimensional electric field calculations 

were conducted based on the electric field distribution inside silicon using the theory 

developed in Chapter 2. A three-layer system consisting of oil/strained-silicon/air was 

used. After calculating the electric field inside silicon the Raman tensor of both LO and 

TO modes was applied. It was shown via numerical simulations that through the use of a 
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high NA lens and appropriate polarization, it is possible to directly detect the 

undetectable TO phonons.  Therefore making the initially insensitive micro-Raman 

spectroscopy sensitive anisotropy. This makes it possible to accurately determine the 

stress in strained Silicon structures such as nanowires. Nanowire structures were 

chosen because strained Silicon based transistors have nanowire-like channels. 

 

Chapter 4 focuses on the redistribution of stress in strained Silicon nanowires after 

nanopatterning. These strained Silicon nanowires mimic the strained Silicon channels 

found in present-day transistors. Micro-Raman spectroscopy was utilized for its 

sensitivity to stress and fast data acquisition. By implementing the experimental 

conditions simulated in Chapter 3, TO phonon splitting was experimentally observed for 

the first time. Through the detection of the two TO phonons, it was found that the stress 

in nanowires along the x-axis (long axis) was high (even higher than the bulk material 

from where it came from). It was also found that the stress along the y-axis (short axis) is 

non-zero. These findings are important because the prevalent beliefs are 1) when the 

dimensions of strained Silicon nanowires become smaller, the stress decreases and 2) 

the stress along nanowire structures in uniaxial (stress along y axis = 0). The work in 

Chapter 4 presents a new method of stress characterization that is sensitive to 

anisotropic stress and will be very useful for strain nanoengineering of transistors. 

 

Chapter 5 shifts the focus of this work to carbon nanotubes giving a brief background on 

their properties. The Raman spectra of CNTs was also discussed and what information 

can be extracted from these spectra was explained. To study CNTs whose diameters 

range from 0.7 to 10 nm, nano-Raman spectroscopy techniques such as TERS must be 

employed to spatially resolve them. This chapter demonstrates the power of TERS in 

terms of spatial resolution and signal enhancement. 

 

Chapter 6 discusses the problem of heating in TERS. Since TERS generates a strong 

enhanced electric field, it is unavoidable that this electric field can generate heat. This 

heating can affect the sample, tip and substrate (if it is metallic), thus affecting sample 

analysis. In order to establish TERS as a truly non-intrusive analytical tool, the local 

temperature generated at the tip apex must be determined. This is most especially 

important when studying heating effects in CNTs, which is an important aspect for 

transistors. This chapter presents a novel temperature determination technique that can 

detect the temperature and temperature changes at the nanoscale. This technique is 

called tip-enhanced THz Raman spectroscopy. Through the detection of the RBM of 

CNTs and the Boltzmann distribution, the temperature of the CNTs was determined. It 
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was also found that at low temperatures (less than 100˚C) the temperature can be 

controlled by controlling the power of the illuminating laser. TE-THzRS is not only useful 

for CNTs but can be extended to other fields and applications as well, such as biological 

samples. 
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