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## Abstract

The nonlinear ultrasonic testing (NLUT) based on the contact acoustic nonlinearity (CAN) has attracted notice recently because it is expected to be a new technique for detection of closed cracks, which cannot be detected by using the conventional linear ultrasonic testing. In the NLUT, the nonlinear ultrasonic waves which consist of higher- and sub-harmonic waves generated from the defects are evaluated, and the location and size of the defect are predicted by analyzing the frequency characteristic of them.

The higher-harmonic generation due to the CAN was advocated over three decades ago. Thereafter, this phenomenon has been vigorously investigated, and its mechanism has been clearly understood from theoretical and experimental points of view. However, when the higher-harmonic generation is caused owing to an interface crack, the contribution of material difference has not been investigated sufficiently. Moreover, the mechanism of sub-harmonic generation has not been understood from a theoretical point of view yet although its generation has confirmed in the measurement. Therefore, further theoretical and/or numerical approaches are demanded in order to utilize this nonlinear phenomenon for the nondestructive evaluation (NDE).

In general, the higher-harmonic waves are generated by many causes such as transducer, couplant, and material nonlinearity. On the other hand, it is considered that the sub-harmonic waves are generated only by crack faces with contact in this situation. Thus, if the sub-harmonic waves can be used for the NDE, the more precise detection and size measurement of closed cracks are expected.

At this stage, there are a few numerical approaches for sub-harmonic generation, and these simulations have been succeeded only in the case of very thin debonding plate. However, the subharmonic generation has also been observed for different situations in the realistic measurement. Therefore, the author conducts numerical simulation of the sub-harmonic generation due to cracks in an unbounded elastic solid and a surface breaking crack in an elastic half-space in order to investigate the causes.

The time-domain boundary element method (TD-BEM) is considered as an appropriate numerical method for this simulation because the (semi-)infinite domain is dealt with in this study, and the nonlinear boundary conditions on crack faces can be treated exactly. In order to investigate stable sub-harmonic waves due to the CAN, a long-time transient analysis for the nonlinear boundary problem has to be carried out. The computational cost of numerical simulation becomes large (especially for three-dimensional (3-D) problems).

In this dissertation, a convolution quadrature time-domain boundary element method (CQ-BEM), which is known as the one of stable and accurate TD-BEMs, is accelerated using a fast multipole
method (FMM) and a rapid convolution algorithm for solving large-scale wave problems. The author has applied the proposed fast CQ-BEM to the numerical simulation of NLUT due to the CAN.

First, the higher-harmonic generation due to an interface crack is investigated by using the developed 3-D TD-BEM. Second, many 2-D numerical simulations are conducted for the sub-harmonic generation due to cracks in an unbounded infinite elastic solid and a surface breaking crack in an elastic half-space. Finally, some 3-D numerical simulations of the sub-harmonic generation are carried out for cracks in an unbounded infinite elastic solid, and the author investigates the dimensional effects, i.e. difference from 2-D results. Through obtained numerical results, the causes and characteristics of the nonlinear ultrasonic generation phenomenon are discussed.
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## Chapter 1

## Introduction

### 1.1. Background of study

The nondestructive evaluation (NDE) of existing structures such as nuclear plants, bridges, and tunnels is important to detect flaws at an early stage and to prevent accidents. The inspection of welded joints is also important to raise its quality in manufacturing. Therefore, it is considered that cost reduction and safe management can be attained by effective utilization of the nondestructive testing (NDT). Among many techniques of NDE, the ultrasonic testing (UT) and radiographic testing (RT) are often used for the flaw detection on the inside of material. The UT has some advantages in its portability and safety compared with the RT, and it is therefore considered as appropriate for the inspection of infrastructures.

However, it is difficult to detect closed cracks, which are flaws at an early stage, using the conventional and linear UT (LUT) that is based on mismatch of acoustic impedance between base material and flaws. This is because an incident wave is hardly scattered on contacting crack faces, and adequate scattered waves cannot be received in the LUT. On the other hand, a nonlinear UT (NLUT) based on the contact acoustic nonlinearity (CAN) has attracted notice as a new technique for detection of closed cracks recently [89]. This method is based on the nonlinear ultrasonic waves which are very sensitive to degradation of material properties at the early stage of damage. The nonlinear ultrasonic waves, which consist of higher- and sub-harmonic waves, are considered as generated by the CAN. The higher- and sub-harmonic wave components correspond to the integer times and integer division of the center frequency of incident wave, respectively.

There are two different mechanisms of higher-harmonic generation, and they have been mostly understood from theoretical and experimental points of view. The first is a non-symmetrical stressstrain diagram under perpendicular vibration to a discontinuous interface such as a closed crack. Thereby, the stiffness crossing the discontinuous interface for compression is harder than that for tension. The clapping motion of crack faces is then caused, and it excites higher-harmonic waves of both odd and even orders. The second is energy dissipation because of the interface roughness. The friction force is generated under some compressive stress, and an incident wave is distorted in a symmetrical way. It is known that odd order higher-harmonic waves are generated by this dynamic friction phenomenon.

## 1. Introduction

In the NLUT, an incident wave with large amplitude is used for the inspection of closed cracks. Then, the incident wave makes crack faces vibrate with contacting each other, and this vibration causes the clapping motion and dynamic friction on the crack faces. Consequently, the transmitted wave through closed cracks contains the nonlinear ultrasonic wave components. Therefore, it is considered as possible to detect the location of the closed crack and measure its size via the spectrum analysis of received waves.

However, at this stage, the generation mechanism of sub-harmonic wave in the NLUT has not been understood clearly unlike the one of higher-harmonic wave. On the other hand, the excitation of sub-harmonic waves have been observed in the measurement [86]. In order to reveal the generation mechanism of sub-harmonic waves, further theoretical and/or numerical approaches are implemented in this study. In general, the higher-harmonic waves are generated by many causes except flaws such as transducer, and couplant. On the other hand, it is considered that the subharmonic waves are generated only by flaws in the NLUT. Thus, if the sub-harmonic waves can be used for the NDE, the more precise detection and size measurement of closed cracks are expected.

Taking into account the numerical approaches for the NLUT, there are two requirements. The first is to accurately calculate physical quantities on the crack faces such as displacement and stress because they significantly effect on the states of crack faces such as contact and non-contact. In addition, appropriate treatment of boundary conditions on crack faces is also important for accuracy. On the other hands, nonlinear boundary value problems have to be solved, and the generation mechanism of sub-harmonic waves is unknown. Hence, we need to conduct many numerical simulations for various parameters. From the above, the second requirement is a fast solver of time-dependent partial differential equations (PDEs), especially for three-dimensional (3-D) problems.

Considering the first requirement, the boundary element method (BEM) is desirable because it can exactly deal with the nonlinear boundary conditions on crack faces, and accuracy of physical quantities on boundaries is much better than the finite element method (FEM) and finite difference method (FDM). To numerically solve the time-dependent problems with nonlinear boundary conditions, a time-domain BEM (TD-BEM) is utilized in this study. The acceleration of TD-BEM must be considered for 3-D problems owing to the second requirement. Therefore, we propose a new fast TD-BEM for the nonlinear ultrasonic simulation and implement many numerical simulations in order to investigate the phenomena of nonlinear ultrasonic generation due to closed cracks.

### 1.2. Previous researches of nonlinear ultrasonic testing

The generation of higher-harmonic waves due to CAN was advocated over thirty years ago [15], and many experimental and theoretical approaches have been carried out to investigate its mechanism and characteristic. For instances of experimental approach, 2nd and 3rd higher-harmonic wave components in the reflected P waves from a contact surface between two solid blocks have been investigated by Severin and Solodov [81]. The effects of CAN on surface Rayleigh waves have also been investigated by Solodov et al. [85]. Moreover, some flaw detection techniques based on the NLUT have been developed recently. For instance, 2nd higher-harmonic waves have been used for
the synthetic aperture focusing technique (SAFT) [66].
On the other hands, the generation of sub-harmonic waves due to CAN has been first observed by Solodov and Vu [86]. At that time, it was considered that the sub-harmonic wave is generated just before the chaotic vibration and an unstable phenomenon. However, comparatively stable subharmonic waves have been observed by Yamanaka et al. [98] in the ultrasonic measurement for a surface breaking crack, and the depth measurement technique of a surface breaking crack has been developed by Ohara et al. [65]. Moreover, Hayashi and Biwa [34] have shown that stable subharmonic waves are generated in the case that a thin layer exists between two solid blocks through experiment and 1-D numerical simulation. However, the generation mechanism of sub-harmonic waves has not been understood clearly in all cases of above. It is difficult to intuitively comprehend the generation mechanism of sub-harmonic wave unlike that of higher-harmonic wave.

As previous theoretical and numerical approaches, the 1-D numerical simulation modeling the clapping motion on the discontinuous interface has been first implemented by Richardson [70]. Thereafter, some numerical simulations have been implemented in 2-D and 3-D modeling the clapping motion and dynamic friction on the crack faces. For instance, 2-D numerical simulations have been conducted by the TD-BEM [56, 39]. They have used the Coulomb friction law with constant static and dynamic friction coefficients. Their methods have been extended to the debonding area on the interface of bi-material in 2-D [77]. Also, the 3-D axisymmetric problem, i.e. a penny-shaped crack subjected to normal incidence of P wave, has been solved numerically [38]. However, these numerical approaches using TD-BEM have not succeeded in the simulation of sub-harmonic generation yet. On the other hand, the 2-D antiplane simulation of FEM for the discontinuous interface with dynamic friction conditions has been implemented by Meziane et al. [59]. The 2-D FDM simulation for cracks only with clapping motion has also been conducted by Kimoto and Ichikawa [42]. Some 3-D sub-harmonic simulations have been conducted for delamination of thin materials using the FDM [79] and FEM [20]. However, they have presented the sub-harmonic generation only in the case that the thickness of delaminated layer is much smaller than its diameter and specifically less than $1 / 20$.

From the above, it is necessary to investigate the physical phenomenon of sub-harmonic generation due to cracks. There also remains implementation of the 3-D nonlinear ultrasonic simulation for a debonding area on the interface of bi-material. Therefore, we investigate the characteristic of higher-harmonic generation in the case that a debonding area is subjected to an incident wave by means of the 3-D TD-BEM. Subsequently, 2-D simulations of sub-harmonic generation by cracks in an infinite domain and a surface breaking crack in a half-space are implemented in order to investigate its causes. Finally, sub-harmonic simulations due to cracks in a 3-D infinite domain are carried out, and obtained results are compared between 2-D and 3-D.

## 1. Introduction

### 1.3. Time-domain boundary element method (TD-BEM)

In this section, we explain the TD-BEM, which is utilized for transient elastic wave scattering problems for the nonlinear ultrasonic simulation in this study. In general, the BEM is widely used for transient analyses of wave propagation in fluid and solid media [13, 25]. The transient elastic wave problems have been investigated by many authors based on different methods, for instance, the frequency- [63] or Laplace-domain BEM [49] with the construction of time-domain results by inverse Fourier or Laplace transform, respectively. However, the indirect methods cannot solve nonlinear boundary value problems such as the nonlinear ultrasonic simulation. Therefore, for such problems, the direct TD-BEM is clearly preferred [35, 36].

In general, it is well known that the conventional TD-BEM in which a collocation method is used for the time discretization, causes numerical instability for small time step size in time-marching process. This issue has been overcome by the Galerkin discretization of both space and time integrals in boundary integral equations (BIEs) [29, 30]. However, it is difficult to solve wave propagation problems for dispersive media such as viscoelastic and poroelastic ones because explicit time-domain fundamental solutions for those complex problems are not available. On the other hand, the convolution quadrature method (CQM) which was pioneered by Lubich [46, 47], has been developed as a technique to approximate convolution integrals in the past two decades. The application of the CQM to a TD-BEM (CQ-BEM) is suitable for transient analysis of wave propagation problems [82]. By using the CQM for discretizing the convolution integrals in boundary integral equations, the accuracy and numerical stability of the time-marching process are substantially improved. The CQ-BEM requires the Laplace-domain fundamental solutions. Therefore, as a result, the dispersion issues encountered in viscoelastic and poroelastic problems can be overcome straightforwardly [75, 78, 83]. Recently, several studies have shown that the CQ-BEM using an implicit Runge-Kutta (IRK) scheme performs better accuracy than that using a linear multistep method [48, 7]. In addition, the stability and error analysis of the IRK-based CQM were conducted by Calvo et al. [16] and Banjai et al. [5, 6] based on analytical and numerical approaches. The error and behavior of influence functions for heat and wave problems using the IRK-based CQM were also analyzed by Monegato et al. [60].

Although the CQ-BEM is powerful, there remains limitations in solving large-scale problems because of low computational efficiency for matrix-vector products of the retarded potentials. The computation of influence functions in the CQ-BEM framework generally requires a great deal of computational time and memory resource compared to that of the conventional TD-BEM. The IRKbased CQ-BEM also requires much computational cost. To overcome these disadvantages and to solve large-scale problems, the CQ-BEM accelerated by the fast multipole method (FMM) [72, 26] (CQ-FMBEM) has been developed [75, 76]. The FMM has been developed as a technique to reduce the computational time and memory usage for solving large-scale problems. The BEM based on FMM (FMBEM) has been developed for wave propagation problems in frequency-domain [62]. The conventional TD-BEM has also been accelerated by Takahashi et al. [91, 92] based on the plane wave time-domain (PWTD) algorithm [24]. In addition, the $\mathcal{H}$-matrix and adaptive cross
approximation (ACA) [9, 10], which is an efficient method for matrix-vector product calculation, has been employed for the acceleration of the CQ-BEM [58].

However, the computational cost for a number of time steps is expensive even if the FMM or $\mathcal{H}$-matrix is applied to matrix-vector products with respect to space. Banjai and Kachanovska have applied the rapid algorithm of convolution integral [31] and $\mathcal{H}$-matrix to the CQ-BEM for the 3-D wave equation and shown computational efficiency [8]. However, their method requires comparatively much memory although it is order of $O\left(N M_{e} \log M_{e}\right)$, where $N$ and $M_{e}$ are the numbers of time steps and elements, respectively. Moreover, no 3-D elastodynamic formulation for CQFMBEM has been proposed yet [18]. Therefore, we propose a new IRK-based CQ-FMBEM for 3-D elastodynamics which is accelerated for number of time steps using the rapid convolution algorithm with the fast Fourier transform (FFT), in order to utilize it for the nonlinear ultrasonic simulation.

### 1.4. Organization of dissertation

This dissertation consists of seven chapters, and these outlines except this one are shown as follows:
Chapter 2 The formulations of linear multistep- and IRK-based CQMs are briefly presented. Then, we discuss the expected accuracy in the TD-BEM using each CQMs by comparing the arguments of Laplace-domain fundamental solutions. We also present the application of IRK-based CQM to TD-BEM for 3-D acoustic wave problems and implement some numerical simulations. The accuracy is discussed through numerical results obtained by CQ-BEMs.

Chapter 3 We explain the acceleration techniques of the CQ-BEM for 3-D acoustic and elastic wave problems. First, the IRK-based CQ-BEM for 3-D acoustic wave problems is accelerated by the FMM with respect to spatial components. Second, the CQ-FMBEM is extended to 3D elastic wave and coupled acoustic-elastic wave problems, and some numerical simulations are implemented. Finally, the CQ-FMBEM is accelerated with respect to the number of time steps using the rapid convolution algorithm, and we demonstrate the computational efficiency of the new CQ-FMBEM from numerical results.

Chapter 4 We implement the 3-D numerical simulation of higher-harmonic generation due to an interface crack between two semi-infinite elastic solids. In this simulation, the collocation method and piecewise constant approximation are used for the spatial discretization. The higher-harmonic generation by a penny-shaped interface crack subjected to an incident plane wave is simulated varying the pre-compressive stress over the crack faces. Then, the scattered waves are evaluated by means of the far-field approximation, and their frequency spectra are investigated.

Chapter 5 The 2-D simulations of sub-harmonic generation due to cracks in an infinite domain and a surface breaking crack in an elastic half-space are carried out. We use the Galerkin method for the spatial discretization in the sub-harmonic simulation because we deal with
cracks of complex shape or arrangement. No acceleration technique is utilized for the 2-D CQ-BEM because the computational cost of the simulations presented in this chapter is not very expensive.

Chapter 6 We extend the 2-D numerical method for cracks with nonlinear boundary conditions in an infinite elastic solid presented in Chapter 5 to the 3-D and implement some numerical simulations. For the 3-D sub-harmonic simulation, we use the new CQ-FMBEM in order to conduct many simulations with a long analysis time. We conduct some sub-harmonic simulations with similar models to the 2-D ones and compare the obtained results between 2-D and 3-D.

Chapter 7 In this chapter, we state conclusions.

## Chapter 2

## Convolution Quadrature Time-domain Boundary Element Method (CQ-BEM)

In this chapter, we present the CQM formulation and its application to a TD-BEM. Then, 3-D acoustic wave problems are numerically solved for comparison of accuracy between the linear multistepand IRK-based CQ-BEMs.

### 2.1. Convolution quadrature method (CQM)

We briefly explain the formulations of the linear multistep- and IRK-based CQMs, which are discretization methods of convolution integrals. The linear multistep-based CQM was pioneered by Lubich [46, 47], and then, the IRK-based one has been developed by Lubich and Ostermann [48]. The Laplace transform of a kernel function is used in both CQMs.

### 2.1.1. Linear multistep-based CQM

First, the formulation of linear multistep-based CQM is explained. The convolution integral with respect to time $t$,

$$
\begin{equation*}
u(t)=(k * g)(t) \equiv \int_{0}^{t} k(t-\tau) g(\tau) d \tau \quad 0 \leq t \tag{2.1}
\end{equation*}
$$

is approximated by the linear multistep-based CQM. In the CQM, $\hat{k}(s)$, which is the Laplace transform of kernel function $k(t)$, is used for the computation of quadrature weight, where $s$ is the Laplace parameter. We define the notations with respect to the Laplace transform and its inverse as follows:

$$
\begin{align*}
& \hat{k}(s)=\mathcal{L}[k(t)] \equiv \int_{0}^{\infty} k(t) \mathrm{e}^{-s t} d t  \tag{2.2}\\
& k(t)=\mathcal{L}^{-1}[\hat{k}(s)] \equiv \lim _{R \rightarrow \infty} \frac{1}{2 \pi \mathrm{i}} \int_{h-\mathrm{i} R}^{h+\mathrm{i} R} \hat{k}(s) \mathrm{e}^{s t} d s \tag{2.3}
\end{align*}
$$
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where i is the imaginary unit. In Eq. (2.3), $h$ is a real number and $h>0$. Substituting Eq. (2.3) into Eq. (2.1) yields

$$
\begin{equation*}
u(t)=\lim _{R \rightarrow \infty} \frac{1}{2 \pi \mathrm{i}} \int_{h-\mathrm{i} R}^{h+\mathrm{i} R} \hat{k}(s) y_{s}(t) d s \tag{2.4}
\end{equation*}
$$

where $y_{s}$ is given by $y_{s}(t)=\int_{0}^{t} \mathrm{e}^{s(t-\tau)} g(\tau) d \tau$ and the solution of the following initial value problem:

$$
\begin{equation*}
\frac{\partial y(t)}{\partial t}=s y(t)+g(t), \quad y(0)=0 \tag{2.5}
\end{equation*}
$$

Note that the difference between the linear multistep-based CQM and IRK-based one is each approximation scheme of Eq. (2.5). The second order backward differentiation formula (BDF2), which is one of the $A$-stable linear multistep methods [32], is often used for this approximation in the linear multistep-based CQM. The $A$-stable scheme should be taken to compute convolution integrals stably, and there is no $A$-stable linear multistep method with $k$-th order $(k>2)$ according to the second Dahlquist barrier [32].

According to [46, 47], Eq. (2.4) can be approximated as follows:

$$
\begin{equation*}
u_{n}=\Delta t \sum_{j=0}^{n} \omega_{n-j} g_{j} \quad(n=0, \ldots, N-1) \tag{2.6}
\end{equation*}
$$

where $u_{n} \simeq u(n \Delta t), g_{n} \simeq g(n \Delta t)$, and $\Delta t$ is the time increment. In addition, $N$ is the number of total time steps. Taking into account generating polynomials with variable $\zeta$, the quadrature weight $\omega_{n}$ in Eq. (2.6) can be written as follows:

$$
\begin{equation*}
\Delta t \sum_{n=0}^{\infty} \omega_{n} \zeta^{n}=\mathcal{L}^{-1}\left[\hat{k}(s)\left(\frac{\gamma(\zeta)}{\Delta t}-s\right)^{-1}\right] \tag{2.7}
\end{equation*}
$$

where $\gamma$ is the quotient of the generating polynomial. If we use the $k$-th order BDF, $\gamma$ is given as follows:

$$
\begin{equation*}
\gamma(\zeta)=\sum_{i=1}^{k} \frac{(1-\zeta)^{i}}{i} \tag{2.8}
\end{equation*}
$$

The inverse Laplace transform in Eq. (2.7) is evaluated by the residue theorem. Then, the quadrature weight $\omega_{n}$ can be described in the Cauchy integral form and approximated by using a trapezoidal rule with the number of steps $L$ as follows:

$$
\begin{equation*}
\Delta t \omega_{n}=\frac{1}{2 \pi \mathrm{i}} \int_{|\zeta|=\mathcal{R}}\left[\hat{k}\left(\frac{\gamma\left(\zeta_{l}\right)}{\Delta t}\right)\right] \zeta^{-n-1} d \zeta \simeq \tilde{\mathcal{F}}_{l n}^{-1}\left[\hat{k}\left(\frac{\gamma\left(\zeta_{l}\right)}{\Delta t}\right)\right], \tag{2.9}
\end{equation*}
$$

where the operator $\tilde{\mathcal{F}}_{l n}^{-1}$ indicates the inverse discrete Fourier transform for the CQM. The corre-
sponding forward transform $\tilde{\mathcal{F}}_{n l}$ and it are defined by

$$
\begin{align*}
& \tilde{\mathcal{F}}_{n l}\left[h_{n}\right] \equiv \mathcal{R}^{l} \sum_{n=0}^{N-1} h_{n} \mathrm{e}^{\frac{2 \pi \mathrm{i} n l}{N}},  \tag{2.10}\\
& \tilde{\mathcal{F}}_{l n}^{-1}\left[h_{l}\right] \equiv \frac{\mathcal{R}^{-n}}{L} \sum_{l=0}^{L-1} h_{l} \mathrm{e}^{-\frac{2 \pi \mathrm{i} n l}{L}} . \tag{2.11}
\end{align*}
$$

In Eq. (2.9), $\zeta_{l}=\mathcal{R} \mathrm{e}^{2 \pi \mathrm{i} / / L}$, and $\mathcal{R}$ is the radius of contour integral. If we select $L$ as $L=N$, Eqs. (2.10) and (2.11) can be evaluated by using the FFT with $O(L \log L)$ computational complexity. A specific integral path $\mathcal{R}$ has to be selected for Eq. (2.9) and is calculated by $\mathcal{R}^{L}=\sqrt{\epsilon}$ with an error of magnitude $O(\sqrt{\epsilon})$, where $\epsilon$ is the error parameter of the numerical calculation of Eq. (2.9).

### 2.1.2. Implicit Runge-Kutta (IRK)-based CQM

Second, the formulation of the IRK-based CQM is shown. As mentioned in later, note that the IRKbased CQM involves matrix form of the quadrature weight instead of $\omega_{n}$. A detailed explanation of both explicit and implicit RK methods can be found in [33].

The RK method is applied to the following initial value problem:

$$
\begin{equation*}
\frac{\partial y(t)}{\partial t}=f(t, y), \quad y(0)=0 \tag{2.12}
\end{equation*}
$$

Eq. (2.12) is approximated by the recursions with $y_{n} \simeq y(n \Delta t)$ as follows:

$$
\begin{align*}
Y_{n i} & =y_{n}+\Delta t \sum_{j=1}^{m} a_{i j} f\left(\left(n+c_{j}\right) \Delta t, Y_{n j}\right) \quad(i=1, \ldots, m),  \tag{2.13}\\
y_{n+1} & =y_{n}+\Delta t \sum_{j=1}^{m} b_{j} f\left(\left(n+c_{j}\right) \Delta t, Y_{n j}\right) \tag{2.14}
\end{align*}
$$

where $a_{i j}, b_{i}$, and $c_{i}$ are Butcher's parameters and frequently described in the Butcher table with the stage number of RK method $m$ as follows:

$$
\begin{array}{c|c}
\boldsymbol{c} & \boldsymbol{A}  \tag{2.15}\\
\hline & \boldsymbol{b}^{\mathrm{T}}
\end{array}, \quad\left\{\begin{array}{l}
\boldsymbol{A}=\left(a_{i j}\right) \quad(1 \leq i, j \leq m), \\
\boldsymbol{b}=\left(b_{1}, \ldots, b_{m}\right)^{\mathrm{T}} \\
\boldsymbol{c}=\left(c_{1}, \ldots, c_{m}\right)^{\mathrm{T}}
\end{array}\right.
$$

The approximations in Eqs. (2.13) and (2.14) are implicit when all of the upper right components of matrix $\boldsymbol{A}$ are not equal to zero.
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In this study, the Radau IIA method [33], which is one of the $A$-stable IRK methods with ( $2 m$ 1 )-th order, is used for the CQM formulation. The coefficient parameters $a_{i j}, b_{i}$, and $c_{i}$ satisfy the following conditions:

$$
\begin{equation*}
0<c_{1}<\ldots<c_{m}=1, \quad b_{i}=a_{m i} \quad(i=1, \ldots, m) . \tag{2.16}
\end{equation*}
$$

Some other specific coefficients pertaining to the Radau IIA method can also be found in [33].
In order to discretize the convolution integral in Eq. (2.1), the following vectors with $m$ components are defined as

$$
U_{n}=\left(u\left(\left(n+c_{j}\right) \Delta t\right)\right)_{j=1}^{m}, \quad G_{n}=\left(g\left(\left(n+c_{j}\right) \Delta t\right)\right)_{j=1}^{m},
$$

and the generating functions $U(\zeta)$ and $G(\zeta)$ are also defined as follows:

$$
U(\zeta)=\sum_{\zeta=0}^{\infty} U_{n} \zeta^{n}, \quad G(\zeta)=\sum_{\zeta=0}^{\infty} G_{n} \zeta^{n}
$$

Considering the approximation of Eq. (2.5) using the Radau IIA method and using these generating functions, Eq. (2.1) can be approximated as

$$
\begin{equation*}
U(\zeta)=\mathcal{L}^{-1}\left[\hat{k}(s)(\boldsymbol{D}(\zeta, s))^{-1}\right] G(\zeta) . \tag{2.17}
\end{equation*}
$$

In Eq. (2.17), $m \times m$ matrix $\boldsymbol{D}(\zeta, s)$ is defined by

$$
\begin{align*}
& \boldsymbol{D}(\zeta, s)=\frac{\Upsilon(\zeta)}{\Delta t}-s I  \tag{2.18}\\
& \Upsilon(\zeta)=\left(\mathbf{1} \boldsymbol{b}^{\mathrm{T}} \frac{\zeta}{1-\zeta}+\boldsymbol{A}\right)^{-1} \tag{2.19}
\end{align*}
$$

where $I$ is the identity matrix, and $\mathbf{1}=(1, \ldots, 1)^{\mathrm{T}}$. From Eq. (2.18), $\boldsymbol{D}(\zeta, s)$ corresponds to the characteristic equation of $\Upsilon(\zeta) / \Delta t$. If this characteristic equation does not have any multiple roots, $(\boldsymbol{D}(\zeta, s))^{-1}$ has first-order poles at $s=\lambda_{\beta}(\beta=1, \ldots, m)$, where $\lambda_{\beta}$ are the eigenvalues of $\Upsilon(\zeta) / \Delta t$. Therefore, the inverse Laplace transform in Eq. (2.17) can be evaluated by means of the residue theorem as follows:

$$
\begin{align*}
& U(\zeta)=\left[\sum_{\beta=1}^{m} \hat{k}\left(\lambda_{\beta}\right) \boldsymbol{E}_{\beta}(\zeta)\right] G(\zeta)  \tag{2.20}\\
& \boldsymbol{E}_{\beta}(\zeta)=\lim _{s \rightarrow \lambda_{\beta}}\left(\lambda_{\beta}-s\right)(\boldsymbol{D}(\zeta, s))^{-1}=\frac{\operatorname{adj}\left(\boldsymbol{D}\left(\zeta, \lambda_{\beta}\right)\right)}{\prod_{j=1, j \neq \beta}^{m}\left(\lambda_{j}-\lambda_{\beta}\right)}, \tag{2.21}
\end{align*}
$$

where $\operatorname{adj}(\cdot)$ indicates the adjugate matrix. The modification in Eq. (2.21) can be attained by considering that $|\boldsymbol{D}(\zeta, s)|=\prod_{j=1}^{m}\left(\lambda_{j}-s\right)$ owing to the matrix diagonalization. Defining the $n$-th
step quadrature weight matrix $W_{n}$ as

$$
\begin{equation*}
\sum_{n=0}^{\infty} W_{n} \zeta^{n}=\sum_{\beta=1}^{m} \hat{k}\left(\lambda_{\beta}\right) \boldsymbol{E}_{\beta}(\zeta), \tag{2.22}
\end{equation*}
$$

the following discretized convolution formula can be obtained from Eq. (2.20) by means of the Cauchy product.

$$
\begin{equation*}
U_{n} \simeq \sum_{k=0}^{n} W_{n-k} G_{k} \tag{2.23}
\end{equation*}
$$

The quadrature weight matrix $W_{n}$ can be expressed by the Cauchy integral form and approximated by using a trapezoidal rule with the number of steps $L$ as follows:

$$
\begin{equation*}
W_{n}=\frac{1}{2 \pi \mathrm{i}} \int_{|\zeta|=\mathcal{R}}\left[\sum_{\beta=1}^{m} \hat{k}\left(\lambda_{\beta}\right) \boldsymbol{E}_{\beta}(\zeta)\right] \zeta^{-n-1} d \zeta \simeq \tilde{\mathcal{F}}_{l n}^{-1}\left[\sum_{\beta=1}^{m} \hat{k}\left(\lambda_{\beta}^{l}\right) \boldsymbol{E}_{\beta}\left(\zeta_{l}\right)\right] \tag{2.24}
\end{equation*}
$$

where $\lambda_{\beta}^{l}$ are the eigenvalues of $\Upsilon\left(\zeta_{l}\right) / \Delta t$. A specific integral path $\mathcal{R}$ must be selected for Eq. (2.24) and is calculated by $\mathcal{R}^{L}=\sqrt{\epsilon}$ with an error of magnitude $O(\sqrt{\epsilon})$, where $\epsilon$ is the error parameter of the numerical calculation of Eq. (2.24). As presented in [4], $\mathcal{R}$ must also be selected to avoid the issue that the characteristic equation of $\Upsilon\left(\zeta_{l}\right) / \Delta t$ has multiple roots.

The computational manner of $\lambda_{\beta}^{l}$ is presented here. For $m=2$, it is easy to exactly determine $\lambda_{\beta}^{l}$ using the quadratic formula as follows:

$$
\lambda_{1}^{l}=\frac{1}{\Delta t}\left(2+\zeta_{l}+\sqrt{\zeta_{l}^{2}+10 \zeta_{l}-2}\right), \quad \lambda_{2}^{l}=\frac{1}{\Delta t}\left(2+\zeta_{l}-\sqrt{\zeta_{l}^{2}+10 \zeta_{l}-2}\right) .
$$

Therefore, $\mathcal{R}$ must be selected to avoid $\zeta_{l}^{2}+10 \zeta_{l}-2=0$ (multiple roots) for $m=2$ as presented in [4]. Similarly, the determination of $\lambda_{\beta}^{l}$ for $m=3$ and 4 can be implemented by using the corresponding formulas. However, from a numerical point of view, some rounding errors are introduced when $m \geq 3$ (especially for large $m$ ). Therefore, an iterative decomposition must be used to calculate $\lambda_{\beta}^{l}$ in order to avoid this issue. In this study, the QR algorithm is used for the evaluation of $\lambda_{\beta}^{l}$ because $\Upsilon\left(\zeta_{l}\right) / \Delta t$ usually becomes an asymmetric complex matrix.

The derivation of IRK-based CQM formulation presented in this paper is a little different from [4, 7], and they have decomposed the quadrature weight matrix after evaluation of the inverse Laplace transform. In this study, we evaluate the inverse Laplace transform after the decomposition of the matrix $\boldsymbol{D}(\zeta, s)$. The presented derivation is valid if $\hat{k}(s)$ is an analytic function for $\Re[s]>0$ and the characteristic equation of $\Upsilon(\zeta) / \Delta t$ does not have any multiple roots, where $\Re[z]$ denotes the real part of complex value $z$. The resulting quadrature weight $W_{n}$ is identical to the one in [4, 7].


Figure 2.1.: (a) Overall picture and (b) enlarged view around the origin of Laplace parameters $s$ required for CQMs with $\mathrm{RK} m$ and $\mathrm{BDF} k$ using computational parameters in Table 2.1.

Table 2.1.: Computational parameters used for calculating Laplace parameters $s$ in Fig. 2.1.

|  | RK3 | RK2 | BDF2 | BDF1 |
| :--- | :---: | :---: | :---: | :---: |
| $L$ | 100 | 150 | 300 | 300 |
| $\Delta t$ | 3.0 | 2.0 | 1.0 | 1.0 |
| $\mathcal{R}$ | 0.871 | 0.933 | 0.955 | 0.955 |

### 2.1.3. Behavior of Laplace parameter

The arguments of Laplace-domain kernel $\gamma\left(\zeta_{l}\right) / \Delta t$ and $\lambda_{\beta}^{l}$ correspond to the Laplace parameter $s$ in the linear multistep- and IRK-based CQMs, respectively. Their behavior significantly effects on the accuracy because they correspond to the circular frequencies in frequency-domain. In addition, considering the conjugate features of $\gamma\left(\zeta_{l}\right) / \Delta t$ and $\lambda_{\beta}^{l}$, we can reduce the computation number of quadrature weights in the CQM formulation to about half. Hereinafter, $\mathrm{BDF} k$ and $\mathrm{RK} m$ indicate the $k$ th order BDF- and the $m$-stage IRK-based CQM or CQ-BEM, respectively.

Laplace parameters $s$ which are required for the various CQMs are shown in Fig. 2.1 when $\epsilon=10^{-12}$ and computational parameters in Table 2.1 are used. $\Re[z]$ and $\Im[z]$ indicate the real and imaginary parts of $z$, respectively. As we can see from Fig. 2.1 (a), some $s$ are complex conjugate of others. Specifically, $\gamma\left(\zeta_{L-l}\right)=\overline{\gamma\left(\zeta_{l}\right)}$ and $\lambda_{\beta}^{L-l}=\overline{\lambda_{\beta}^{l}}$ for $l=1, \ldots, L / 2-1$, where $\overline{()}$ indicates complex conjugate. Therefore, we need to compute $\gamma\left(\zeta_{l}\right) / \Delta t$ or $\lambda_{\beta}^{l}$ only for $l=0, \ldots, L / 2$.

The behavior of $s$ around the imaginary axis is important for the construction of time-domain original kernel $k(t)$ with high frequency components because $\Im[s]$ and $\Re[s]$ correspond to the circular frequency and attenuation, respectively. As shown in Fig. 2.1 (b), higher frequency components near the imaginary axis are contained in RK3 and RK2 than in BDF2 and BDF1. This comparison is conducted under the same division number 300 for the same time range $[0,300]$ as shown in Table 2.1. Therefore, it is expected that the performance of IRK-based CQM is better in accuracy


Figure 2.2.: Analysis model for acoustic wave scattering by an obstacle in a 3-D infinite domain.
for high frequency components than that of linear multistep-based one. Hereinafter, $\epsilon$ is taken to be $\epsilon=10^{-12}$ for all numerical simulations.

### 2.2. CQ-BEM for 3-D acoustic wave problems

The application of the IRK-based CQM to the TD-BEM for 3-D acoustic wave problems is presented. The IRK-based CQ-BEM has been developed by Maruyama et al. [51] and Banjai et al. [7]. The detailed formulation of the linear multistep-based CQ-BEM can be found in the reference papers $[75,58]$, and it is omitted here.

### 2.2.1. Formulation of boundary integral equation (BIE)

Let $S$ be a closed boundary with unit normal vector $\boldsymbol{n}$ in $\mathbb{R}^{3}$ as depicted in Fig. 2.2. $D$ is an exterior domain, which can be considered as an incompressible and non-viscous fluid. The pressure $p$ satisfies the following wave equation:

$$
\begin{equation*}
c_{f}^{2} \nabla^{2} p(\boldsymbol{x}, t)-\ddot{p}(\boldsymbol{x}, t)=0 \quad \boldsymbol{x} \in D, \tag{2.25}
\end{equation*}
$$

where $c_{f}$ is the velocity of wave propagation in $D$, and $\left(^{\circ}\right)$ indicates the partial differentiation with respect to time $t$. We assume the following initial condition:

$$
\begin{equation*}
p^{\mathrm{sc}}(\boldsymbol{x}, 0)=\dot{p}^{\mathrm{sc}}(\boldsymbol{x}, 0) \quad \boldsymbol{x} \in D, \tag{2.26}
\end{equation*}
$$

where the superscript "sc" indicates the scattered wave. Considering the Sommerfeld radiation condition for scattered waves and initial condition (2.26), the time-domain BIE for pressure $p$ is formulated by means of the usual manner as follows:

$$
\begin{align*}
C(\boldsymbol{x}) p(\boldsymbol{x}, t)=p^{\mathrm{in}}(\boldsymbol{x}, t) & +\int_{0}^{t} \int_{S} G(\boldsymbol{x}, \boldsymbol{y}, t-\tau) q(\boldsymbol{y}, \tau) d S_{y} d \tau \\
& -\int_{0}^{t} \text { p.v. } \int_{S} H(\boldsymbol{x}, \boldsymbol{y}, t-\tau) p(\boldsymbol{y}, \tau) d S_{y} d \tau \quad \boldsymbol{x} \in S, \tag{2.27}
\end{align*}
$$

where the superscript "in" indicates the incident wave, $C(\boldsymbol{x})$ is the free term [14] depending on the boundary shape at $\boldsymbol{x}$, and $q$ is the normal derivative of $p$. $G$ is the fundamental solution of pressure
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for 3-D acoustic wave problems in time-domain, and $H$ is its normal derivative. In addition, the symbol p.v. indicates the Cauchy principal integral.

### 2.2.2. Discretization of BIE

The discretization of BIE (2.27) using the IRK-based CQM is presented. The collocation method and piecewise constant approximation are utilized for spatial discretization. If the $m$-stage Radau IIA method is used and the boundary $S$ is divided into $M_{e}$ boundary elements, the discretized BIE at $n$-th and $i$-th sub-step in time is written as follows:

$$
\begin{array}{r}
\frac{1}{2} p_{\gamma}^{i ; n}=p_{\gamma}^{\mathrm{in} ; i ; n}+\sum_{k=0}^{n} \sum_{\alpha=1}^{M_{e}} \sum_{j=1}^{m}\left[\mathcal{G}_{\gamma \alpha}^{i j ; n-k} q_{\alpha}^{j ; k}-\mathcal{H}_{\gamma \alpha}^{i j ; n-k} p_{\alpha}^{j ; k}\right] \\
 \tag{2.28}\\
(i=1, \ldots, m), \quad(n=0, \ldots, N-1),
\end{array}
$$

where

$$
u_{\gamma}^{i ; n}=u\left(\boldsymbol{x}_{\gamma},\left(n+c_{i}\right) \Delta t\right) \quad\left(u=p, q, \text { or } p^{\text {in }}\right),
$$

$\alpha$ and $\gamma$ indicate the indices of a boundary element, and $\boldsymbol{x}_{\gamma}$ denotes the collocation point of $\gamma$-th element. The collocation point is selected as the barycenter of element. In addition, $\mathcal{G}_{\gamma \alpha}^{i j ; \kappa}$ and $\mathcal{H}_{\gamma \alpha}^{i j ; \kappa}$ are the influence functions defined by

$$
\begin{align*}
& \mathcal{G}_{\gamma \alpha}^{i j ; \kappa}=\tilde{\mathcal{F}}_{l \kappa}^{-1}\left[\sum_{\beta=1}^{m}\left(\boldsymbol{E}_{\beta}\left(\zeta_{l}\right)\right)_{i j} \int_{S_{\alpha}} \hat{G}\left(\boldsymbol{x}_{\gamma}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) d S_{y}\right],  \tag{2.29}\\
& \mathcal{H}_{\gamma \alpha}^{i j ; \kappa}=\tilde{\mathcal{F}}_{l \kappa}^{-1}\left[\sum_{\beta=1}^{m}\left(\boldsymbol{E}_{\beta}\left(\zeta_{l}\right)\right)_{i j} \text { p.v. } \int_{S_{\alpha}} \hat{H}\left(\boldsymbol{x}_{\gamma}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) d S_{y}\right], \tag{2.30}
\end{align*}
$$

where $S_{\alpha}$ is the surface of $\alpha$-th element. In Eqs. (2.29) and (2.30), $\hat{G}$ and $\hat{H}$ are the Laplace-domain fundamental solutions for pressure and its normal derivative, respectively, and given as follows:

$$
\begin{align*}
& \hat{G}(\boldsymbol{x}, \boldsymbol{y}, s)=\frac{\mathrm{e}^{-s_{f} r}}{4 \pi r},  \tag{2.31}\\
& \hat{H}(\boldsymbol{x}, \boldsymbol{y}, s)=\boldsymbol{n}(\boldsymbol{y}) \cdot \nabla_{y} \hat{G}(\boldsymbol{x}, \boldsymbol{y}, s), \tag{2.32}
\end{align*}
$$

where $r=|\boldsymbol{y}-\boldsymbol{x}|, \nabla_{y}=\left(\partial / \partial y_{1}, \partial / \partial y_{2}, \partial / \partial y_{3}\right)$, and $s_{f}=s / c_{f}$. Note that the integral kernels $\hat{G}$ and $\hat{H}$ in Eqs. (2.29) and (2.30) do not depend on time $t$. Rearranging Eq. (2.28) according to the time step, the following expression is obtained:

$$
\begin{align*}
\sum_{\alpha=1}^{M_{e}} \sum_{j=1}^{m}\left[\left(\frac{1}{2} \delta_{\gamma \alpha} \delta_{i j}\right.\right. & \left.\left.+\mathcal{H}_{\gamma \alpha}^{i j ; 0}\right) p_{\alpha}^{j ; n}-\mathcal{G}_{\gamma \alpha}^{i j ; 0} q_{\alpha}^{j ; n}\right] \\
& =p_{\gamma}^{\mathrm{in} ; i ; n}-\sum_{k=0}^{n-1} \sum_{\alpha=1}^{M_{e}} \sum_{j=1}^{m}\left[\mathcal{H}_{\gamma \alpha}^{i j ; n-k} p_{\alpha}^{j ; k}-\mathcal{G}_{\gamma \alpha}^{i j ; n-k} q_{\alpha}^{j ; k}\right] \tag{2.33}
\end{align*}
$$

where $\delta_{i j}$ is the Kronecker delta.
For the $n$-th time step, all of the quantities on the right-hand side of Eq. (2.33) are known. Therefore, the unknown values $p$ and $q$ at the $n$-th time step can be obtained by solving Eq. (2.33). In Eq. (2.33), the total number of unknowns is $m M_{e} N$. Therefore, the computational time is proportional to $O\left(m^{2} N^{2} M_{e}^{2}\right)$ order without any acceleration techniques even if we use an iterative solver, such as the Krylov subspace method [95].

### 2.3. Numerical results

For numerical examples, a scattering problem as depicted in Fig. 2.3 is numerically solved to compare the accuracy between the linear multistep- and IRK-based CQ-BEMs. An incident plane wave is scattered by a rigid sphere with radius $a$, and the pressure fields at the point X in Fig. 2.3 are investigated using different time increments. The boundary condition on $S$ is given by $q=0$ here. The following plane wave with amplitude $p_{0}$ propagating in $x_{1}$-direction is used as an incident plane wave.

$$
\left\{\begin{array}{l}
p^{\mathrm{in}}(\boldsymbol{x}, t)=p_{0}\left(1-\cos 2 \pi \Lambda_{f}\right) H\left(\Lambda_{f}\right) H\left(1-\Lambda_{f}\right)  \tag{2.34a}\\
\Lambda_{f}=\frac{c_{f} t-\left(x_{1}+a\right)}{\lambda_{f}^{\mathrm{in}}}
\end{array}\right.
$$

where $\lambda_{f}^{\mathrm{in}}$ is the wavelength corresponding to the center frequency of the incident wave, and $H(\cdot)$ is the Heaviside function. The surface of a sphere is discretized into $M_{e}=3176$ flatly triangular boundary elements, and $\lambda_{f}^{\mathrm{in}}$ is given by $\lambda_{f}^{\mathrm{in}} / a=1.0$. This problem has been analytically solved in the frequency-domain by Pao and Mow [67]. Therefore, the transient solutions, which are hereinafter called the "reference solutions", can be constructed by using the inverse Fourier transform of the frequency-domain analytical solutions.

The time variations of pressure $p / p_{0}$ at point X in Fig. 2.3 obtained by BDF1, BDF2, RK2, and RK3 are shown for different time increments in Figs. 2.4, 2.5, 2.6, and 2.7, respectively. As seen in Fig. 2.4, the BDF1 cannot yield accurate results even if the smallest time increment $c_{f} \Delta t / a=$ 0.0087 is used. In particular, the amplitude of $p / p_{0}$ at $c_{f} t / a=1$ to 2 is different from the reference solutions, and large oscillation at $c_{f} t / a=4$ to 8 is observed. In additions, the oscillation at $c_{f} t / a=$ 4 to 8 is hardly improved with decreasing time increments. Consequently, it is considered as difficult to compute $p / p_{0}$ accurately using the BDF1.

As seen in Fig. 2.5, the BDF2 with the smallest time increment $c_{f} \Delta t / a=0.0087$, can yield good
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Figure 2.3.: Acoustic wave scattering by a rigid sphere subjected to an incident plane wave.


Figure 2.4.: Time variations of $p / p_{0}$ obtained by using BDF1 at point X in Fig. 2.3.


Figure 2.5.: Time variations of $p / p_{0}$ obtained by using BDF2 at point X in Fig. 2.3.
results at the time up to $c_{f} t / a=5$. However, $p / p_{0}$ is not accurate compared with the reference solutions after $c_{f} t / a=5$, and fluctuations can be seen clearly. In particular, larger time increments,


Figure 2.6.: Time variations of $p / p_{0}$ obtained by using RK2 at point X in Fig. 2.3.


Figure 2.7.: Time variations of $p / p_{0}$ obtained by using RK3 at point X in Fig. 2.3.
e.g., $c_{T} \Delta t / a=0.035$ or 0.017 , give less accurate results. As a result, a small time increment is required for accurate computation of $p / p_{0}$ for the time range between $c_{f} t / a=5$ to 8 .

As shown in Figs. 2.6 and 2.7, much more accurate results can be obtained by the RK2 and RK3 for the cases of $c_{f} \Delta t / a=0.035$ than the BDF2. The fluctuations of $p / p_{0}$ increase with increasing time increments. $p / p_{0}$ calculated by the RK2 and RK3 using $c_{f} \Delta t / a=0.035$ seem to be sufficiently accurate. From the above, the selection of time increments is important, and it has a strong influence on the scattered waves obtained by the CQ-BEM. Therefore, an adequately small time increment must be chosen to obtain sufficiently accurate results for practical engineering applications.

### 2.4. Concluding remarks

- In Chapter 2, we have explained both linear multistep- and IRK-based CQMs and successfully applied them to the TD-BEM for 3-D acoustic wave problems. To simplify and focus on the time discretization, the collocation method and piecewise constant approximation have been used for the spatial discretization.
- It was confirmed that there is large difference in the behavior of Laplace parameters $s$ among schemes which are used for CQM formulations. This difference, especially behavior near the imaginary axis, is greatly concerned with the available range of circular frequencies. It seems that the single-step methods, such as RK methods have some advantages in the calculation of high frequency components. This is because the influence functions for wave problems contain very rapid fluctuation.
- The BDF1 cannot yield accurate solutions even if the small time increment is used, and better numerical solutions have been obtained by the BDF2 with the small time increment. However, the performance of IRK-based CQ-BEM is much better in accuracy than that of linear multistep-based one when the same number of discretization points are used for the same time range.
- The computational complexity and required memory of IRK-based CQ-BEM without any acceleration techniques are $O\left(m^{2} N^{2} M_{e}^{2}\right)$ even if an iterative solver is used.


## Chapter 3

## Acceleration of CQ-BEM

It is difficult to solve large-scale problems using the CQ-BEM without any acceleration techniques because its computational and memory complexities are $O\left(m^{2} M_{e}^{2} N^{2}\right)$ as shown in the previous chapter. Therefore, we present some acceleration techniques for the CQ-BEM in this chapter. First, application of the FMM [72, 26] to the CQ-BEM is explained. Then, the formulations of CQ-FMBEM for 3-D acoustic wave, elastic wave, and their coupling problems, which have been developed by Maruyama et al. [52, 53], are shown. Finally, we apply the rapid convolution algorithm using FFT [31] to the CQ-FMBEM for 3-D acoustic wave problems and demonstrate the computational complexity of our proposed method through some numerical results.

### 3.1. Fast multipole accelerated CQ-BEM (CQ-FMBEM)

The FMM is applied to the IRK-based CQ-BEM to achieve stable, accurate, and efficient calculation for large-scale wave propagation problems. In what follows, we present the time-marching process of the IRK-based CQ-FMBEM, the multipole and local expansions, and translation theorems. In addition, scaling and truncation techniques for the IRK-based CQ-FMBEM are introduced in order to enhance the stability and efficiency of the proposed method.

### 3.1.1. Time-marching process

Application of the FMM to the IRK-based CQ-BEM complicates the time-marching process because the influence functions defined in Eqs. (2.29) and (2.30) include the inverse discrete Fourier transforms in Eq. (2.11). The time-marching process for the terms including $\mathcal{G}_{\gamma \alpha}^{i j ; \kappa}$ in the right-hand side of Eq. (2.33) is explained as an example. The retarded potential vector with $m M_{e}$ components $\mathbf{R}^{n}$ is defined by

$$
\begin{equation*}
\left(\mathbf{R}^{n}\right)_{m(\gamma-1)+i}=\sum_{k=0}^{n-1} \sum_{\alpha=1}^{M_{e}} \sum_{j=1}^{m} \mathcal{G}_{\gamma \alpha}^{i j ; n-k} q_{\alpha}^{j ; k}=\left(\sum_{k=0}^{n-1} \mathbf{G}^{n-k} \mathbf{q}^{k}\right)_{m(\gamma-1)+i} \tag{3.1}
\end{equation*}
$$

The multiplication of $m M_{e} \times m M_{e}$ matrix and $m M_{e}$ dimensional vector is written by $\mathbf{G}^{n-k} \mathbf{t}^{k}$ here. To evaluate $\mathbf{R}_{\gamma}^{n}$ using the FMM, the inverse discrete Fourier transform and the summations in Eqs.
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(2.29) and (2.33) are rearranged as follows:

$$
\begin{align*}
\left(\mathbf{G}^{\kappa} \mathbf{q}^{k}\right)_{m(\gamma-1)+i} & =\sum_{\alpha=1}^{M_{e}} \sum_{j=1}^{m} \tilde{\mathcal{F}}_{l \kappa}^{-1}\left[\sum_{\beta=1}^{m}\left(\boldsymbol{E}_{\beta}\left(\zeta_{l}\right)\right)_{i j} \int_{S_{\alpha}} \hat{G}\left(\boldsymbol{x}_{\gamma}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) d S_{y}\right] q_{\alpha}^{j ; k} \\
& =\tilde{\mathcal{F}}_{l \kappa}^{-1}\left[\sum_{\beta=1}^{m}\left\{\sum_{\alpha=1}^{M_{e}} \hat{G}_{\gamma \gamma}^{\beta ; l} q_{\alpha}^{i ; k ; \beta ; l}\right\}\right] \tag{3.2}
\end{align*}
$$

where

$$
\hat{G}_{\gamma \alpha}^{\beta ; l}=\int_{S_{\alpha}} \hat{G}\left(\boldsymbol{x}_{\gamma}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) d S_{y}, \quad \mathbf{q}_{\alpha}^{i ; k ; \beta ; l}=\sum_{j=1}^{m}\left(\boldsymbol{E}_{\beta}\left(\zeta_{l}\right)\right)_{i j} q_{\alpha}^{j ; k} .
$$

The term inside braces $\}$ in Eq. (3.2) is first calculated for all of $\gamma, \beta, i$, and $l$ via the FMM. Then, taking the summation with respect to $\beta$ and evaluating the inverse discrete Fourier transform, $\mathbf{G}^{\kappa} \mathbf{q}^{k}$ for all $\kappa(\kappa=0, \ldots, N-1)$ are obtained. Finally, the corresponding retarded potential vector $\mathbf{R}^{k+\kappa}$ is updated. This calculation can be expressed in the following matrix form:

$$
\left\{\begin{array}{c}
\mathbf{R}^{1}  \tag{3.3}\\
\mathbf{R}^{2} \\
\mathbf{R}^{3} \\
\vdots \\
\mathbf{R}^{N-1}
\end{array}\right\}=\left[\begin{array}{ccccc}
\mathbf{G}^{1} & & & & \\
\mathbf{G}^{2} & \mathbf{G}^{1} & & 0 & \\
\mathbf{G}^{3} & \mathbf{G}^{2} & \mathbf{G}^{1} & & \\
\vdots & & & \ddots & \\
\mathbf{G}^{N-1} & & \cdots & & \mathbf{G}^{1}
\end{array}\right]\left\{\begin{array}{c}
\mathbf{q}^{0} \\
\mathbf{q}^{1} \\
\mathbf{q}^{2} \\
\vdots \\
\mathbf{q}^{N-2}
\end{array}\right\}
$$

Once a set of the boundary values $\mathbf{q}^{k}$ at $k$-th step is obtained by solving Eq. (2.33), $\mathbf{G}^{\kappa} \mathbf{q}^{k}$ for all $\kappa$ can be calculated. Then, the resulting vectors are added into $\mathbf{R}^{n}$ for the rest time steps ( $n=$ $k+1, \ldots, N-1)$ as $\mathbf{R}^{n}+\mathbf{G}^{n-k} \mathbf{q}^{k} \Rightarrow \mathbf{R}^{n}$. If this procedure is conducted at each time step, $\mathbf{R}^{n}$ is updated for the next time step calculation. Note that Cauchy data $q_{\alpha}^{j ; k}$ are treated in time-domain although the FMM is implemented in Laplace-domain. In this algorithm, the FMM is implemented for $l=0, \ldots, L / 2$ at each time step owing to the following relation:

The terms including $\mathcal{H}_{\gamma \alpha}^{i j ; \kappa}$ in Eq. (2.33) can be evaluated as well as $\mathcal{G}_{\gamma \alpha}^{i j ; \kappa}$.

### 3.1.2. Fast multipole method (FMM)

In Eq. (3.2), the FMM is implemented for the Laplace-domain fundamental solutions. The multipole and local expansions for Laplace-domain fundamental solutions can be derived as well as those in frequency-domain [23]. The FMM formulation based on Wigner 3-j symbol [57] with $O\left(N_{t}^{3}\right)$ arithmetic complexity [28] is used in this study, where $N_{t}$ is the truncation number of infinite sum-
mations in multipole and local expansions.

## Multipole and local expansions

The expansions of fundamental solution of modified Helmholtz equation corresponding to some wave velocities are required for the derivation of multipole and local expansions for elastic wave problems in Section 3.1.6. Therefore, the expansions of $\hat{G}^{\varphi}$, which is the fundamental solution of the modified Helmholtz equation with wave velocity $c_{\varphi}$, are shown here. Note that $\hat{G}$ in Eq. (2.31) is $\hat{G}=\hat{G}^{f}$. According to [23], the expansions of $\hat{G}^{\varphi}$ are given by

$$
\begin{align*}
\hat{G}^{\varphi}(\boldsymbol{x}, \boldsymbol{y}, s)=\sum_{a=0}^{\infty} & \sum_{b=-a}^{a} \frac{s_{\varphi}(2 a+1)}{4 \pi} \\
& \times \begin{cases}\bar{F}_{a, b}^{\varphi}\left(\boldsymbol{y}-\boldsymbol{y}_{0}\right) O_{a, b}^{\varphi}\left(\boldsymbol{x}-\boldsymbol{y}_{0}\right) & \text { for }\left|\boldsymbol{y}-\boldsymbol{y}_{0}\right| \leq\left|\boldsymbol{x}-\boldsymbol{y}_{0}\right|, \\
\bar{O}_{a, b}^{\varphi}\left(\boldsymbol{y}-\boldsymbol{x}_{0}\right) F_{a, b}^{\varphi}\left(\boldsymbol{x}-\boldsymbol{x}_{0}\right) & \text { for }\left|\boldsymbol{y}-\boldsymbol{x}_{0}\right|>\left|\boldsymbol{x}-\boldsymbol{x}_{0}\right|,\end{cases} \tag{3.4a}
\end{align*}
$$

where $s_{\varphi}=s / c_{\varphi}$, and $F_{a, b}^{\varphi}(\boldsymbol{x}), \bar{F}_{a, b}^{\varphi}(\boldsymbol{x}), O_{a, b}^{\varphi}(\boldsymbol{x})$, and $\bar{O}_{a, b}^{\varphi}(\boldsymbol{x})$ are defined by

$$
\begin{align*}
F_{a, b}^{\varphi}(\boldsymbol{x}) & =i_{a}\left(s_{\varphi}|\boldsymbol{x}|\right) Y_{a}^{b}(\hat{\boldsymbol{x}}), & \bar{F}_{a, b}^{\varphi}(\boldsymbol{x}) & =i_{a}\left(s_{\varphi}|\boldsymbol{x}|\right) \overline{Y_{a}^{b}(\hat{\boldsymbol{x}})},  \tag{3.5}\\
O_{a, b}^{\varphi}(\boldsymbol{x}) & =k_{a}\left(s_{\varphi}|\boldsymbol{x}|\right) Y_{a}^{b}(\hat{\boldsymbol{x}}), & \bar{O}_{a, b}^{\varphi}(\boldsymbol{x}) & =k_{a}\left(s_{\varphi}|\boldsymbol{x}|\right) \overline{Y_{a}^{b}(\hat{\boldsymbol{x}})} . \tag{3.6}
\end{align*}
$$

In Eqs. (3.5) and (3.6), $\hat{\boldsymbol{x}}=\boldsymbol{x} /|\boldsymbol{x}|$, and $i_{a}$ and $k_{a}$ are the modified spherical Bessel functions of the first and second kinds, respectively. $Y_{a}^{b}$ are the spherical harmonics which are defined by

$$
\begin{equation*}
Y_{a}^{b}(\hat{\boldsymbol{x}})=\sqrt{\frac{(a-b)!}{(a+b)!}} P_{a}^{b}(\cos \theta) \mathrm{e}^{\mathrm{i} b \phi} \tag{3.7}
\end{equation*}
$$

where $\theta$ and $\phi$ are the zenith and azimuthal angles of $\hat{\boldsymbol{x}}$ in the spherical coordinate system, respectively, and $P_{a}^{b}$ is the associated Legendre function.

In order to derive the multipole and local expansions, $\mathrm{G}_{\gamma \alpha}^{i ; k ; \beta ; l}$ and $\mathbf{H}_{\gamma \alpha}^{i ; k ; \beta ; l}$ are defined by

$$
\begin{align*}
& \mathrm{G}_{\gamma \alpha}^{i ; k ; \beta ; l}=\left[\int_{S_{\alpha}} \hat{G}^{\varphi}\left(\boldsymbol{x}_{\gamma}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) d S_{y}\right] \mathrm{q}_{\alpha}^{i ; k ; \beta ; l},  \tag{3.8}\\
& \mathrm{H}_{\gamma \alpha}^{i ; k ; \beta ; l}=\left[\int_{S_{\alpha}} \hat{H}^{\varphi}\left(\boldsymbol{x}_{\gamma}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) d S_{y}\right] \mathbf{p}_{\alpha}^{i ; k ; ; ; ; l}, \tag{3.9}
\end{align*}
$$

where $\hat{H}^{\varphi}$ is the normal derivative of $\hat{G}^{\varphi}$, and

$$
\mathbf{p}_{\alpha}^{i ; k ; \beta ; l}=\sum_{j=1}^{m}\left(\boldsymbol{E}_{\beta}\left(\zeta_{l}\right)\right)_{i j} p_{\alpha}^{j ; k} .
$$

In Eq. (3.9), the symbol p.v. is omitted because $\gamma$ (field point) is never equal to $\alpha$ (source point) in an FMM far-field calculation. Substituting Eq. (3.4a) into Eqs. (3.8) and (3.9) yields the following
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multipole expansions:

$$
\begin{align*}
& \mathrm{G}_{\gamma \alpha}^{i ; k ; \beta ; l}= \sum_{a=0}^{\infty} \sum_{b=-a}^{a} \frac{s_{\varphi}(2 a+1)}{4 \pi}\left[O_{a, b}^{\varphi}\left(\boldsymbol{x}_{\gamma}-\boldsymbol{y}_{0}\right) M_{a, b ; \alpha}^{G ; i ; k ; \beta ; l}\left(\boldsymbol{y}_{0}\right)\right]_{s=\lambda_{\beta}^{l}}  \tag{3.10}\\
& \mathrm{H}_{\gamma \alpha}^{i ; k ; ; ; \boldsymbol{l}}=\sum_{a=0}^{\infty} \sum_{b=-a}^{a} \frac{s_{\varphi}(2 a+1)}{4 \pi}\left[O_{a, b}^{\varphi}\left(\boldsymbol{x}_{\gamma}-\boldsymbol{y}_{0}\right) M_{a, b ; \alpha}^{H ; i ; ; ; ; ; ; l}\left(\boldsymbol{y}_{0}\right)\right]_{s=\lambda_{\beta}^{l}} \tag{3.11}
\end{align*}
$$

where $M_{a, b ; \alpha}^{G ; i ; ; ; \beta ; l}$ and $M_{a, b ; \alpha}^{H ; i ; ; ; \beta ; l}$ are the multipole moments with respect to $\hat{G}^{\varphi}$ and $\hat{H}^{\varphi}$, respectively. The infinite summations in Eqs. (3.10) and (3.11) are truncated by $N_{t}$ terms in the numerical simulation. The explicit expressions of the multipole moments in Eqs. (3.10) and (3.11) are written as follows:

$$
\begin{align*}
& M_{a, b ; \alpha}^{G ; i ; k ; \beta ; l}\left(\boldsymbol{y}_{0}\right)=\mathrm{q}_{\alpha}^{i ; k ; \beta ; l} \int_{S_{\alpha}} \bar{F}_{a, b}^{\varphi}\left(\boldsymbol{y}-\boldsymbol{y}_{0}\right) d S_{y},  \tag{3.12}\\
& M_{a, b ; \alpha}^{H ; i ; k ; \beta ; l}\left(\boldsymbol{y}_{0}\right)=\mathrm{p}_{\alpha}^{i ; k ; \beta ; l} \int_{S_{\alpha}} \boldsymbol{n}(\boldsymbol{y}) \cdot \nabla_{y} \bar{F}_{a, b}^{\varphi}\left(\boldsymbol{y}-\boldsymbol{y}_{0}\right) d S_{y} . \tag{3.13}
\end{align*}
$$

Note that all multipole moments can be evaluated independently on a field point $\boldsymbol{x}_{\gamma}$.
The local expansions for $\mathrm{G}_{\gamma \alpha}^{i ; k ; ; ; l}$ and $\mathbf{H}_{\gamma \alpha}^{i ; k ; \beta ; l}$ are obtained by substituting Eq. (3.4b) into Eqs. (3.8) and (3.9) as follows:

$$
\begin{align*}
& \mathrm{G}_{\gamma \alpha}^{i ; k ; ; ; l}=\sum_{a=0}^{\infty} \sum_{b=-a}^{a} \frac{s_{\varphi}(2 a+1)}{4 \pi}\left[F_{a, b}^{\varphi}\left(\boldsymbol{x}_{\gamma}-\boldsymbol{x}_{0}\right) L_{a, b ; \alpha}^{G ; i ; ; ; ; ; l}\left(\boldsymbol{x}_{0}\right)\right]_{s=\lambda_{\beta}^{l}},  \tag{3.14}\\
& \mathrm{H}_{\gamma \alpha}^{i ; k ; \beta ; l}=\sum_{a=0}^{\infty} \sum_{b=-a}^{a} \frac{s_{\varphi}(2 a+1)}{4 \pi}\left[F_{a, b}^{\varphi}\left(\boldsymbol{x}_{\gamma}-\boldsymbol{x}_{0}\right) L_{a, b ; \alpha}^{H ; i ; ; ; ; ; l}\left(\boldsymbol{x}_{0}\right)\right]_{s=\lambda_{\beta}^{l}}, \tag{3.15}
\end{align*}
$$

where $L_{a, b ; \alpha}^{G ; i ; k ; \beta ; l}$ and $L_{a, b ; \alpha}^{H ; i ; k ; \beta ; l}$ are the coefficients of local expansion. The coefficients of local expansion can be obtained by replacing $\bar{F}_{a, b}^{\varphi}\left(\boldsymbol{y}-\boldsymbol{y}_{0}\right)$ by $\bar{O}_{a, b}^{\varphi}\left(\boldsymbol{y}-\boldsymbol{x}_{0}\right)$ in Eqs. (3.12) and (3.13) as follows:

$$
\begin{align*}
& L_{a, b ; \alpha}^{G ; i ; ; ; \beta ; l}\left(\boldsymbol{x}_{0}\right)=\mathrm{q}_{\alpha}^{i ; k ; \beta ; l} \int_{S_{\alpha}} \bar{O}_{a, b}^{\varphi}\left(\boldsymbol{y}-\boldsymbol{x}_{0}\right) d S_{y},  \tag{3.16}\\
& L_{a, b ; \alpha}^{H ; i ; ; ; \beta ; l}\left(\boldsymbol{x}_{0}\right)=\mathbf{p}_{\alpha}^{i ; k ; ; \beta ; l} \int_{S_{\alpha}} \boldsymbol{n}(\boldsymbol{y}) \cdot \nabla_{y} \bar{O}_{a, b}^{\varphi}\left(\boldsymbol{y}-\boldsymbol{x}_{0}\right) d S_{y} . \tag{3.17}
\end{align*}
$$

## Translation theorems (M2M, M2L, and L2L)

In the FMM algorithm, multipole expansion to multipole expansion (M2M), multipole expansion to local expansion (M2L), and local expansion to local expansion (L2L), are required [62]. These three translation theorems for $\hat{G}^{\varphi}$ are described by the following equations for the schematic dipected in Fig. 3.1:

$$
\begin{align*}
\mathrm{M} 2 \mathrm{M}: & M_{a, b ; \alpha}^{G ; i ; k ; \beta ; l}\left(\boldsymbol{y}_{1}\right)=\sum_{c=0}^{\infty} \sum_{d=-c}^{c}(\mathrm{M} \mid \mathrm{M})_{a, c}^{b, d}\left(\boldsymbol{y}_{0} \rightarrow \boldsymbol{y}_{1} ; s_{\varphi}\right) M_{c, d ; \alpha}^{G ; i ; k ; \beta ; l}\left(\boldsymbol{y}_{0}\right),  \tag{3.18}\\
\text { M2L : } & L_{a, b ; \alpha}^{G ; i ; ; ; \beta ; l}\left(\boldsymbol{x}_{1}\right)=\sum_{c=0}^{\infty} \sum_{d=-c}^{c}(\mathrm{M} \mid \mathrm{L})_{a, c}^{b, d}\left(\boldsymbol{y}_{1} \rightarrow \boldsymbol{x}_{1} ; s_{\varphi}\right) M_{c, d ; \alpha}^{G ; i ; k ; \beta ; l}\left(\boldsymbol{y}_{1}\right),  \tag{3.19}\\
\text { L2L }: & L_{a, b ; \alpha}^{G ; i ; ; ; \beta ; l}\left(\boldsymbol{x}_{0}\right)=\sum_{c=0}^{\infty} \sum_{d=-c}^{c}(\mathrm{~L} \mid \mathrm{L})_{a, c}^{b, d}\left(\boldsymbol{x}_{1} \rightarrow \boldsymbol{x}_{0} ; s_{\varphi}\right) L_{c, d ; \alpha}^{G ; i ; ; ; ; ; l}\left(\boldsymbol{x}_{1}\right) . \tag{3.20}
\end{align*}
$$

If $M_{a, b ; \alpha}^{G ; i ; ; ; \beta ; l}$ and $L_{a, b ; \alpha}^{G ; i ; k ; \beta ; l}$ in Eqs. (3.18)-(3.20) are replaced with $M_{a, b ; \alpha}^{H ; i ; ; ; ; l}$ and $L_{a, b ; \alpha}^{H ; i ; ; ; \beta ; l}$, respectively, the translation formulas for $\hat{H}^{\varphi}$ are derived. In Eqs. (3.18)-(3.20), ( $\left.\mathrm{E} \mid \mathrm{F}\right)_{a, c}^{b, d}(\mathrm{E}, \mathrm{F}=\mathrm{M}$ or $\mathrm{L})$ are the translation operators including Wigner 3-j symbol. The operator $(\mathrm{E} \mid \mathrm{F})_{a, c}^{b, d}$ can be calculated recursively in $O\left(N_{t}^{4}\right)$ arithmetic complexity [28]. Eqs. (3.18)-(3.20) can be recast using the orthogonalization of spherical harmonics in $O\left(N_{t}^{3}\right)$ arithmetic complexity:

$$
\begin{align*}
& \left\{\begin{array}{l}
\tilde{M}_{a, d ; \alpha}^{G ; i ; ; ; \beta ; l}\left(\boldsymbol{y}_{0}\right)=\sum_{b=-a}^{a} M_{a, k ; \alpha}^{G ; i ; k ; \beta ; l}\left(\boldsymbol{y}_{0}\right) D_{d b}^{a}\left(\boldsymbol{R}^{\mathrm{T}}\right), \\
\tilde{M}_{c,, ; \alpha}^{G ; i ; k ; \beta ; l}\left(\boldsymbol{y}_{1}\right)=\sum_{a=|d|}^{\infty}(\mathrm{M} \mid \mathrm{M})_{c, a}^{d}\left(\boldsymbol{y}_{0} \rightarrow \boldsymbol{y}_{1} ; s_{\varphi}\right) \tilde{M}_{a, d ; \alpha}^{G ; i ; k ; ; ; l}\left(\boldsymbol{y}_{0}\right), \\
M_{c, b ; \alpha}^{G ; i ; ; ; ; ; ; l}\left(\boldsymbol{y}_{1}\right)=\sum_{d=-c}^{c} \tilde{M}_{c, \alpha ; \alpha}^{G ; ; ; ; ; ; ; ; l}\left(\boldsymbol{y}_{1}\right) D_{b d}^{c}(\boldsymbol{R}),
\end{array}\right.  \tag{3.21a}\\
& \left\{\begin{array}{l}
\tilde{M}_{a, d ; \alpha}^{G ; i ; k ; \beta ; l}\left(\boldsymbol{y}_{1}\right)=\sum_{b=-a}^{a} M_{a, b ; \alpha}^{G ; i ; ; ; \beta ; l}\left(\boldsymbol{y}_{1}\right) D_{d b}^{a}\left(\boldsymbol{R}^{\mathrm{T}}\right), \\
\tilde{L}_{c, d ; \alpha}^{G ; i ; ; ; ; ; ; l}\left(\boldsymbol{x}_{1}\right)=\sum_{a=|d|}^{\infty}(\mathrm{M} \mid \mathrm{L})_{c, a}^{d}\left(\boldsymbol{y}_{1} \rightarrow \boldsymbol{x}_{1} ; s_{\varphi}\right) \tilde{M}_{a, d ; \alpha}^{G ; i ; ; ; \beta ; l}\left(\boldsymbol{y}_{1}\right), \\
L_{c, b ; \alpha}^{G ; i ; ; ; ; ; ; l}\left(\boldsymbol{x}_{1}\right)=\sum_{d=-c}^{c} \tilde{L}_{c, d ; \alpha}^{G ; i ; ; ; \beta ; l}\left(\boldsymbol{x}_{1}\right) D_{b d}^{c}(\boldsymbol{R}),
\end{array}\right. \\
& \left\{\begin{array}{l}
\tilde{L}_{a, d ; \alpha}^{G ; i ; ; ; \beta ; l}\left(\boldsymbol{x}_{1}\right)=\sum_{b=-a}^{a} L_{a, b ; \alpha}^{G ; i ; k ; \beta ; l}\left(\boldsymbol{x}_{1}\right) D_{d b}^{a}\left(\boldsymbol{R}^{\mathrm{T}}\right), \\
\tilde{L}_{c, d ; \alpha}^{G ; i ; ; ; \beta ; l}\left(\boldsymbol{x}_{0}\right)=\sum_{a=|d|}^{\infty}(\mathrm{L} \mid \mathrm{L})_{c, a}^{d}\left(\boldsymbol{x}_{1} \rightarrow \boldsymbol{x}_{0} ; s_{\varphi}\right) \tilde{L}_{a, d ; \alpha}^{G ; i ; k ; ; ; l}\left(\boldsymbol{x}_{1}\right), \\
L_{c, b ; \alpha}^{G ; i ; ; ; \beta ; l}\left(\boldsymbol{x}_{0}\right)=\sum_{d=-c}^{c} \tilde{L}_{c, d ; \alpha}^{G ; i ; ; ; \beta ; l}\left(\boldsymbol{x}_{0}\right) D_{b d}^{c}(\boldsymbol{R}),
\end{array}\right.
\end{align*}
$$

where $D_{b d}^{a}(\boldsymbol{R})$ are the rotation matrices of spherical harmonics and can be calculated recursively in $O\left(N_{t}^{3}\right)$ computational complexity [19]. In Eqs. (3.21)-(3.23), $(\mathrm{E} \mid \mathrm{F})_{a, c}^{b}=(\mathrm{E} \mid \mathrm{F})_{a, c}^{b, b}$, and the


Figure 3.1.: Translation theorems (M2M, M2L, and L2L).
rotation matrices of vector $\boldsymbol{R}$ are defined by

$$
\begin{cases}\left(\boldsymbol{y}_{0}-\boldsymbol{y}_{1}\right) \cdot \boldsymbol{R}=\left|\boldsymbol{y}_{0}-\boldsymbol{y}_{1}\right| \mathbf{e}_{3} & \text { in Eq. (3.21), } \\ \left(\boldsymbol{x}_{1}-\boldsymbol{y}_{1}\right) \cdot \boldsymbol{R}=\left|\boldsymbol{x}_{1}-\boldsymbol{y}_{1}\right| \mathbf{e}_{3} & \text { in Eq. (3.22), } \\ \left(\boldsymbol{x}_{0}-\boldsymbol{x}_{1}\right) \cdot \boldsymbol{R}=\left|\boldsymbol{x}_{0}-\boldsymbol{x}_{1}\right| \mathbf{e}_{3} & \text { in Eq. (3.23), }\end{cases}
$$

where $\mathbf{e}_{3}$ is given by $\mathbf{e}_{3}=(0,0,1)$. All of the calculations in Eqs. (3.21)-(3.23) and the evaluations of $(\mathrm{E} \mid \mathrm{F})_{a, c}^{b}$ are conducted in $O\left(N_{t}^{3}\right)$ computation. The detailed expressions of $(\mathrm{E} \mid \mathrm{F})_{a, c}^{b}$ and the recursive computation are presented in Appendix A.

### 3.1.3. Some numerical techniques for efficient CQ-FMBEM

Two typical techniques that enhance the stability and efficiency of the CQ-FMBEM are presented. The first is scaling of the multipole moments (3.12) and (3.13) with the modified spherical Bessel functions $i_{a}$ and $k_{a} . i_{a}(z)$ and $k_{a}(z)$ exponentially tend to infinity and zero for a large argument $z$, respectively. This fact sometimes causes instability of the translation formulas (3.18)-(3.20) when cell size is large. The second is the truncation of M2L translations. Some M2L translations for the retarded potential calculation can be neglected because the fundamental solution in Laplace-domain rapidly approaches to zero if the distance between field and source points $r=|\boldsymbol{x}-\boldsymbol{y}|$ is large.

## Scaling of modified spherical Bessel function

When the absolute value of the argument $|z|$ is large, the asymptotic expressions of $i_{a}(z)$ and $k_{a}(z)$ are given by

$$
\begin{equation*}
i_{a}(z) \sim \frac{\mathrm{e}^{z}}{2 z}, \quad k_{a}(z) \sim \frac{\mathrm{e}^{-z}}{z} \tag{3.24}
\end{equation*}
$$



Figure 3.2.: Scaling for M2M moment translated from $C_{\varrho}$ to $C_{2 \varrho}$ using half diagonal length of cube cell.

Therefore, the scaled modified spherical Bessel functions $\breve{i}_{a}$ and $\breve{k}_{a}$ are defined by

$$
\begin{equation*}
\breve{i}_{a}(z)=\mathrm{e}^{-z} i_{a}(z), \quad \breve{k}_{a}(z)=\mathrm{e}^{z} k_{a}(z) \tag{3.25}
\end{equation*}
$$

## Scaling of multipole and local expansions

To utilize the scaled modified spherical Bessel functions in Eq. (3.25), the multipole and local expansions and the translation operators also have to be modified. Taking into account $\varrho$, which is the half diagonal length of a cube cell $C_{\varrho}$ as shown in Fig. 3.2, the scaled multipole moment ${ }_{\varrho} \mathcal{M}_{a, b ; \alpha}^{G ; i ; k ; \beta ; l}$, the scaled local expansion coefficient ${ }_{\varrho} \mathcal{L}_{a, b ; \alpha}^{G ; i ; k ; \beta ; l}$, and the scaled functions ${ }_{\varrho} \mathcal{F}_{a, b}^{\varphi}$ and $\varrho \mathcal{O}_{a, b}^{\varphi}$ are defined as follows:

$$
\begin{array}{ll}
{ }_{\varrho} \mathcal{M}_{a, b ; \alpha}^{G ; i ; k ; \beta ; l}=\mathrm{e}^{-s_{\varphi} \varrho} M_{a, b ; \alpha}^{G ; i ; k ; \beta ; l}, & \varrho \mathcal{L}_{a, b ; \alpha}^{G ; i ; k ; \beta ; l}=\mathrm{e}^{s_{\varphi} \varrho} L_{a, b ; \alpha}^{G ; i ; k ; \beta ; l} \\
\varrho_{a, b}^{\varphi}=\mathrm{e}^{-\mathcal{S}_{\varphi} \varrho} F_{a, b}^{\varphi}, & \varrho \mathcal{O}_{a, b}^{\varphi}=\mathrm{e}^{s_{\varphi} \varrho} O_{a, b}^{\varphi} \tag{3.27}
\end{array}
$$

Consequently, the scaled multipole and local expansions for $\mathrm{G}_{\gamma \alpha}^{i ; k ; \beta ; l}$ are recast as follows:

$$
\begin{align*}
& \mathrm{G}_{\gamma \alpha}^{i ; k ; \beta ; l}=\sum_{a=0}^{\infty} \sum_{b=-a}^{a} \frac{s_{\varphi}(2 a+1)}{4 \pi}\left[\varrho \mathcal{O}_{a, b}^{\varphi}\left(\boldsymbol{x}_{\gamma}-\boldsymbol{y}_{0}\right)_{\varrho} \mathcal{M}_{a, b ; \alpha}^{G ; i ; k ; \beta ; l}\left(\boldsymbol{y}_{0}\right)\right]_{s=\lambda_{\beta}^{l}}  \tag{3.28}\\
& \mathrm{G}_{\gamma \alpha}^{i ; k ; \beta ; l}=\sum_{a=0}^{\infty} \sum_{b=-a}^{a} \frac{s_{\varphi}(2 a+1)}{4 \pi}\left[\varrho \mathcal{F}_{a, b}^{\varphi}\left(\boldsymbol{x}_{\gamma}-\boldsymbol{x}_{0}\right)_{\varrho} \mathcal{L}_{a, b ; \alpha}^{G ; i ; k ; \beta ; l}\left(\boldsymbol{x}_{0}\right)\right]_{s=\lambda_{\beta}^{l}} \tag{3.29}
\end{align*}
$$

The scaled multipole and local expansions for $\mathrm{H}_{\gamma \alpha}^{i ; k ; \beta ; l}$ can be obtained in the same manner as the ones for $\mathrm{G}_{\gamma \alpha}^{i ; k ; \beta ; l}$.

## 3. Acceleration of CQ-BEM

## Scaling of M2M, M2L, and L2L

Considering the sizes of cells before and after translations, the scaling of translation formulas (M2M, M2L, and L2L) for Eqs. (3.28) and (3.29) can be obtained. Taking into account the variation of cell size from $\varrho$ to $2 \varrho$ as shown in Fig. 3.2, the scaling of M2M formulas (3.21) is expressed as follows:

$$
\left\{\begin{array}{l}
{ }_{\varrho} \tilde{\mathcal{M}}_{a, d ; \alpha}^{G ; i ; ; ; \beta ; l}\left(\boldsymbol{y}_{0}\right)=\sum_{b=-a}^{a}{ }_{\varrho} \mathcal{M}_{a, b ; \alpha}^{G ; i ; ; ; \beta ; l}\left(\boldsymbol{y}_{0}\right) D_{d b}^{a}\left(\boldsymbol{R}^{\mathrm{T}}\right),  \tag{3.30a}\\
{ }_{2 \varrho} \tilde{\mathcal{M}}_{c, d ; \alpha}^{G ; ; ; ; ; ; ; ; l}\left(\boldsymbol{y}_{1}\right)=\sum_{a=|d|}^{\infty}(\mathcal{M} \mid \mathcal{M})_{c, a}^{d}\left(\boldsymbol{y}_{0} \rightarrow \boldsymbol{y}_{1} ; s_{\varphi}\right)_{\varrho} \tilde{\mathcal{M}}_{a, d ; \alpha}^{G ; i ; k ; ; ; l}\left(\boldsymbol{y}_{0}\right), \\
{ }_{2} \mathcal{M}_{c, b ; \alpha}^{G ; i ; k ; ; ; l}\left(\boldsymbol{y}_{1}\right)=\sum_{d=-c}^{c}{ }_{2} \tilde{\mathcal{M}}_{c, d ; \alpha}^{G ; i ; k ; ; ; l}\left(\boldsymbol{y}_{1}\right) D_{b d}^{c}(\boldsymbol{R}),
\end{array}\right.
$$

where $(\mathcal{E} \mid \mathcal{F})_{a, c}^{b}(\mathcal{E}, \mathcal{F}=\mathcal{M}$ or $\mathcal{L})$ is the scaled translation operator, and the detail is given in Appendix A. The scaled M2L and L2L formulas can be obtained by analogous modifications of Eqs. (3.22) and (3.23) as follows:

In Eq. (3.31), $d_{\mathrm{M} 2 \mathrm{~L}}$ denotes the distance between the multipole point $\boldsymbol{y}_{1}$ and local expansion point $\boldsymbol{x}_{1}$ as shown in Fig. 3.1.

## Truncation of M2L

From Eq. (3.31b), the M2L moment tends to zero for a large argument $s_{\varphi}\left(d_{\mathrm{M} 2 \mathrm{~L}}-2 \varrho\right)$, where $d_{\mathrm{M} 2 \mathrm{~L}}-2 \varrho$ corresponds to the minimum distance between two cells $r_{\text {min }}$, and it holds that $d_{\mathrm{M} 2 \mathrm{~L}}-$ $2 \varrho \leq r_{\text {min }}$ as shown in Fig. 3.3. Negligibly small values of ${ }_{\varrho} \tilde{\mathcal{L}}_{c, d ; \alpha}^{G ; i ; ; ; \beta ; l}\left(\boldsymbol{x}_{1}\right)$ in M2L (3.31) are


Figure 3.3.: Distance between two cells in M2L translation.
excluded from the translation process in order to accelerate the FMM calculation. To this end, the asymptotic behavior of M2L including $\exp \left[-s_{\varphi}\left(d_{\mathrm{M} 2 \mathrm{~L}}-2 \varrho\right)\right]$ is investigated. The truncation condition is expressed as follows:

$$
\begin{equation*}
\Re\left[s_{\varphi}\left(d_{\mathrm{M} 2 \mathrm{~L}}-2 \varrho\right)\right]>b \log 10, \tag{3.33}
\end{equation*}
$$

where $b$ is the number of significant figures required in M2L computation. The truncation procedure is briefly summarized as follows:

1. $s_{\varphi}\left(d_{\mathrm{M} 2 \mathrm{~L}}-2 \varrho\right)$ is evaluated before M2L.
2. The truncation condition defined in Eq. (3.33) is calculated.
3. If the truncation condition defined in Eq. (3.33) is satisfied, M2L is neglected. However, when Eq. (3.33) is not satisfied, M2L must be conducted as usual.

This truncation technique can be applied to the large number of M2L translations to save computational time. The truncation parameter $b$ is given by $b=20$ in this study.

### 3.1.4. Computational complexity

We briefly conclude the computational complexity of our proposed method for $N$ and $M_{e}$ here. The computational complexity of one matrix-vector product for spatial components is considered as $O\left(M_{e}\right)$ or $O\left(M_{e} \log M_{e}\right)$ owing to use of the FMM [62]. The computational complexities of FMM and FFT are dominant in the time-marching process presented in Section 3.1.1. The number of FMM implementation is $O\left(N^{2}\right)$, and the number of FFT calculations is $O\left(N M_{e}\right)$. Therefore, the computational complexity of FMM is $O\left(N^{2} M_{e}\right)$ or $O\left(N^{2} M_{e} \log M_{e}\right)$, while the one for FFT is $O\left(N^{2} M_{e} \log N\right)$. In practical numerical computations, the computational time of FMM usually becomes much larger than that of FFT, and $O\left(N^{2} M_{e}\right)$ or $O\left(N^{2} M_{e} \log M_{e}\right)$ is considered as the total computational complexity of the proposed method. On the other hand, the memory complexity is $O\left(N M_{e}\right)$ owing to the FMM [62].


Figure 3.4.: Time variations of $p / p_{0}$ obtained by CQ-BEM and CQ-FMBEM using RK3 at point X in Fig. 2.3 when $c_{f} \Delta t / a=0.069$.


Figure 3.5.: Absolute errors between $p / p_{0}$ obtained by CQ-BEM and CQ-FMBEM, which are shown in Fig. 3.4.

### 3.1.5. Numerical results

To verify the accuracy and to demonstrate the computational efficiency of the proposed CQ-FMBEM, some numerical examples are presented in this section. The same analysis model as Section 2.3 depicted in Fig. 2.3 is used for this numerical simulation. The truncation number for the summation of multipole and local expansions, such as Eqs. (3.10) and (3.11), is chosen as $N_{t}=10$ for all simulations in this study.

First, the comparison of numerical solutions obtained by the CQ-BEMs with and without the FMM for accuracy verification. Fig. 3.4 shows numerical solutions for the same simulation as Fig. 2.7 when $c_{f} \Delta t / a=0.069$, and the dashed line is obtained by the CQ-FMBEM with RK3. As we


Figure 3.6.: Computational time comparison between CQ-BEM and CQ-FMBEM using RK3 for 3-D acoustic wave problem.


Figure 3.7.: Required memory comparison between CQ-BEM and CQ-FMBEM using RK3 for 3-D acoustic wave problem.
can see from Fig. 3.4, the waveforms obtained by the CQ-BEM and CQ-FMBEM are very similar. On the other hand, the absolute errors between $p / p_{0}$ obtained by CQ-BEM and CQ-FMBEM are plotted in Fig. 3.5. These errors are caused by the approximation in the FMM and considered as sufficiently small from Fig. 3.5.

Second, the computational efficiency of CQ-FMBEM is confirmed. All of the computations here are conducted by a single processor. Discretized BIE (2.33) is numerically solved by both CQ-BEM


Figure 3.8.: Analysis model for elastic wave scattering by an obstacle in a 3-D infinite domain
and CQ-FMBEM, and the non-preconditioned GMRES [74], which is one of the Krylov subspace solvers, is used. In the CQ-BEM, all of the influence functions (2.30) are stored after the calculations for all elements and time steps.

The computational time and required memory for both CQ-BEM and CQ-FMBEM with RK3 are shown in Figs. 3.6 and 3.7, respectively, when $c_{f} \Delta t / a=0.069$ and $N=128$. As shown in Fig. 3.6, the CQ-FMBEM is faster than the CQ-BEM when the number of elements $M_{e}$ is $M_{e}=5000$ or more. Moreover, the memory required by the CQ-FMBEM is much less than that by the CQ-BEM as shown in Fig. 3.7. Consequently, the CQ-FMBEM is more efficient for large-scale problems than the CQ-BEM.

### 3.1.6. CQ-FMBEM for 3-D elastic wave problems

The CQ-FMBEM is applied to 3-D elastic wave problems in this section. The CQ-FMBEM for this problem has been developed by Maruyama et al. [55]. Only the formulation of BIE and multipole and local expansions are presented because the calculation algorithm is same as the one for 3-D acoustic problems.

Let $S$ be a closed boundary with unit normal vector $\boldsymbol{n}$ in $\mathbb{R}^{3}$ as depicted in Fig. 3.8. $D$ is an exterior domain, which is a homogeneous, isotropic, and linearly elastic solid. Disregarding the body force, the displacement $\boldsymbol{u}$ satisfies the following governing equation:

$$
\begin{equation*}
c_{T}^{2} \nabla^{2} \boldsymbol{u}(\boldsymbol{x}, t)+\left(c_{L}^{2}+c_{T}^{2}\right) \nabla \nabla \cdot \boldsymbol{u}(\boldsymbol{x}, t)=\ddot{\boldsymbol{u}}(\boldsymbol{x}, t) \quad \boldsymbol{x} \in D, \tag{3.34}
\end{equation*}
$$

where $c_{L}$ and $c_{T}$ are the velocities of P and S waves, respectively, and expressed using the density $\rho$ and the Lamé constants $\lambda$ and $\mu$ as follows:

$$
c_{L}=\sqrt{\frac{\lambda+2 \mu}{\rho}}, \quad c_{T}=\sqrt{\frac{\mu}{\rho}} .
$$

We assume that the solution $\boldsymbol{u}$ of Eq. (3.34) satisfies the following initial condition:

$$
\begin{equation*}
\boldsymbol{u}^{\mathrm{sc}}(\boldsymbol{x}, 0)=\dot{\boldsymbol{u}}^{\mathrm{sc}}(\boldsymbol{x}, 0)=\mathbf{0} \quad \boldsymbol{x} \in D . \tag{3.35}
\end{equation*}
$$

Considering the Sommerfeld radiation condition for scattered waves and initial condition (3.35), the
time-domain BIE for displacement $\boldsymbol{u}$ is formulated by means of the usual manner as follows:

$$
\begin{align*}
\boldsymbol{C}(\boldsymbol{x}) \boldsymbol{u}(\boldsymbol{x}, t)=\boldsymbol{u}^{\mathrm{in}}(\boldsymbol{x}, t) & +\int_{0}^{t} \int_{S} \boldsymbol{U}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot \boldsymbol{t}(\boldsymbol{y}, \tau) d S_{y} d \tau \\
& -\int_{0}^{t} \text { p.v. } \int_{S} \boldsymbol{T}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot \boldsymbol{u}(\boldsymbol{y}, \tau) d S_{y} d \tau, \tag{3.36}
\end{align*}
$$

where $\boldsymbol{C}(\boldsymbol{x})$ is also the free term [14] depending on the boundary shape at $\boldsymbol{x}$, and $\boldsymbol{t}$ is the traction force. $\boldsymbol{U}$ and $\boldsymbol{T}$ are the fundamental displacement and traction solutions for 3-D elastodynamic problems in time-domain, respectively [1]. The displacement formulation defined in Eq. (3.36) is used for the boundary element analysis of elastic wave scattering in this chapter.

## CQ-FMBEM formulation

In numerically solving BIE (3.36), the convolution integrals are evaluated by means of the IRKbased CQM, and the surface integrals over the boundary $S$ are discretized by the piecewise constant approximation. The discretized BIE at $n$-th and $i$-th sub-step in time is written as follows:

$$
\begin{array}{r}
\frac{1}{2} \boldsymbol{u}_{\gamma}^{i ; n}=\boldsymbol{u}_{\gamma}^{\mathrm{in} ; i ; n}+\sum_{k=0}^{n} \sum_{\alpha=1}^{M_{e}} \sum_{j=1}^{m}\left[\mathcal{U}_{\gamma \alpha}^{i j ; n-k} \cdot \boldsymbol{t}_{\alpha}^{j ; k}-\mathcal{T}_{\gamma \alpha}^{i j ; n-k} \cdot \boldsymbol{u}_{\alpha}^{j ; k}\right] \\
(i=1, \ldots, m), \quad(n=0, \ldots, N-1), \tag{3.37}
\end{array}
$$

where

$$
\boldsymbol{p}_{\gamma}^{i ; n}=\boldsymbol{p}\left(\boldsymbol{x}_{\gamma},\left(n+c_{i}\right) \Delta t\right), \quad\left(\boldsymbol{p}=\boldsymbol{u}, \boldsymbol{t}, \text { or } \boldsymbol{u}^{\mathrm{in}}\right) .
$$

In Eq. (3.37), $\mathcal{U}_{\gamma \alpha}^{i j \kappa \kappa}$ and $\mathcal{T}_{\gamma \alpha}^{i j ; \kappa}$ are the influence functions defined by

$$
\begin{align*}
\mathcal{U}_{\gamma \alpha}^{i j ; \kappa} & =\tilde{\mathcal{F}}_{l \kappa}^{-1}\left[\sum_{\beta=1}^{m}\left(\boldsymbol{E}_{\beta}\left(\zeta_{l}\right)\right)_{i j} \int_{S_{\alpha}} \hat{\boldsymbol{U}}\left(\boldsymbol{x}_{\gamma}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) d S_{y}\right],  \tag{3.38}\\
\mathcal{T}_{\gamma \alpha}^{i j ; \kappa} & =\tilde{\mathcal{F}}_{l \kappa}^{-1}\left[\sum_{\beta=1}^{m}\left(\boldsymbol{E}_{\beta}\left(\zeta_{l}\right)\right)_{i j} \text { p.v. } \int_{S_{\alpha}} \hat{\boldsymbol{T}}\left(\boldsymbol{x}_{\gamma}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) d S_{y}\right], \tag{3.39}
\end{align*}
$$

where $\hat{\boldsymbol{U}}$ and $\hat{\boldsymbol{T}}$ are the Laplace-domain fundamental solutions for displacement and traction, respectively. Rearranging Eq. (3.37) according to the time step, the following expression is obtained.

$$
\begin{align*}
\sum_{\alpha=1}^{M} \sum_{j=1}^{m}\left[\left(\frac{1}{2} I \delta_{\gamma \alpha} \delta_{i j}\right.\right. & \left.\left.+\mathcal{T}_{\gamma \alpha}^{i j ; 0}\right) \cdot \boldsymbol{u}_{\alpha}^{j ; n}-\mathcal{U}_{\gamma \alpha}^{i j ; 0} \cdot \boldsymbol{t}_{\alpha}^{j ; n}\right] \\
& =\boldsymbol{u}_{\gamma}^{\mathrm{in} ; ; ; n}-\sum_{k=0}^{n-1} \sum_{\alpha=1}^{M} \sum_{j=1}^{m}\left[\mathcal{T}_{\gamma \alpha}^{i j ; n-k} \cdot \boldsymbol{u}_{\alpha}^{j ; k}-\mathcal{U}_{\gamma \alpha}^{i j ; n-k} \cdot \boldsymbol{t}_{\alpha}^{j ; k}\right] . \tag{3.40}
\end{align*}
$$

## 3. Acceleration of CQ-BEM

The matrix-vector calculation of retarded potential terms in the right-hand side of Eq. (3.40) is rapidly evaluated by the FMM in order to reduce the computational cost. Only the multipole and local expansions are presented here because the time-stepping procedure and translation theorems are same as the CQ-FMBEM for 3-D acoustic wave problems.

In order to derive the multipole and local expansions, $\cup_{I ; \gamma \alpha}^{i ; k ; \beta ; l}$ and $\mathrm{T}_{I ; \gamma \alpha}^{i ; k ; \beta ; l}$ are defined by

$$
\begin{align*}
& \mathrm{U}_{I ; \gamma \alpha}^{i ; k ; \beta ; l}=\left[\int_{S_{\alpha}} \hat{U}_{I K}\left(\boldsymbol{x}_{\gamma}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) d S_{y}\right] \mathrm{t}_{K ; \alpha}^{i ; k ; \beta ; l},  \tag{3.41}\\
& \mathrm{~T}_{I ; \gamma \alpha}^{i ; k ; \beta ; l}=\left[\int_{S_{\alpha}} \hat{T}_{I K}\left(\boldsymbol{x}_{\gamma}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) d S_{y}\right] \mathrm{u}_{K ; \alpha}^{i ; k ; \beta ; l}, \tag{3.42}
\end{align*}
$$

where

$$
\mathbf{u}_{K ; \alpha}^{i ; k ; \beta ; l}=\sum_{j=1}^{m}\left(\boldsymbol{E}_{\beta}\left(\zeta_{l}\right)\right)_{i j} u_{K ; \alpha}^{j ; k}, \quad \mathrm{t}_{K ; \alpha}^{i ; k ; \beta ; l}=\sum_{j=1}^{m}\left(\boldsymbol{E}_{\beta}\left(\zeta_{l}\right)\right)_{i j} t_{K ; \alpha}^{j ; k} .
$$

$\hat{\boldsymbol{U}}$ and $\hat{\boldsymbol{T}}$ in Eqs. (3.41) and (3.42) are expressed using the fundamental solution of modified Helmholtz equation $\hat{G}^{\varphi}$ as follows:

$$
\begin{align*}
& \hat{U}_{I K}(\boldsymbol{x}, \boldsymbol{y}, s)=\frac{1}{\mu}\left[\hat{G}^{T}(\boldsymbol{x}, \boldsymbol{y}, s) \delta_{I K}+\frac{1}{s_{T}^{2}} \frac{\partial^{2}}{\partial x_{I} \partial y_{K}}\left(\hat{G}^{T}(\boldsymbol{x}, \boldsymbol{y}, s)-\hat{G}^{L}(\boldsymbol{x}, \boldsymbol{y}, s)\right)\right],  \tag{3.43}\\
& \hat{T}_{I K}(\boldsymbol{x}, \boldsymbol{y}, s)=n_{J}(\boldsymbol{y}) C_{K J p q} \frac{\partial}{\partial y_{q}} \hat{U}_{I p}(\boldsymbol{x}, \boldsymbol{y}, s) \tag{3.44}
\end{align*}
$$

where $C_{i j k l}$ is a component of the elastic modulus tensor. The multipole and local expansions for Laplace-domain fundamental solutions can be derived in a similar way to the ones in frequencydomain [99, 17].

Taking into account the scaling of modified Bessel functions, substituting Eqs. (3.4a), (3.43), and (3.44) into Eqs. (3.41) and (3.42) yields the following multipole expansions:

$$
\begin{align*}
& \mathrm{U}_{I ; \gamma \alpha}^{i ; k ; \beta ; l}=\sum_{a=0}^{\infty} \sum_{b=-a}^{a}\left[A_{a}\left\{\frac{\partial}{\partial x_{I}} \varrho_{a, b}^{L} \mathcal{O}_{a}^{L}\left(\boldsymbol{x}_{\gamma}-\boldsymbol{y}_{0}\right)\right\} \varrho \mathcal{M}_{a, b ; \alpha}^{U_{L} ; i ; k ; \beta ; l}\left(\boldsymbol{y}_{0}\right)\right. \\
&\left.+B_{a} e_{t I J}\left\{\frac{\partial}{\partial x_{J}} \varrho_{a, b}^{T} \mathcal{O}_{a}^{T}\left(\boldsymbol{x}_{\gamma}-\boldsymbol{y}_{0}\right)\right\} \varrho \mathcal{M}_{t, a, b ; \alpha}^{U_{T} ; i ; ; ; ; ; ; l}\left(\boldsymbol{y}_{0}\right)\right]_{s=\lambda_{\beta}^{l}}  \tag{3.45}\\
& \mathrm{~T}_{I ; \gamma \alpha}^{i ; k ; ; ; l}=\sum_{a=0}^{\infty} \sum_{b=-a}^{a}\left[A_{a}\left\{\frac{\partial}{\partial x_{I}} \varrho_{a} \mathcal{O}_{a, b}^{L}\left(\boldsymbol{x}_{\gamma}-\boldsymbol{y}_{0}\right)\right\} \varrho \mathcal{M}_{a, b ; \alpha}^{T_{L} ; i ; ; ; ; ; l}\left(\boldsymbol{y}_{0}\right)\right. \\
&\left.+B_{a} e_{t I J}\left\{\frac{\partial}{\partial x_{J}} \varrho^{\varrho} \mathcal{O}_{a, b}^{T}\left(\boldsymbol{x}_{\gamma}-\boldsymbol{y}_{0}\right)\right\} \varrho \mathcal{M}_{t, a, b ; \alpha ;}^{T_{T} ; ; ; ; ; ; l}\left(\boldsymbol{y}_{0}\right)\right]_{s=\lambda_{\beta}^{l}} \tag{3.46}
\end{align*}
$$

where ${ }_{\varrho} \mathcal{M}_{a, b ; \alpha}^{\Pi_{L} ; i ; ; ; \beta ; l}$ and ${ }_{\varrho} \mathcal{M}_{t, a, a ; ; \alpha}^{\Pi_{T} ; i ; k ; \beta ; l}$ are the scaled multipole moments with respect to P and S waves, respectively, and the superscript $\Pi$ is $\Pi=U$ or $T$. In addition, $e_{i j k}$ indicates a component
of the 3-D permutation tensor, and $A_{a}$ and $B_{a}$ are defined by

$$
A_{a}=-\frac{s_{L}(2 a+1)}{4 \pi \mu s_{T}^{2}}, \quad B_{a}=\frac{2 a+1}{4 \pi \mu s_{T}} .
$$

In Eqs. (3.45) and (3.46), each of $\mathrm{U}_{I ; \gamma \alpha}^{i ; k ; \beta ; l}$ and $\mathrm{T}_{I ; \gamma \alpha}^{i ; k ; \beta ; l}$ has four multipole moments: one for P waves $\left({ }_{\varrho} \mathcal{M}_{a, b ; \alpha}^{\Pi_{L} ; i ; k ; \beta ; l}\right)$ and the others for $S$ waves $\left({ }_{\varrho} \mathcal{M}_{t, a, b ; \alpha}^{\Pi_{T ; i} ; ; ; \beta ; l}, t=1,2,3\right)$. The explicit expressions of the multipole moments in Eqs. (3.45) and (3.46) are shown as follows:

$$
\begin{align*}
& { }_{\varrho} \mathcal{M}_{a, b ; \alpha}^{U_{L} ; i ; k ; \beta ; l}\left(\boldsymbol{y}_{0}\right)=\mathrm{t}_{K ; \alpha}^{i ; k ; \beta ; l} \int_{S_{\alpha}}\left[\frac{\partial}{\partial y_{K}}{ }_{\varrho} \overline{\mathcal{F}}_{a, b}^{L}\left(\boldsymbol{y}-\boldsymbol{y}_{0}\right)\right] d S_{y},  \tag{3.47}\\
& { }_{\varrho} \mathcal{M}_{t, a, a ; \alpha}^{U_{T} ; i ; k ; \beta ; l}\left(\boldsymbol{y}_{0}\right)=\mathrm{t}_{K ; \alpha}^{i ; k ; \beta ; l} \int_{S_{\alpha}} e_{t J K}\left[\frac{\partial}{\partial y_{J}} \varrho^{\left.\overline{\mathcal{F}}_{a, b}^{T}\left(\boldsymbol{y}-\boldsymbol{y}_{0}\right)\right] d S_{y},}\right.  \tag{3.48}\\
& { }_{\varrho} \mathcal{M}_{a, b ; \alpha}^{T_{L} ; i ; k ; \beta ; l}\left(\boldsymbol{y}_{0}\right)=\mathrm{u}_{K ; \alpha}^{i ; k ; \beta ; l} \int_{S_{\alpha}} C_{K J p q} n_{J}(\boldsymbol{y})\left[\frac{\partial}{\partial y_{p} \partial y_{q}}{ }_{\mathrm{q}} \overline{\mathcal{F}}_{a, b}^{L}\left(\boldsymbol{y}-\boldsymbol{y}_{0}\right)\right] d S_{y} \text {, }  \tag{3.49}\\
& \varrho \mathcal{M}_{t, a, b ; \alpha}^{T_{T} ; ; ; ; ; ; ; l}\left(\boldsymbol{y}_{0}\right)=u_{K ; \alpha}^{i ; k ; \beta ; l} \int_{S_{\alpha}} e_{t u p} C_{K J p q} n_{J}(\boldsymbol{y})\left[\frac{\partial}{\partial y_{q} \partial y_{u}} \varrho \overline{\mathcal{F}}_{a, b}^{T}\left(\boldsymbol{y}-\boldsymbol{y}_{0}\right)\right] d S_{y} . \tag{3.50}
\end{align*}
$$

The local expansions for $\mathrm{U}_{I ; \gamma \alpha}^{i ; k ; \beta ; l}$ and $\mathrm{T}_{I ; \gamma \alpha}^{i ; k ; \beta ; l}$ are obtained by substituting Eq. (3.4b) into Eqs. (3.41) and (3.42) as follows:

$$
\begin{align*}
& \mathrm{U}_{I ; \gamma \alpha}^{i ; k ; \beta ; l}=\sum_{a=0}^{\infty} \sum_{b=-a}^{a}\left[A_{a}\left\{\frac{\partial}{\partial x_{I}} \varrho \mathcal{F}_{a, b}^{L}\left(\boldsymbol{x}_{\gamma}-\boldsymbol{x}_{0}\right)\right\} \varrho \mathcal{L}_{a, b ; \alpha}^{U_{L} ; i ; k ; \beta ; l}\left(\boldsymbol{x}_{0}\right)\right. \\
& \left.+B_{a} e_{t I J}\left\{\frac{\partial}{\partial x_{J}} \varrho^{\varrho} \mathcal{F}_{a, b}^{T}\left(\boldsymbol{x}_{\gamma}-\boldsymbol{x}_{0}\right)\right\} \varrho \mathcal{L}_{t, a, b ; \alpha}^{U_{T} ; ; ; ; ; ; ; l}\left(\boldsymbol{x}_{0}\right)\right]_{s=\lambda_{\beta}^{l}},  \tag{3.51}\\
& \mathrm{~T}_{I ; \gamma \alpha}^{i ; k ; \beta ; l}=\sum_{a=0}^{\infty} \sum_{b=-a}^{a}\left[A_{a}\left\{\frac{\partial}{\partial x_{I}} \varrho \mathcal{F}_{a, b}^{L}\left(\boldsymbol{x}_{\gamma}-\boldsymbol{x}_{0}\right)\right\} \varrho \mathcal{L}_{a, b ; \alpha}^{\mathcal{T}_{L} ; i ; ; ; \beta ; l}\left(\boldsymbol{x}_{0}\right)\right. \\
& \left.+B_{a} e_{t I J}\left\{\frac{\partial}{\partial x_{J}}{ }_{\varrho} \mathcal{F}_{a, b}^{T}\left(\boldsymbol{x}_{\gamma}-\boldsymbol{x}_{0}\right)\right\} \varrho \mathcal{L}_{t, a, b ; \alpha}^{T_{T} ; ; ; ; ; ; ; l}\left(\boldsymbol{x}_{0}\right)\right]_{s=\lambda_{\beta}^{l}}, \tag{3.52}
\end{align*}
$$

where ${ }_{\varrho} \mathcal{L}_{a, b ; \alpha}^{\Pi_{L} ; i ; k ; \beta ; l}$ and $\varrho_{\varrho} \mathcal{L}_{t, a, b ; \alpha}^{\Pi_{T} ; ; ; ; ; \beta ; l}$ are the coefficients of local expansion with respect to P and S waves, respectively. The coefficients of local expansion can be written by replacing $\varrho^{\mathcal{F}_{a, b}^{\varphi}}\left(\boldsymbol{y}-\boldsymbol{y}_{0}\right)$ by ${ }_{\varrho} \overline{\mathcal{O}}_{a, b}^{\varphi}\left(\boldsymbol{y}-\boldsymbol{x}_{0}\right)$ in Eqs. (3.47)-(3.50) as follows:

$$
\begin{align*}
& { }_{\varrho} \mathcal{L}_{t, a, b ; \alpha}^{U_{T} ; i ; k ; \beta ; l}\left(\boldsymbol{x}_{0}\right)=\mathrm{t}_{K ; \alpha}^{i ; k ; \beta ; l} \int_{S_{\alpha}} e_{t J K}\left[\frac{\partial}{\partial y_{J}} \varrho^{\varrho} \overline{\mathcal{O}}_{a, b}^{T}\left(\boldsymbol{y}-\boldsymbol{x}_{0}\right)\right] d S_{y},  \tag{3.54}\\
& { }_{\varrho} \mathcal{L}_{a, b ; \alpha}^{T_{L} ; i ; k ; \beta ; l}\left(\boldsymbol{x}_{0}\right)=\mathrm{u}_{K ; \alpha}^{i ; k ; \beta ; l} \int_{S_{\alpha}} C_{K J p q} n_{J}(\boldsymbol{y})\left[\frac{\partial}{\partial y_{p} \partial y_{q}}{ }_{\varrho} \overline{\mathcal{O}}_{a, b}^{L}\left(\boldsymbol{y}-\boldsymbol{x}_{0}\right)\right] d S_{y},
\end{align*}
$$
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Figure 3.9.: Elastic wave scattering by a spherical cavity subjected to an incident plane wave.

$$
\begin{equation*}
\left.{ }_{\varrho} \mathcal{L}_{t, a, b ; \beta}^{T_{T} ; i, k ; \beta ; l}\left(\boldsymbol{x}_{0}\right)=u_{K ; \alpha}^{i ; k ; \beta ; l} \int_{S_{\alpha}} e_{t u p} C_{K J p q} n_{J}(\boldsymbol{y})\left[\frac{\partial}{\partial y_{q} \partial y_{u}} \varrho^{\mathcal{O}_{a, b}^{T}} \overline{\boldsymbol{y}}^{T}-\boldsymbol{x}_{0}\right)\right] d S_{y} . \tag{3.56}
\end{equation*}
$$

In Eqs. (3.47)-(3.50) and Eqs. (3.53)-(3.56), $\varrho \overline{\mathcal{O}}_{a, b}^{\varphi}$ and ${ }_{\varrho} \overline{\mathcal{F}}_{a, b}^{\varphi}$ are defined by

$$
\begin{equation*}
\varrho \overline{\mathcal{F}}_{a, b}^{\varphi}=\mathrm{e}^{-s_{\varphi} \varrho} \bar{F}_{a, b}^{\varphi}, \quad \varrho \overline{\mathcal{O}}_{a, b}^{\varphi}=\mathrm{e}^{s_{\varphi} \varrho} \bar{O}_{a, b}^{\varphi} . \tag{3.57}
\end{equation*}
$$

If ${ }_{\varrho} \mathcal{M}_{a, b ; \alpha}^{G ; i ; ; ; \beta ; l},{ }_{\varrho} \mathcal{L}_{a, b ; \alpha}^{G ; i ; ; ; ; ; l}$, and $s_{\varphi}$ in Eqs. (3.30)-(3.32) are replaced with ${ }_{\varrho} \mathcal{M}_{a, b ; \alpha}^{\Pi_{L} ; i ; ; ; \beta ; l},{ }_{\varrho} \mathcal{L}_{a, b ; \alpha}^{\Pi_{L} ; ; ; ; ; ; ; l}$, and $s_{L}$, respectively, the translation formulas for the P wave moments are derived. Similarly, re-
 respectively, the translation formulas for the S wave moments are also obtained.

## Numerical results

The scattering of an incident plane wave by a spherical cavity is numerically solved to show the accuracy and efficiency of the CQ-FMBEM for 3-D elastodynamics. The computational time and required memory are confirmed by comparing the results from CQ-BEMs with and without FMM. The boundary condition on $S$ is assumed to be $\boldsymbol{t}=\mathbf{0}$, and Poisson's ratio $\nu$ is given by $\nu=0.25$.

An incident plane P wave scattering by a spherical cavity with radius $a$ as depicted in Fig. 3.9, is numerically solved to verify the accuracy of the CQ-FMBEM for 3-D elastodynamics. Displacement fields at the point X in Fig. 3.9 are investigated for CQ-FMBEMs based on different schemes and various time increments. The following Ricker wave [71] with amplitude $u_{0}$ is used as an incident plane wave.

$$
\left\{\begin{array}{l}
\boldsymbol{u}^{\mathrm{in}}(\boldsymbol{x}, t)=\frac{\sqrt{\pi}}{2} u_{0} \boldsymbol{d}_{\varphi}(\alpha-0.5) \mathrm{e}^{-\alpha}  \tag{3.58a}\\
\alpha=\left[\pi f^{\mathrm{in}}\left(t-t_{s}-\frac{x_{1}+a}{c_{L}}\right)\right]^{2}
\end{array}\right.
$$

where $\boldsymbol{d}_{\varphi}$ is the displacement vector of the incident wave, and $\varphi=L, T V$, or $T H$ and indicates a P, SV, or SH wave, respectively. In this section, we present only the results of P wave incidence, and therefore, $\varphi=L$ and $\boldsymbol{d}_{L}=(1,0,0)$ are given. In addition, $f^{\text {in }}$ is the center frequency of


Figure 3.10.: Time variations of $u_{1}^{\mathrm{sc}} / u_{0}$ obtained by using BDF2 at point X in Fig. 3.9 when $M_{e}=$ 9280.


Figure 3.11.: Time variations of $u_{1}^{\text {sc }} / u_{0}$ obtained by using RK2 at point X in Fig. 3.9 when $M_{e}=$ 9280.
the incident wave, and $t_{s}$ is the peak time parameter. In this analysis, $t_{s}=1 / f^{\text {in }}$ and $f^{\text {in }}=$ $a c_{L} / \lambda_{L}^{\mathrm{in}}$ are considered, where $\lambda_{L}^{\mathrm{in}}$ is the P wavelength with respect to $f^{\mathrm{in}}$ and given by $\lambda_{L}^{\mathrm{in}} / a=$ $\sqrt{3}$. The boundary surface of the cavity is discretized into $M_{e}=9280$ flatly triangular boundary elements. The reference transient solutions are constructed by the inverse Fourier transform because this problem has also been analytically solved in the frequency-domain by Pao and Mow [67].

The time variations of $u_{1}^{\mathrm{sc}} / u_{0}$ at point X in Fig. 3.9 obtained by BDF2, RK2, and RK3 are shown for different time increments in Figs. 3.10, 3.11, and 3.12, respectively. As seen from Fig. 3.10, the BDF2 with the smallest time increment $c_{T} \Delta t / a=0.015$, can yield very good results at the
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Figure 3.12.: Time variations of $u_{1}^{\text {sc }} / u_{0}$ obtained by using RK3 at point X in Fig. 3.9 when $M_{e}=$ 9280.


Figure 3.13.: Time variations of $u_{1}^{\text {sc }} / u_{0}$ obtained by using RK3 at point X in Fig. 3.9 when $c_{T} \Delta t / a=0.06$.
time up to $c_{T} t / a=3$. However, $u_{1}^{\mathrm{sc}} / u_{0}$ is not accurate compared with the reference solutions after $c_{T} t / a=3$, and fluctuations can be seen clearly. In particular, larger time increments, e.g., $c_{T} \Delta t / a=0.06$ or 0.03 , give less accurate results. Consequently, a small time increment is required for accurate computation of $u_{1}^{\mathrm{sc}} / u_{0}$ for the time range between $c_{T} t / a=4$ to 7 .

As shown in Figs. 3.11 and 3.12, better accuracy can be obtained by the RK2 and RK3 for the cases of $c_{T} \Delta t / a=0.06$ and 0.03 than that by the BDF2. The fluctuations of $u_{1}^{\mathrm{sc}} / u_{0}$ increase with


Figure 3.14.: Computational time comparison between CQ-BEM and CQ-FMBEM using BDF2 and RK3 for 3-D elastic wave problem.


Figure 3.15.: Required memory comparison between CQ-BEM and CQ-FMBEM using BDF2 and RK3 for 3-D elastic wave problem.
increasing time increments. $u_{1}^{\text {sc }} / u_{0}$ calculated by the RK2 and RK3 using $c_{T} \Delta t / a=0.03$ and 0.06 seem to be sufficiently accurate with the exception of a slight oscillation at about $c_{T} t / a=5$.

The effect of spatial discretization of the BIE on the numerical solutions is next investigated. Fig. 3.13 shows $u_{1}^{\text {sc }} / u_{0}$ as a function of time at point X in Fig. 3.9 in the cases of $M_{e}=9280$ and 50230 . These results are calculated by the RK3 using $c_{T} \Delta t / a=0.06$. As expected, a large number of boundary elements, $M_{e}=50230$, give more accurate results than $M_{e}=9280$. The accuracy of the
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Table 3.1.: Computational time and required memory of CQ-FMBEM when $N=128$ and $M_{e}=$ 5048.

|  | BDF2 $(m=1)$ | RK2 | RK3 |
| :--- | :---: | :---: | :---: |
| Computational time (sec) | 45291 | 115860 | 161140 |
| Required memory (MB) | 91 | 174 | 272 |

numerical results can be improved either by using high order elements for the spatial discretization or by increasing the number of boundary elements.

The computational time and memory needed by the CQ-FMBEM with BDF2 and RK3 are shown in Figs. 3.14 and 3.15, respectively. The time increment $c_{T} \Delta t / a=0.08$ and the total time step $N=128$ are used here, and all computations are performed by a single processor. As shown in Fig. 3.14, the CQ-FMBEM with BDF2 is faster than the CQ-BEM with BDF2 when the number of elements $M_{e}$ is $M_{e}=5000$ or more. Moreover, the memory required by the CQ-FMBEM is much less than that by the CQ-BEM as shown in Fig. 3.15. The CQ-BEM with BDF2 could not be performed when the number of elements $M_{e}$ is $M_{e}=4000$ or more because of memory restriction. The similar behavior is seen for RK3. Consequently, the CQ-FMBEM is more efficient for large-scale problems than the CQ-BEM.

Next, the relation between the stage number of IRK method $m$ and the computational efficiency of the proposed method is considered. The sub-matrix of influence functions becomes $3 \mathrm{~m} \times 3 \mathrm{~m}$ size as shown in Eqs. (3.38) and (3.39). However, the argument $\lambda_{\beta}^{l}$ used in Eqs. (3.38) and (3.39), which corresponds to the Laplace parameter, has $m$ components per $l$. Only $m$ kinds of translation operators for each of M2M, M2L, and L2L are required in the FMM although the multiplications in the translation theorem and near-field contribution require $O\left(\mathrm{~m}^{2}\right)$ calculation. Therefore, for small $m$ and large $M_{e}$, it is expected that the combination of the FMM and IRK-based CQ-BEM can reduce the computational cost as the stage number of the IRK method increases. Table 3.1 presents the computational time and memory for BDF2, RK2, and RK3 when $N=128$ and $M_{e}=5048$. As shown in Table 3.1, the computational time seems to be not $O\left(m^{2}\right)$ but faster than it. However, the behavior of computational time with respect to $m$ is not stable because the M2L truncation depends on $\lambda_{\beta}^{l}$. On the other hand, the memory complexity for $m$ is $O(m)$, and this fact is obviously confirmed from Table 3.1.

### 3.1.7. CQ-FMBEM for 3-D coupled acoustic-elastic wave problems

In this section, the formulation and numerical results of the CQ-FMBEM for the 3-D coupled acoustic-elastic wave problems are presented. The CQ-FMBEM for this problem has been developed by Maruyama et al. [53].

Let $S$ be a closed interface between a fluid domain $D^{f}$ and solid domain $D^{s}$ as depicted in Fig. 3.16. The superscripts of normal vector $\boldsymbol{n}, f$ and $s$, indicate respective domains, and $s$ denotes the unit tangential vector to $S$. Disregarding the body force, the pressure $p$ in $D^{f}$ and displacement $\boldsymbol{u}$


Figure 3.16.: Analysis model 3-D for coupled acoustic-elastic wave problems
in $D^{s}$ satisfy the following governing equations:

$$
\begin{align*}
& c_{f}^{2} \nabla^{2} p(\boldsymbol{x}, t)=\ddot{p}(\boldsymbol{x}, t) \quad \boldsymbol{x} \in D^{f},  \tag{3.59}\\
& c_{T}^{2} \nabla^{2} \boldsymbol{u}(\boldsymbol{x}, t)+\left(c_{L}^{2}-c_{T}^{2}\right) \nabla \nabla \cdot \boldsymbol{u}(\boldsymbol{x}, t)=\ddot{\boldsymbol{u}}(\boldsymbol{x}, t) \quad \boldsymbol{x} \in D^{s} . \tag{3.60}
\end{align*}
$$

Taking into account the continuity of displacement and traction force on the interface $S$, the interface conditions are given as follows:

$$
\begin{align*}
& -\rho_{f} \boldsymbol{n}^{f}(\boldsymbol{x}) \cdot \ddot{\boldsymbol{u}}(\boldsymbol{x}, t)=q(\boldsymbol{x}, t) \quad \boldsymbol{x} \in S,  \tag{3.61}\\
& \boldsymbol{n}^{s}(\boldsymbol{x}) \cdot \boldsymbol{t}(\boldsymbol{x}, t)=-p(\boldsymbol{x}, t) \quad \boldsymbol{x} \in S,  \tag{3.62}\\
& \boldsymbol{s}(\boldsymbol{x}) \cdot \boldsymbol{t}(\boldsymbol{x}, t)=0 \quad \boldsymbol{x} \in S, \tag{3.63}
\end{align*}
$$

where $\rho_{f}$ is the density of fluid. Assuming that the incident wave exists in $D^{s}$ and that $D^{f}$ is closed inner domain as depicted in Fig. 3.16, the initial conditions for wave scattering problems are given as follows:

$$
\begin{align*}
& \boldsymbol{u}(\boldsymbol{x}, 0)=\boldsymbol{u}^{\text {in }}(\boldsymbol{x}, 0) \quad \boldsymbol{x} \in D^{s},  \tag{3.64}\\
& \boldsymbol{u}(\boldsymbol{x}, 0)=\dot{\boldsymbol{u}}(\boldsymbol{x}, 0)=\mathbf{0} \quad \boldsymbol{x} \in S,  \tag{3.65}\\
& p(\boldsymbol{x}, 0)=\dot{p}(\boldsymbol{x}, 0)=0 \quad \boldsymbol{x} \in D^{f}, S . \tag{3.66}
\end{align*}
$$

Using boundary conditions (3.61)-(3.63), the time-domain BIEs for pressure (2.27) and displacement (3.36) can be solved simultaneously.

Substituting Eqs. (3.61)-(3.63) into BIEs (2.27) and (3.36) and assuming that $p^{\text {in }}=0$ yield the following BIEs:

$$
\begin{array}{rl}
C(\boldsymbol{x}) \eta(\boldsymbol{x}, t)=\rho_{f} \int_{0}^{t} \int_{S} & G(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \boldsymbol{n}^{f}(\boldsymbol{y}) \cdot \ddot{\boldsymbol{u}}(\boldsymbol{y}, \tau) d S_{y} d \tau \\
& -\int_{0}^{t} \text { p.v. } \int_{S} H(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \eta(\boldsymbol{y}, \tau) d S_{y} d \tau \tag{3.67}
\end{array}
$$
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$$
\begin{align*}
\boldsymbol{C}(\boldsymbol{x}) \cdot \boldsymbol{u}(\boldsymbol{x}, t)=\boldsymbol{u}^{\mathrm{in}}(\boldsymbol{x}, t) & +\int_{0}^{t} \int_{S} \boldsymbol{U}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot \boldsymbol{n}^{s}(\boldsymbol{y}) \eta(\boldsymbol{y}, \tau) d S_{y} d \tau \\
& -\int_{0}^{t} \mathrm{p.v.} \int_{S} \boldsymbol{T}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot \boldsymbol{u}(\boldsymbol{y}, \tau) d S_{y} d \tau \tag{3.68}
\end{align*}
$$

where $\eta$ is defined by $\eta=\boldsymbol{n}^{s} \cdot \boldsymbol{t}$. The second derivative of displacement with respect to time $\ddot{\boldsymbol{u}}$ is contained in the right-hand side of Eq. (3.67). This second derivative has to be numerically treated by some techniques in order to simultaneously solve Eqs. (3.67) and (3.68). Using the CQM formulation, it is easy to treat time differential terms.

Taking into account the identity of convolution integral

$$
\frac{d}{d t}(k * g)(t)=(\dot{k} * g)(t)+k(0) g(t)
$$

and initial condition (3.65), the second term in the right-hand side of Eq. (3.67) can be modified as follows:

$$
\begin{align*}
& \rho_{f} \int_{0}^{t} \int_{S} G(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \boldsymbol{n}^{f}(\boldsymbol{y}) \cdot \ddot{\boldsymbol{u}}(\boldsymbol{y}, \tau) d S_{y} d \tau \\
&=\rho_{f} \int_{0}^{t} \int_{S} \ddot{G}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \boldsymbol{n}^{f}(\boldsymbol{y}) \cdot \boldsymbol{u}(\boldsymbol{y}, \tau) d S_{y} d \tau \tag{3.69}
\end{align*}
$$

As shown in Eq. (3.69), derivatives of quantity are no longer included. Next, the discretization of Eqs. (3.67) and (3.68) and the numerical treatment of differentiated fundamental solution $\ddot{G}$ in Eq.(3.69) using the CQM are presented.

## CQ-BEM formulation

In numerically solving the BIEs (3.67) and (3.68), the convolution integrals are evaluated by means of the IRK-based CQM, and the surface integrals over the interface $S$ are discretized by the piecewise constant approximation. The discretized BIEs at $n$-th and $i$-th sub-step in time are written as follows:

$$
\begin{align*}
& \frac{1}{2} \eta_{\gamma}^{i ; n}=\sum_{k=0}^{n} \sum_{\alpha=1}^{M} \sum_{j=1}^{m}\left[\rho_{f} \mathcal{D}_{\gamma \alpha}^{i j ; n-k} \boldsymbol{n}_{\alpha}^{f} \cdot \boldsymbol{u}_{\alpha}^{j ; k}-\mathcal{H}_{\gamma \alpha}^{i j ; n-k} \eta_{\alpha}^{j ; k}\right]  \tag{3.70}\\
& \frac{1}{2} \boldsymbol{u}_{\gamma}^{i ; n}=\boldsymbol{u}_{\gamma}^{\mathrm{in} ; i ; n}+\sum_{k=0}^{n} \sum_{\alpha=1}^{M} \sum_{j=1}^{m}\left[\mathcal{U}_{\gamma \alpha}^{i j ; n-k} \cdot \boldsymbol{n}_{\alpha}^{s} \eta_{\alpha}^{j ; k}-\mathcal{T}_{\gamma \alpha}^{i j ; n-k} \cdot \boldsymbol{u}_{\alpha}^{j ; k}\right] \tag{3.71}
\end{align*}
$$

where $\mathcal{D}_{\gamma \alpha}^{i j ; \kappa}$ is the influence function with respect to the differentiated fundamental solution $\ddot{G}$ and given as follows:

$$
\begin{equation*}
\mathcal{D}_{\gamma \alpha}^{i j ; \kappa}=\tilde{\mathcal{F}}_{l \kappa}^{-1}\left[\sum_{\beta=1}^{m}\left(\lambda_{\beta}^{l}\right)^{2}\left(\boldsymbol{E}_{\beta}\left(\zeta_{l}\right)\right)_{i j} \int_{S_{\alpha}} \hat{G}\left(\boldsymbol{x}_{\gamma}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) d S_{y}\right] . \tag{3.72}
\end{equation*}
$$

$\left(\lambda_{\beta}^{l}\right)^{2}$ in Eq. (3.72) is difference between $\mathcal{D}_{\gamma \alpha}^{i j ; \kappa}$ and $\mathcal{G}_{\gamma \alpha}^{i j ; \kappa}$ in Eq. (2.29). This term is caused by the differentiation with respect to time because Laplace-domain kernel functions are used here. The Laplace transform of time differentiated function is given as follows:

$$
\mathcal{L}[\dot{k}(t)]=s \hat{k}(s) .
$$

From the above, BIEs (3.67) and (3.68) can be solved simultaneously with the easy treatment of the second derivative of displacement.

We confirm the numerical errors of calculating the second differentiation of fundamental solution in the CQM through numerical experiment. Therefore, the following convolution integral is computed in two ways, and their results are compared.

$$
\left\{\begin{array}{l}
u(t)=\int_{0}^{t} G(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \ddot{\psi}(\tau) d \tau \quad 0<t  \tag{3.73a}\\
\psi(t)=t^{3} \mathrm{e}^{t} H(t)
\end{array}\right.
$$

where $G$ is specifically described as follows:

$$
\begin{equation*}
G(\boldsymbol{x}, \boldsymbol{y}, t)=\frac{1}{4 \pi r} \delta\left(t-\frac{r}{c_{f}}\right), \tag{3.74}
\end{equation*}
$$

where $\delta(\cdot)$ is the Dirac delta distribution. The exact solution of $u$ in Eq. (3.73) can be obtained as follows:

$$
\begin{equation*}
u(t)=\frac{1}{4 \pi r} \ddot{\psi}\left(t-\frac{r}{c_{f}}\right) . \tag{3.75}
\end{equation*}
$$

We investigate the relative errors caused by numerical computation of Eq. (3.73) in the following two ways.
case 1 The CQM is applied to Eq. (3.73a) after differentiation of $\psi$. In other words, the following equation is evaluated by means of the CQM.

$$
\begin{equation*}
\bar{u}(t)=\int_{0}^{t} G(\boldsymbol{x}, \boldsymbol{y}, t-\tau)\left(\tau^{3}+6 \tau^{2}+6 \tau\right) \mathrm{e}^{\tau} d \tau . \tag{3.76}
\end{equation*}
$$

case 2 As well as the proposed method, the convolution integral including the second differentiation of fundamental solution is computed by the CQM. Namely, the following equation is computed by the CQM.

$$
\begin{equation*}
\bar{u}(t)=\int_{0}^{t} \ddot{G}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \tau^{3} \mathrm{e}^{\tau} d \tau . \tag{3.77}
\end{equation*}
$$
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Figure 3.17.: Relative errors for calculating convolution integral (3.73) vs. time increments using IRK-based CQM with RK2 and RK3.


Figure 3.18.: Elastic wave scattering by a spherical obstacle subjected to an incident plane wave.

The total analysis time is $c_{f} t / r=2$, and we investigate computational errors varying the time increment $c_{f} \Delta t / r$. In addition, the RK2 and RK3 are used for the CQM. The relative errors $\mid(u-$ $\bar{u}) / u \mid$ caused by both cases are plotted in Fig. 3.17. As we can see from Fig. 3.17, behavior of errors is unstable when $c_{f} \Delta t / r$ is comparatively large. However, the slopes of relative errors caused by case 1 and case 2 are identical, and their behavior is stable when $c_{f} \Delta t / r$ is sufficiently small. An increase of computational error from case 1 to case 2 is considered as caused by the rapid fluctuation of differentiated fundamental solution. However, we can use the numerical approach of case 2 if $c_{f} \Delta t / r$ is sufficiently small.

## Numerical results

The numerical examples deal with the scattering problems of an incident plane wave by a spherical cavity, elastic inclusion, and fluid-filled inclusion as depicted in Fig. 3.18. In this section, the far-field approximations of scattered wave $\boldsymbol{u}^{\mathrm{sc} ; f a r}$ are evaluated, and their details can be found in

Table 3.2.: Material constants for base material and inclusions.

|  | P wave velocity | S wave velocity | Density |
| :--- | :---: | :---: | :---: |
| Base material | $c_{L}$ | $c_{T}$ | $\rho$ |
| Elastic inclusion | $c_{L} / \sqrt{3}$ | $c_{T} / \sqrt{3}$ | $\rho / 2$ |
| Fluid-filled inclusion | $c_{L} / \sqrt{3}$ | - | $\rho / 2$ |



Figure 3.19.: Time variations of far-field backscattered amplitude $\Omega_{L} /\left(a u_{0}\right)$ for various obstacles subjected to an incident plane P wave.


Figure 3.20.: Time variations of far-field forward-scattered amplitude $\Omega_{L} /\left(a u_{0}\right)$ for various obstacles subjected to an incident plane P wave.

Appendix B. The Ricker wave described in Eq. (3.58) is used as an incident plane wave. We present numerical results of P and SV wave incidence, and $\boldsymbol{d}_{\varphi}$ is given by $\boldsymbol{d}_{L}=(1,0,0)$ and $\boldsymbol{d}_{T V}=(0,1,0)$. Time parameters are set as $\lambda_{L}^{\text {in }} / a=\sqrt{3}, t_{s}=1 / f^{\text {in }}, c_{T} \Delta t / a=0.12$, and

## 3. Acceleration of CQ-BEM



Figure 3.21.: Time variations of far-field backscattered amplitude $\Omega_{T V} /\left(a u_{0}\right)$ for various obstacles subjected to an incident plane SV wave.


Figure 3.22.: Time variations of far-field forward-scattered amplitude $\Omega_{T V} /\left(a u_{0}\right)$ for various obstacles subjected to an incident plane SV wave.
$N=128$. In addition, the RK3 is used for the CQM. Material constants for base material, elastic inclusion, and fluid-filled inclusion are shown in Table 3.2, and Poisson's ratio of base material $\nu$ is given by $\nu=0.25$. As shown in Table 3.2, the acoustic impedance of elastic inclusion for P wave is identical with the one of fluid-filled inclusion. For all numerical simulations in this section, the surface of obstacle is divided into $M_{e}=9280$ flatly triangular boundary elements.

Figs. 3.19 and 3.20 show the time histories of $\Omega_{L} /\left(a u_{0}\right)$ corresponding to backscattered and forward-scattered waves, respectively, when an incident plane P wave is scattered by a various spherical obstacle. $\Omega_{\varphi}$ is the far-field scattered amplitude and found in Appendix B. As shown in Fig. 3.19, the amplitudes of the first wave at about $\left(c_{L} t-x\right) / a=0.7$ generated by elastic and fluid-filled inclusions are almost same because their acoustic impedances for P wave are identical.

Table 3.3.: Computational time (sec).

|  | Cavity | Elastic inclusion | Fluid-filled inclusion |
| :--- | :---: | :---: | :---: |
| P wave scattering | 41959 | 220103 | 114366 |
| S wave scattering | 41999 | 223366 | 114952 |

In addition, the phase of waveform at about $\left(c_{L} t-x\right) / a=0.7$ is the inverse of incident wave, and then, large amplitude waves arrive in the case of elastic inclusion. These phenomena have also been observed in the previous 2-D simulation [64]. On the other hand, there is only slight difference among far-field forward-scattered waves by various obstacles as shown in Fig. 3.20.

Figs. 3.21 and 3.22 show the time histories of $\Omega_{T V} /\left(a u_{0}\right)$ corresponding to backscattered and forward-scattered waves, respectively, when an incident plane SV wave is scattered by various spherical obstacles. In this simulation, $\hat{\boldsymbol{v}}$ in Appendix B is given by $\hat{\boldsymbol{v}}=(0,1,0)$. As shown in Fig. 3.21, the amplitudes of the first wave in the cases of cavity and fluid-filled inclusion are almost same, and the one in the case of elastic inclusion is comparatively small. This is because $S$ waves are completely reflected on the cavity and fluid-solid interfaces. In addition, the secondary waves at about $\left(c_{T} t-x\right) / a=6.0$ are greatly dissimilar among different obstacles. There is only slight difference among far-field forward-scattered waves as shown in Fig. 3.22 similarly to the case of P wave scattering.

The computational time required for solving the boundary value problems is shown in Table 3.3. The numerical simulations were conducted using the OpenMP parallelization with 24 threads. As shown in Table 3.3, the most expensive case costs about 3 days.

### 3.2. Acceleration for number of time steps

The acceleration of CQ-BEM for the number of elements using the FMM had been discussed until the previous section. However, there remains the issue of computational cost with respect to the number of time steps $N$, and the computational complexity of CQ-FMBEM with respect to $N$ is still $O\left(N^{2}\right)$. This computational complexity prevents the application of CQ-FMBEM to a long time analysis. Therefore, the time-marching process of CQ-FMBEM is improved using the rapid convolution algorithm [31] without error increasing in this section. A new M2L truncation condition can be introduced through the rapid convolution algorithm. Consequently, the total computational complexity of a new CQ-FMBEM becomes about $O\left(N M_{e} \log N \log M_{e}\right)$, and that is demonstrated by showing some numerical results.

### 3.2.1. New time-marching process of CQ-FMBEM

In this section, the calculation process of matrix-vector products with respect to time for Eq.(3.3) is improved by using the rapid convolution algorithm. The right-hand side of Eq. (3.3) consists of the Toeplitz matrix depicted in Fig. 3.23 (a) and the boundary value vector. Moreover, we can use
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(a)

(b)

Figure 3.23.: (a) Coefficient matrix structure for time and (b) calculation order of sub-matrix in the rapid convolution algorithm [31].

```
Algorithm 1 Select \(h\) at \(n\)-th step.
    \(i \Leftarrow n\)
    for \(j=0, \ldots\) do
        \(k \Leftarrow 2^{j}\)
        if \(k=i\) then
            \(h \Leftarrow k\)
            exit
        else if \(k>i\) then
            \(i \Leftarrow i-2^{j-1}\)
            goto 2
        end if
    end for
```

only past boundary values, i.e. $\mathbf{q}^{0}, \ldots, \mathbf{q}^{n-1}$ at $n$-th step. This type of matrix-vector products can be evaluated by the rapid algorithm using FFT with $O\left(N \log ^{2} N\right)$ computational complexity [31]. In this algorithm, the product of $2^{n} \times 2^{n}$ sub-matrix and $2^{n}$ dimensional sub-vector is calculated at every time step because of using the FFT.

According to [31], the multiplication of sub-matrix and sub-vector is conducted in the order shown in Fig. 3.23 (b). Specifically, we calculate the following matrix-vector product at $n$-th step.

$$
\left\{\begin{array}{c}
\mathbf{S}^{n}  \tag{3.78}\\
\mathbf{S}^{n+1} \\
\vdots \\
\mathbf{S}^{n+h-1}
\end{array}\right\}=\left[\begin{array}{cccc}
\mathbf{G}^{h} & \mathbf{G}^{h-1} & \cdots & \mathbf{G}^{1} \\
\mathbf{G}^{h+1} & \mathbf{G}^{h} & \cdots & \mathbf{G}^{2} \\
\vdots & \vdots & & \vdots \\
\mathbf{G}^{2 h-1} & \mathbf{G}^{2 h-2} & \cdots & \mathbf{G}^{h}
\end{array}\right]\left\{\begin{array}{c}
\mathbf{q}^{n-h} \\
\mathbf{q}^{n-h+1} \\
\vdots \\
\mathbf{q}^{n-1}
\end{array}\right\}
$$

Then, the resulting vector $\mathbf{S}^{\kappa}$ is used to update $\mathbf{R}^{\kappa}$ as follows:

$$
\mathbf{R}^{\kappa}+\mathbf{S}^{\kappa} \Rightarrow \mathbf{R}^{\kappa} \quad \text { for } \kappa=n, \ldots, n+h-1
$$

An appropriate $h$ has to be chosen for efficient computation using the FFT, and $h$ at $n$-th step can be determined by Algorithm 1. As shown in Algorithm 1, $h$ is always an exponent of two.

Now, we explain the computational procedure of Eq. (3.78) using the rapid convolution algorithm. The Fourier-domain influence function $\tilde{\mathcal{G}}_{\gamma \alpha}^{i j j l}$ is defined by

$$
\begin{equation*}
\tilde{\mathcal{G}}_{\gamma \alpha}^{i j ; l}=\tilde{\mathcal{F}}_{\kappa l}\left[\mathcal{G}_{\gamma \alpha}^{i j ; \kappa}\right]=\sum_{\beta=1}^{m}\left(\boldsymbol{E}_{\beta}\left(\zeta_{l}\right)\right)_{i j} \int_{S_{\alpha}} \hat{G}\left(\boldsymbol{x}_{\gamma}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) d S_{y}, \tag{3.79}
\end{equation*}
$$

and the corresponding component of matrix in Eq. (3.78) is described as $\tilde{\mathbf{G}}^{l}$. The computational procedure of the rapid convolution algorithm at $n$-th step is summarized as follows:

1. The vector consisting of $2 h$ components $\left\{\mathbf{q}^{n-h}, \ldots, \mathbf{q}^{n-1}, 0, \ldots, 0\right\}^{\mathrm{T}}$ is transformed by discrete Fourier transform (2.10) as follows:

$$
\begin{equation*}
\left\{\tilde{\mathbf{q}}^{0}, \ldots, \tilde{\mathbf{q}}^{2 h-1}\right\}^{\mathrm{T}}=\tilde{\mathcal{F}}\left[\left\{\mathbf{q}^{n-h}, \ldots, \mathbf{q}^{n-1}, 0, \ldots, 0\right\}^{\mathrm{T}}\right] \tag{3.80}
\end{equation*}
$$

2. The components of Fourier-domain matrix $\tilde{\mathbf{G}}^{l}$ and the vector in the left-hand side of Eq. (3.80) are multiplied, and the resulting vector is transformed by inverse discrete Fourier transform (2.11) as follows:

$$
\begin{equation*}
\left\{\mathbf{P}^{0}, \ldots, \mathbf{P}^{2 h-1}\right\}^{\mathrm{T}}=\tilde{\mathcal{F}}^{-1}\left[\left\{\tilde{\mathbf{G}}^{0} \tilde{\mathbf{q}}^{0}, \ldots, \tilde{\mathbf{G}}^{2 h-1} \tilde{\mathbf{q}}^{2 h-1}\right\}^{\mathrm{T}}\right] . \tag{3.81}
\end{equation*}
$$

In the right-hand side of Eq. (3.81), $\tilde{\mathbf{G}}^{l} \tilde{\mathbf{q}}^{l}$ for each $l$ includes the matrix-vector products with respect to space. Therefore, the spatial matrix-vector products are rapidly evaluated by the FMM. In addition, the following identity is also used for the efficient calculation of the right-hand side of Eq. (3.81).

$$
\begin{equation*}
\tilde{\mathbf{G}}^{2 h-l} \tilde{\mathbf{q}}^{2 h-l}=\overline{\tilde{\mathbf{G}}^{l} \tilde{\mathbf{q}}^{l}} \quad(l=1, \ldots, h-1) . \tag{3.82}
\end{equation*}
$$

As a result of Eq. (3.82), $h+1$ spatial matrix-vector products are required in the right-hand side of Eq. (3.81).
3. Considering the relation between $\mathbf{S}^{\kappa}$ in the left-hand side of Eq. (3.78) and $\mathbf{P}^{\kappa}$ in the left-hand side of Eq. (3.81),

$$
\begin{equation*}
\left\{\mathbf{S}^{n}, \ldots, \mathbf{S}^{n+h-1}\right\}^{\mathrm{T}}=\left\{\mathbf{P}^{h}, \ldots, \mathbf{P}^{2 h-1}\right\}^{\mathrm{T}}, \tag{3.83}
\end{equation*}
$$

$\mathbf{S}^{\kappa}$ can be determined, and $\mathbf{R}^{\kappa}$ can be updated.
In order to use the FFT for the forward and inverse discrete Fourier transforms in the above, $L$ is given by $L=2 h$. In the total calculation process of retarded potential term, the computational complexities of FFT and FMM are about $O\left(N M_{e} \log ^{2} N\right)$ and $O\left(N M_{e} \log N \log M_{e}\right)$, respectively. The computational time of FFT is usually much smaller than that of FMM, and therefore, the total computational complexity is considered as about $O\left(N M_{e} \log N \log M_{e}\right)$. In addition, the memory requirement of the proposed CQ-FMBEM is in $O\left(N M_{e}\right)$ order.

## 3. Acceleration of CQ-BEM

### 3.2.2. Truncation condition for M2L using arrival time of influence waves

A new condition is introduced to the truncation of M2L in this section. The attenuative feature of Laplace-domain fundamental solution has been used for the conventional M2L truncation in Section 3.1.3. Moreover, arrival time of influence waves is considered for the additional truncation condition.

As shown in Eq. (3.78), the influence functions from first to $(2 h-1)$-th step are used for the evaluation of influence waves at $n$-th step. Therefore, the M2L calculation between two cells which satisfy the following condition can be neglected.

$$
\begin{equation*}
c_{\varphi} \Delta t\left(2 h-1+c_{m}\right)<d_{\mathrm{M} 2 \mathrm{~L}}-2 \varrho \tag{3.84}
\end{equation*}
$$

where $d_{\mathrm{M} 2 \mathrm{~L}}-2 \varrho$ is used instead of the minimum distance between two cells $r_{\text {min }}$, similarly to Section 3.1.3. The notations, $d_{\mathrm{M} 2 \mathrm{~L}}$, $\varrho$, and $r_{\mathrm{min}}$, are found in Fig. 3.3. This new truncation is effective in sub-matrices near the diagonal of Toeplitz matrix with respect to time because it is expected that many components before arrival of influence waves are included in them.

### 3.2.3. Numerical results

To verify accuracy and to demonstrate the computational efficiency of the new CQ-FMBEM, some numerical results are presented here. The same analysis model as Section 2.3 depicted in Fig. 2.3 is used for this numerical simulation. All numerical simulations in this section are conducted using the RK3.

First, we compare numerical solutions obtained by the conventional CQ-FMBEM presented in Section 3.1 with the ones obtained by the new CQ-FMBEM proposed in this section. Fig. 3.24 shows the time histories of $p / p_{0}$ at point X in Fig. 2.3 when $c_{f} \Delta t / a=0.069$. As we can see from Fig. 3.24, the waveforms of $p / p_{0}$ obtained by the conventional and new CQ-FMBEMs are very similar. On the other hand, absolute errors between $p / p_{0}$ obtained by the conventional and new CQ-FMBEMs are plotted in Fig. 3.25. These errors are caused by the rapid convolution algorithm and new M2L truncation. Comparing between Figs. 3.5 and 3.25, the magnitude of errors in Fig. 3.25 is very small compared with that caused by the FMM.

Second, the computational efficiency of the new CQ-FMBEM is presented when computations are conducted by a single processor. The computational time varying the number of elements $M_{e}$ for both conventional and new CQ-FMBEMs is shown in Fig. 3.26. As shown in Fig. 3.26, the new CQ-FMBEM is much faster than the conventional one. The slopes of regression lines for the conventional and new CQ-FMBEMs are larger than $O\left(M_{e}\right)$ and a little smaller than $O\left(M_{e} \log M_{e}\right)$. On the other hand, the computational time varying the number of time steps $N$ for both conventional and new CQ-FMBEMs are shown in Fig. 3.27. As shown in Fig. 3.27, the slopes of regression lines for the conventional and new CQ-FMBEMs are greatly different. The slope of regression line for the new CQ-FMBEM is very similar to $O(N \log N)$ although the one for the conventional CQ-FMBEM is about $O\left(N^{2}\right)$. From the above, the total computational complexity of the new


Figure 3.24.: Time variations of $p / p_{0}$ obtained by conventional and new CQ-FMBEMs using RK3 at point X in Fig. 2.3 when $c_{f} \Delta t / a=0.069$.


Figure 3.25.: Absolute errors between $p / p_{0}$ obtained by conventional and new CQ-FMBEMs, which are plotted in Fig. 3.24.

CQ-FMBEM is considered as $O\left(N M_{e} \log N \log M_{e}\right)$, which is much faster than the conventional $O\left(N^{2} M_{e} \log M_{e}\right)$.

Finally, the situation of M2L truncation is presented in Fig. 3.28 when $N=128$ and $M=3176$. The ratio of the truncated number to the total number of M2L moments is plotted in Fig. 3.28. The case of using only conventional condition (3.33) is presented in Fig. 3.28 (a). As shown in Fig. 3.28 (a), the ratio of M2L truncation is about 0.2 on every sub-matrix. On the other hand, the case of using both conventional and new conditions is presented in Fig. 3.28 (b). The ratio of M2L truncation becomes large as the sub-matrix approaches the diagonal. This is because the new M2L truncation condition (3.84) is effective in the sub-matrices of small size.

## 3. Acceleration of CQ-BEM



Figure 3.26.: Computational time comparison between conventional and new CQ-FMBEMs using RK3 for 3-D acoustic wave problem varying the number of elements $M_{e}$.


Figure 3.27.: Computational time comparison between conventional and new CQ-FMBEMs using RK3 for 3-D acoustic wave problem varying the number of time steps $N$.

### 3.3. Concluding remarks

- In Chapter 3, we have successfully applied the FMM to the IRK-based CQ-BEM for 3-D acoustic and elastic wave problems and their coupled one. Moreover, the application of the rapid convolution algorithm to the time-marching process in CQ-FMBEM has been shown, and it has significantly improved the computational efficiency of the CQ-FMBEM with re-


Figure 3.28.: Ratio of M2L truncation for each sub-matrix in triangular Toeplitz system using (a) only conventional truncation condition (3.33) and (b) both conventional and new ones when $N=128$ and $M_{e}=3176$.
spect to the number of time steps.

- In the CQ-FMBEM, many M2L moments can be truncated using condition (3.33) because the FMM calculation is carried out in Laplace-domain. Using the rapid convolution algorithm [31] enables the additional truncation condition (3.84) for M2L calculation. The additional condition is effective in the small sub-matrices near the diagonal of the coefficient matrix with respect to time.
- The other fast CQ-BEM proposed by Banjai and Kachanovska [8], which is based on the $\mathcal{H}$-matrix, requires $O\left(N M_{e} \log M_{e}\right)$ memory. Their method [8] can be more widely applied to various problems than our proposed CQ-FMBEM because the applicability of our method depends on the multipole expansion of fundamental solutions. However, our proposed CQFMBEM requires only $O\left(N M_{e}\right)$ memory and less than their method.
- In Chapters 2 and 3, only the combination of collocation method and piecewise constant approximation has been used for the spatial discretization. There remains some problems in accuracy with respect to spatial discretization as shown in Section 3.1.6. However, it is not very difficult to use the higher order element or to apply the Galerkin discretization to the proposed CQ-FMBEM. It is emphasized that the computational and memory complexities are not changed if these improvements of spatial discretization are considered.


## Chapter 4

## 3-D Simulation of Higher-harmonic Waves Due to an Interface Crack of Bi-material

The boundary element formulation and numerical implementation for wave scattering by an interface crack with contact boundary conditions between two semi-infinite elastic solids are presented in this chapter. For this problem, the numerical method has been developed and some higher-harmonic simulations have been implemented by Maruyama et al. [54]. First, the BIE is formulated for wave scattering by an interface crack. Second, the contact boundary conditions on the interface crack are described, and the procedure of numerical implementation is explained using the flow chart. Finally, we show some numerical results and discuss the characteristic of the higher-harmonic generation.

### 4.1. Problem statement and BIE

A 3-D boundary element analysis model for nonlinear ultrasonic simulation is considered for twolayered semi-infinite media including debonding areas as shown in Fig. 4.1. This model consists of two semi-infinite domains $D^{I}$ and $D^{I I}$, which are homogeneous, isotropic, and linearly elastic solids, and the interfaces between them, $S_{h}$ and $S_{d}$, denote bonding and debonding areas, respectively. In addition, $\boldsymbol{n}^{\varsigma}$ is defined as an unit outer normal vector to $D^{\varsigma}(\varsigma=I$ or $I I)$, where the superscript denotes the respective domain. Disregarding the body force, displacement $\boldsymbol{u}$ satisfies the following governing equation in each domain.

$$
\begin{equation*}
\left(c_{T}^{\varsigma}\right)^{2} \nabla^{2} \boldsymbol{u}^{\varsigma}(\boldsymbol{x}, t)+\left[\left(c_{L}^{\varsigma}\right)^{2}-\left(c_{T}^{\varsigma}\right)^{2}\right] \nabla \nabla \cdot \boldsymbol{u}^{\varsigma}(\boldsymbol{x}, t)=\ddot{\boldsymbol{u}}^{\varsigma}(\boldsymbol{x}, t) \quad \boldsymbol{x} \in D^{\varsigma} \tag{4.1}
\end{equation*}
$$

In this study, a plane wave is used as the incident wave in order to investigate fundamental motions of an interface crack with contact boundary conditions. For the layered media subjected to an incident plane wave, the free field formulation [37] is usually used in the BEM in order to enhance the computational efficiency and accuracy. We assume that the interface $S_{h}$ is flat and that the
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Figure 4.1.: Analysis model for wave scattering by a debonding area on bi-material interface in 3-D.
boundary conditions on $S_{h}$ are given by the following continuity of displacement and traction:

$$
\begin{equation*}
\boldsymbol{u}^{I}=\boldsymbol{u}^{I I}, \quad \boldsymbol{t}^{I}=-\boldsymbol{t}^{I I} . \tag{4.2}
\end{equation*}
$$

We also assume that $\boldsymbol{u}^{\text {in }}$ exists in $D^{I}$. Then, the free field $\boldsymbol{u}^{\text {free }}$, which consists of incident wave $\boldsymbol{u}^{\text {in }}$, reflected wave $\boldsymbol{u}^{\text {ref }}$, and transmitted wave $\boldsymbol{u}^{\text {trans }}$, can be calculated analytically as presented in Appendix C, and the following relations hold.

$$
\begin{equation*}
\boldsymbol{u}^{\mathrm{free} ; I}=\boldsymbol{u}^{\mathrm{in} ; I}+\boldsymbol{u}^{\mathrm{ref} ; I}, \quad \boldsymbol{u}^{\text {free } ; I I}=\boldsymbol{u}^{\mathrm{trans} ; I I} . \tag{4.3}
\end{equation*}
$$

Moreover, the superposition principle holds in $D^{I}$ and $D^{I}$ because they are linearly elastic solids. Therefore, defining the scattered wave $\boldsymbol{u}^{\text {sc }}$ as the disturbance of $\boldsymbol{u}^{\text {free }}$ by the debonding area $S_{d}$, the total displacement field $\boldsymbol{u}$ is described as follows:

$$
\begin{equation*}
\boldsymbol{u}=\boldsymbol{u}^{\text {free }}+\boldsymbol{u}^{\text {sc }} . \tag{4.4}
\end{equation*}
$$

Considering the initial condition

$$
\begin{equation*}
\boldsymbol{u}^{\mathrm{sc} ; \varsigma}(\boldsymbol{x}, 0)=\dot{\boldsymbol{u}}^{\mathrm{sc} ; \varsigma}(\boldsymbol{x}, 0)=\mathbf{0} \quad \boldsymbol{x} \in D^{\varsigma} \tag{4.5}
\end{equation*}
$$

and that $\boldsymbol{u}^{\text {sc }}$ satisfies the Sommerfeld radiation condition, the BIE can be formulated for $\boldsymbol{u}^{\text {sc }}$ as follows:

$$
\begin{align*}
\frac{1}{2} \boldsymbol{u}^{\mathrm{sc} ; \varsigma}(\boldsymbol{x}, t)= & \int_{0}^{t} \int_{S_{h}+S_{d}} \boldsymbol{U}^{\varsigma}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot \boldsymbol{t}^{\mathrm{sc} ; \varsigma}(\boldsymbol{y}, \tau) d S_{y} d \tau \\
& -\int_{0}^{t} \text { p.v. } \int_{S_{h}+S_{d}} \boldsymbol{T}^{\varsigma}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot \boldsymbol{u}^{\mathrm{sc} ; \varsigma}(\boldsymbol{y}, \tau) d S_{y} d \tau \quad \boldsymbol{x} \in S_{h}, S_{d} . \tag{4.6}
\end{align*}
$$

Substituting Eq. (4.4) into Eq. (4.6), the BIE can be rewritten for the total wave field $\boldsymbol{u}$ as follows:

$$
\begin{align*}
& \int_{0}^{t} \int_{S_{h}+S_{d}} \boldsymbol{U}^{\varsigma}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot \boldsymbol{t}^{\varsigma}(\boldsymbol{y}, \tau) d S_{y} d \tau-\int_{0}^{t} \text { p.v. } \int_{S_{h}+S_{d}} \boldsymbol{T}^{\varsigma}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot \boldsymbol{u}^{\varsigma}(\boldsymbol{y}, \tau) d S_{y} d \tau \\
&-\frac{1}{2} \boldsymbol{u}^{\varsigma}(\boldsymbol{x}, t)=\boldsymbol{g}^{\text {free; } ;}(\boldsymbol{x}, t) \quad \boldsymbol{x} \in S_{h}, S_{d}, \tag{4.7}
\end{align*}
$$

where $\boldsymbol{g}^{\text {free }}$ is equivalent to the left-hand side of Eq. (4.7) in which $\boldsymbol{u}$ and $\boldsymbol{t}$ are replaced with $\boldsymbol{u}^{\text {free }}$ and $\boldsymbol{t}^{\text {free }}$, respectively. Therefore, $\boldsymbol{g}^{\text {free }}$ is the known quantity in the boundary element analysis.

### 4.2. Discretization of BIE and contact boundary conditions

The asymptotic behavior of stress field in the vicinity of interface crack front between dissimilar materials shows an oscillating singularity [96, 69]. This fact is also known for the anisotropic bimaterial [90]. However, it is cumbersome to use the special element which can describe the proper behavior of displacement and stress in the vicinity of crack front. The usual element (specifically, piecewise linear element) has been used for the vicinity of crack front by Wünsche et al. [97], and They obtained accurate solutions. Moreover, in this study, we evaluate displacement at far-field as the received wave. Therefore, it is expected that sufficiently accurate solutions are obtained if the usual elements are used for the interpolation of quantities in the vicinity of the interface crack front.

In numerically solving BIE (4.7), the convolution integrals are evaluated by means of the IRK based CQM, and the surface integrals over $S_{h}$ and $S_{d}$ are discretized by the piecewise constant boundary elements. If the interface including the debonding area is divided into $M_{e}$ boundary elements, the discretized BIE at $n$-th step and $i$-th sub-step in time are written as follows:

$$
\begin{align*}
& \sum_{\alpha=1}^{M_{e}} \sum_{j=1}^{m}\left[\mathcal{U}_{\gamma \alpha}^{\varsigma ; i j ; 0} \cdot \boldsymbol{t}_{\alpha}^{\varsigma ; j ; n}-\left\{\mathcal{T}_{\gamma \alpha}^{\varsigma ; i j ; 0}+\frac{1}{2} I \delta_{\gamma \alpha} \delta_{i j}\right\} \cdot \boldsymbol{u}_{\alpha}^{\mathrm{s} ; ; n}\right]=\boldsymbol{g}_{\gamma}^{\mathrm{free} ; ; ; ; ; n} \\
& -\sum_{k=0}^{n-1} \sum_{\alpha=1}^{M_{e}} \sum_{j=1}^{m}\left[\mathcal{U}_{\gamma \alpha}^{\varsigma ; i j ; n-k} \cdot\left\{\boldsymbol{t}_{\alpha}^{\varsigma ; j ; k}-\boldsymbol{t}_{\alpha}^{\mathrm{free} ; ; ; j ; k}\right\}-\mathcal{T}_{\gamma \alpha}^{\varsigma ; i j ; n-k} \cdot\left\{\boldsymbol{u}_{\alpha}^{\varsigma ; j ; k}-\boldsymbol{u}_{\alpha}^{\mathrm{freee} ; ; ; j ; k}\right\}\right], \tag{4.8}
\end{align*}
$$

where $\boldsymbol{g}_{\gamma}^{\mathrm{free} ; ; ; ; ; n}$ is equivalent to the left-hand side of Eq. (4.8) in which $\boldsymbol{u}_{\alpha}^{\varsigma ; j ; n}$ and $\boldsymbol{t}_{\alpha}^{\varsigma ; ; n}$ are replaced with $\boldsymbol{u}_{\alpha}^{\mathrm{free} ; ; ; j ; n}$ and $\boldsymbol{t}_{\alpha}^{\mathrm{free} ; ; ; ; ; n}$, respectively. For $n$-th time step, all of the quantities on the right-hand side of Eq. (4.8) are known. Therefore, considering the boundary conditions on $S_{h}$ and $S_{d}$, the unknown values $\boldsymbol{u}_{\alpha}^{\varsigma ; j ; n}$ and $\boldsymbol{t}_{\alpha}^{\varsigma ; j ; n}$ can be obtained by solving Eq. (4.8). In additions, the underlined portion in Eq. (4.8) is rapidly evaluated by the FMM as presented in Section 3.1.6.

### 4.2.1. Nonlinear interface conditions

In order to simultaneously solve BIEs (4.8) with $\varsigma=I$ and $I I$, the appropriate boundary conditions should be selected at each time step. Eq. (4.2) holds on the bonding interface $S_{h}$. For the debonding area $S_{d}$, we consider three types of interface state in a similar way to the previous researches [ 38 , 39, 77]. The interface phases consist of "separation", "stick", and "slip" as shown in Fig. 4.2, and they are summarized as follows:


Figure 4.2.: Contact phases on debonding area $S_{d}$.

## Separation

The separation phase means that two surfaces of upper and lower materials are separated with no traction as depicted in the lower left of Fig. 4.2. Thus, the following traction-free condition is given for this phase.

$$
\begin{equation*}
\boldsymbol{t}^{I}=\boldsymbol{t}^{I I}=\mathbf{0} . \tag{4.9}
\end{equation*}
$$

## Stick contact

For the stick phase, the surfaces of two materials are contacting and not relatively moving due to the static friction force as depicted in the upper right of Fig. 4.2. However, the discontinuity of relative displacement in tangential direction is allowed unlike the perfect bonding on $S_{h}$. From the above, the interface conditions are given as follows:

$$
\begin{equation*}
\left[u_{3}\right]=-u_{g}, \quad\left[\dot{\boldsymbol{u}_{s}}\right]=\mathbf{0}, \quad \boldsymbol{t}^{I}=-\boldsymbol{t}^{I I} \tag{4.10}
\end{equation*}
$$

where $[\boldsymbol{u}]$ is the crack opening displacement (COD) and defined by $[\boldsymbol{u}]=\boldsymbol{u}^{I I}-\boldsymbol{u}^{I}$, and $\boldsymbol{u}_{s}$ indicates the displacement vector in the plane of a crack surface. $u_{g}$ denotes the pre-opening displacement of the debonding surface.

## Slip contact

Although the slip phase is also contact state similarly to the stick phase, it allows the relatively tangential movement with dynamic friction force. The traction force is continuous in any direction because the surfaces of two materials are contacting under this phase. The friction force is evaluated by using the Coulomb friction law in this study, and therefore, the following interface conditions
are given for this phase.

$$
\begin{equation*}
\left[u_{3}\right]=-u_{g}, \quad t_{3}^{I}=-t_{3}^{I I}, \quad \boldsymbol{t}_{s}^{I}=-\boldsymbol{t}_{s}^{I I}=\frac{\left[\dot{\boldsymbol{u}_{s}}\right]}{\left|\left[\dot{\boldsymbol{u}_{s}}\right]\right|} \mu_{d}\left(-t_{3}^{I}\right) \tag{4.11}
\end{equation*}
$$

where $\mu_{d}$ is the dynamic friction coefficient, and $\boldsymbol{t}_{s}$ is the traction vector in the plane of a crack surface. The moving direction defined by $\left[\dot{\boldsymbol{u}}_{s}\right] /\left|\left[\dot{\boldsymbol{u}}_{s}\right]\right|$ is significant to the determination of friction force vector in the dynamic problem $[39,56,59]$.

### 4.2.2. Modification of BIE

The interface conditions for the stick and slip phases (4.10) and (4.11) contain the tangential velocities of COD, and it is difficult to accurately compute them using ordinary numerical differentiation, such as backward differentiation. Moreover, the tangential velocity of COD consists of $x_{1^{-}}$and $x_{2^{-}}$ components in 3-D problems although it is enough to evaluate $\operatorname{sgn}\left(\left[u_{1}\right]\right)$ in the 2-D case [39, 77]. Therefore, the BIE is modified to the appropriate form in order to accurately evaluate the tangential velocity of COD.

The vector $\boldsymbol{w}$ is defined by $\boldsymbol{w}=\left(\dot{u}_{1}, \dot{u}_{2}, u_{3}\right)$, and discretized BIE (4.8) is modified to the one for $\boldsymbol{w}$. Taking into account initial condition (4.5), the BIE for scattered wave (4.6) can be modified to the following expression in a similar way to the modification in Section 3.1.7.

$$
\begin{align*}
\frac{1}{2} \boldsymbol{w}^{\mathrm{sc} ; \varsigma}(\boldsymbol{x}, t) & =\int_{0}^{t} \int_{S_{h}+S_{d}} \boldsymbol{X}^{\varsigma}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot \boldsymbol{t}^{\mathrm{sc} ; \varsigma}(\boldsymbol{y}, \tau) d S_{y} d \tau \\
& -\int_{0}^{t} \text { p.v. } \int_{S_{h}+S_{d}} \boldsymbol{Y}^{\varsigma}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot \boldsymbol{w}^{\mathrm{sc} ; \varsigma}(\boldsymbol{y}, \tau) d S_{y} d \tau \quad \boldsymbol{x} \in S_{h}, S_{d} \tag{4.12}
\end{align*}
$$

where $\boldsymbol{X}$ and $\boldsymbol{Y}$ are defined by

$$
\boldsymbol{X}=\left[\begin{array}{ccc}
\dot{U}_{11} & \dot{U}_{12} & \dot{U}_{13}  \tag{4.13}\\
\dot{U}_{21} & \dot{U}_{22} & \dot{U}_{23} \\
U_{31} & U_{32} & U_{33}
\end{array}\right], \quad \boldsymbol{Y}=\left[\begin{array}{ccc}
T_{11} & T_{12} & \dot{T}_{13} \\
T_{21} & T_{22} & \dot{T}_{23} \\
\Gamma_{31} & \Gamma_{32} & T_{33}
\end{array}\right]
$$

respectively, and $\boldsymbol{\Gamma}$ is

$$
\boldsymbol{\Gamma}(\boldsymbol{x}, \boldsymbol{y}, t)=\int_{0}^{t} \boldsymbol{T}(\boldsymbol{x}, \boldsymbol{y}, \tau) d \tau
$$

The discretized BIE for $\boldsymbol{w}$ can be obtained in a similar manner to derivation of Eq. (4.8) as follows:

$$
\begin{align*}
& \sum_{\alpha=1}^{M_{e}} \sum_{j=1}^{m}\left[\mathcal{X}_{\gamma \alpha}^{\varsigma ; i j ; 0} \cdot \boldsymbol{t}_{\alpha}^{\varsigma ; j ; n}-\left\{\mathcal{Y}_{\gamma \alpha}^{\varsigma ; i j ; 0}+\frac{1}{2} I \delta_{\gamma \alpha} \delta_{i j}\right\} \cdot \boldsymbol{w}_{\alpha}^{\varsigma ; ; ; n}\right]=\boldsymbol{h}_{\gamma}^{\mathrm{free} ; \varsigma ; i ; n} \\
& -\sum_{k=0}^{n-1} \sum_{\alpha=1}^{M_{e}} \sum_{j=1}^{m}\left[\mathcal{X}_{\gamma \alpha}^{\varsigma ; i j ; n-k} \cdot\left\{\boldsymbol{t}_{\alpha}^{\varsigma ; j ; k}-\boldsymbol{t}_{\alpha}^{\mathrm{free} ; \varsigma ; j ; k}\right\}-\mathcal{Y}_{\gamma \alpha}^{\varsigma ; i j ; n-k} \cdot\left\{\boldsymbol{w}_{\alpha}^{\varsigma ; j ; k}-\boldsymbol{w}_{\alpha}^{\mathrm{free} ; \varsigma ; j ; k}\right\}\right] \tag{4.14}
\end{align*}
$$



Figure 4.3.: Flowchart of numerical procedure for nonlinear analysis.
where $\boldsymbol{h}_{\gamma}^{\mathrm{free} ; ; ; ; ; n}$ is equivalent to the left-hand side of Eq. (4.14) in which $\boldsymbol{w}_{\alpha}^{\varsigma ; j ; n}$ and $\boldsymbol{t}_{\alpha}^{\varsigma ; j ; n}$ are replaced with $\boldsymbol{w}_{\alpha}^{\mathrm{free} ; ; ; j ; n}$ and $\boldsymbol{t}_{\alpha}^{\mathrm{free} ; ; ; ; ; n}$, respectively. The influence functions $\mathcal{X}_{\gamma \alpha}^{\varphi ; i j ; \kappa}$ and $\mathcal{Y}_{\gamma \alpha}^{\varphi ; i j ; \kappa}$ correspond to $\boldsymbol{X}$ and $\boldsymbol{Y}$, respectively, and contain time differentiation and integration. However, these can be easily evaluated by considering the following identities with respect to the Laplace transform:

$$
\mathcal{L}[\dot{k}(t)]=s \hat{k}(s), \quad \mathcal{L}\left[\int_{0}^{t} k(\tau) d \tau\right]=\frac{1}{s} \hat{k}(s) .
$$

Using discretized BIE (4.14) and dealing with the tangential velocities of COD as variables, the direction of relative movement and tangential traction on the debonding area in the slip phase can be evaluated precisely.

### 4.3. Numerical procedure for nonlinear analysis

The transition and constraint conditions for the iterative calculation of nonlinear analysis are presented in this section. The overall procedure of numerical simulation is shown in Fig. 4.3. At a time step in the CQ-BEM, discretized BIE (4.14) is solved assuming that the interface conditions on each element are the same as those at the previous time step. If the additional constraint conditions enclosed by the double rhombuses in Fig. 4.3 are not satisfied by the obtained solutions, the interface condition on the element, which is one of separation, stick, and slip, is changed to another condition, and then, the system of equations is assembled and solved again. After conducting the
iterative calculations, if both the boundary and constraint conditions on all elements are satisfied, the time step proceeds to the next one.

Some remarks concerning the numerical calculations are summarized as follows:

- At the initial time step, the interface condition of separation is given for all elements on the debonding area $S_{d}$ if the pre-opening displacement $g>0$. On the other hand, all elements are taken to be the stick phase if $u_{g}=0$.
- There are two options for the phase shift from separation to one of two contact conditions, i.e. slip and stick. In this study, the priority is given to the change from separation to stick if $\left[u_{3}\right]>-u_{g}$ for the separation condition is violated on the element. In practice, it is considered that the slip is not started unless the tangential force exceeds the static friction force which is generated by the contact of debonding surfaces.
- The stick phase is changed to the slip one if the tangential traction force exceeds the static friction force. Specifically, this transition occurs if the following condition is violated.

$$
\begin{equation*}
\left|\boldsymbol{t}_{s}^{I}\right|<\mu_{s}\left(-t_{3}^{I}\right), \tag{4.15}
\end{equation*}
$$

where $\mu_{s}$ is the static friction coefficient. On the other hand, the transition from contact state to separation is caused if the following condition is violated.

$$
\begin{equation*}
t_{3}^{I} \leq 0 \tag{4.16}
\end{equation*}
$$

- In numerical calculations, it is difficult to achieve the condition $\left|\left[\dot{\boldsymbol{u}}_{s}\right]\right|=0$ exactly in the transition from stick to slip. Therefore, we set $\left|\left[\dot{\boldsymbol{u}_{s}}\right]\right|=0$ if the following condition is not satisfied.

$$
\begin{equation*}
\frac{\left[\dot{\boldsymbol{u}_{s}}\right] \cdot\left[\dot{\boldsymbol{u}}_{s}\right]^{\text {prev }}}{\left|\left[\dot{\boldsymbol{u}}_{s}\right]\right|\left|\left[\dot{\boldsymbol{u}}_{s}\right]^{\text {prev }}\right|}=\xi<\cos \left(\theta^{\text {stop }}\right), \tag{4.17}
\end{equation*}
$$

where the superscript "prev" indicates the quantity at the previous time step. Violating Eq. (4.17) means that the direction of relatively tangential movement is changed more than $\theta^{\text {stop }}$. Considering the 2-D local coordinate system $\left(s_{1}, s_{2}\right)$ on the debonding surface in which $s_{1}$ is parallel to $\left[\dot{\boldsymbol{u}_{s}}\right]^{\text {prev }} /\left|\left[\dot{\boldsymbol{u}_{s}}\right]^{\text {prev }}\right|$ as depicted in Fig. 4.4, a sign of $s_{1}$-component of $\left[\dot{\boldsymbol{u}_{s}}\right] /\left[\left[\dot{\boldsymbol{u}_{s}}\right] \mid\right.$ is different from the one of $\left[\dot{\boldsymbol{u}_{s}}\right]^{\text {prev }} /\left[\left[\dot{\boldsymbol{u}_{s}}\right]^{\text {prev }} \mid\right.$ if the direction of relatively tangenrial movement is changed more than $90^{\circ}$. Therefore, $\theta^{\text {stop }}$ is given by $90^{\circ}$ in this study.

### 4.4. Numerical results

In this section, we present some numerical results for two types of material combination using the analysis model depicted in Fig. 4.5. The first is a penny-shaped debonding area on the steel-steel


Figure 4.4.: Local coordinate system for stopping condition of relatively tangential movement.


Figure 4.5.: An incident plane wave scattering by a penny-shaped interface crack with radius $a$.
interface subjected to an incident plane wave, and this model is equivalent to a crack in an infinite elastic solid. The second is a penny-shaped debonding area on the interface of the steel-aluminum coupled medium subjected to an incident plane wave. Numerical results of scattering problems due to normal incidence of P and S waves and oblique incidence of P wave are shown for both cases. In advance of the nonlinear ultrasonic simulation, we show numerical results for the linear problem to verify the numerical method. The CQ-FMBEM with RK2 is used for all numerical simulations in this section.

### 4.4.1. Accuracy verification

To verify accuracy of the proposed CQ-FMBEM, we solve the scattering problem by an interface crack when the debonding area is always separated. The material constants of $D^{I}$ and $D^{I I}$ are given by identical values, and therefore, this problem is equivalent to the scattering problem by a penny-shaped crack in an infinite domain. If the material constants of $D^{I}$ and $D^{I I}$ are identical, we omit the superscripts $I$ and $I I$. We use an incident plane P wave normal to the crack face for this verification, and it is defined by the monotonically increasing function as follows:

$$
\begin{equation*}
u_{i}^{\mathrm{in}}(\boldsymbol{x}, t)=-u_{0} \delta_{i 3} \frac{c_{T}}{c_{L}} \frac{c_{L} t-x_{3}}{a} H\left(c_{L} t-x_{3}\right) . \tag{4.18}
\end{equation*}
$$



Figure 4.6.: Vertical COD on $S_{d}$ at each several time steps $c_{T} t / a$ when a penny-shaped crack is subjected to normal incidence of P wave.

Time increment $\Delta t$ is taken as $c_{T} \Delta / a=0.1$, and Poisson's ratio $\nu$ is given by $\nu=0.3$. Vertical CODs at each several time steps are shown in Fig. 4.6. As shown in Fig. 4.6, the CODs near the center point of the penny-shaped crack becomes about $2 c_{T} t / a$ from $c_{T} t / a=0.1$ to 0.5 because the incident wave is completely reflected on $S_{d}$. The diffracted P wave reaches the center point of crack at $c_{T} t / a \simeq 0.53$. Therefore, the CODs are larger than $2 c_{T} t / a$ due to the influence of diffracted waves after $c_{T} t / a=0.6$. From the above, it seems that the proposed CQ-FMBEM is verified.

### 4.4.2. Nonlinear ultrasonic simulation

Next, we present numerical results of the nonlinear ultrasonic simulation considering the nonlinear interface conditions. The following sinusoidal burst wave with $n^{\text {in }}$ cycles is used as an incident wave in this simulation.

$$
\left\{\begin{array}{l}
\boldsymbol{u}^{\text {in }}(\boldsymbol{x}, t)=u_{0} \boldsymbol{d}_{\varphi} \sin \left(2 \pi \Lambda_{\varphi}^{I}\right) H\left(\Lambda_{\varphi}^{I}\right) H\left(n^{\text {in }}-\Lambda_{\varphi}^{I}\right),  \tag{4.19a}\\
\Lambda_{\varphi}^{I}=f^{\text {in }}\left(t-\frac{\boldsymbol{p} \cdot(\boldsymbol{x}-\boldsymbol{\chi})}{c_{\varphi}^{I}}\right),
\end{array}\right.
$$

where $\varphi=L, T V$, or $T H$ and indicates a $\mathrm{P}, \mathrm{SV}$, or SH wave, respectively. $\boldsymbol{p}$ is the propagation vector of the incident palne wave and given by $\boldsymbol{p}=\left(\sin \theta^{\text {in }}, 0, \cos \theta^{\text {in }}\right)$ using the incident angle $\theta^{\text {in }}$. The displacement vector is given by $\boldsymbol{d}_{L}=\boldsymbol{p}$ for the incident P wave, and we assume that $\boldsymbol{d}_{T H}=(0,1,0)$ and $\boldsymbol{d}_{T V}=\boldsymbol{d}_{T H} \times \boldsymbol{p}$ in this study. $\boldsymbol{\chi}$ is a point on the wavefront of the incident wave at $t=0$ and given by $\chi=(-a, 0,0) . n^{\text {in }}$ is given by $n^{\text {in }}=3$ in this section. The free-fields are calculated from Eq. (4.19) as presented in Appendix C. The far-field approximation of scattered wave (see Appendix B) is used for the frequency spectrum analysis. The time increment is taken to be $f^{\text {in }} \Delta t=0.08$, and material constants for steel and aluminum media are shown in Table 4.1. The static and dynamic friction coefficients for steel-steel and steel-aluminum interfaces are also shown in Table 4.2 [22].

Table 4.1.: Material constants for steel and aluminum.

|  | $c_{L}[\mathrm{~m} / \mathrm{s}]$ | $c_{T}[\mathrm{~m} / \mathrm{s}]$ | $\rho\left[\mathrm{kg} / \mathrm{m}^{3}\right]$ |
| :--- | :---: | :---: | :---: |
| Steel | 5800 | 3100 | 7690 |
| Aluminum | 6400 | 3040 | 2700 |

Table 4.2.: Friction coefficients for steel-steel and steel-aluminum interfaces.

|  | $\mu_{s}$ | $\mu_{d}$ |
| :--- | :---: | :---: |
| Steel-steel | 0.74 | 0.57 |
| Steel-aluminum | 0.61 | 0.47 |

In some numerical simulations, we consider the static compressive stress normal to the debonding area $\sigma^{\text {st }}$. Adding $\sigma^{\text {st }}$ into the free-field of traction, $\sigma^{\text {st }}$ can be considered in the case that $g=0$ because $\sigma^{\text {st }}$ does not cause COD at $t \leq 0$ due to the stick state. In this study, $\sigma^{\text {st }}$ is given over the debonding area uniformly.

We explain some symbols used for the frequency spectrum analysis of nonlinear ultrasonic waves here. $A_{\omega}, A_{2 \omega}$, and $A_{3 \omega}$ indicate the Fourier amplitudes corresponding to fundamental frequency, 2nd higher-harmonic component, and 3rd higher-harmonic component, respectively. This type of the symbol with superscript 0 such as $A_{\omega}^{0}, A_{2 \omega}^{0}$, or $A_{3 \omega}^{0}$, indicates the quantity in the case that $u_{g} / u_{0}=\sigma^{\text {st }} / \sigma_{0}=0.0$. The nondimensionalization parameter $\sigma_{0}$ is the maximum stress of the incident wave and given by

$$
\begin{equation*}
\sigma_{0}=2 \pi u_{0} f^{\text {in }} \rho c_{\varphi} \tag{4.20}
\end{equation*}
$$

where $\varphi$ is taken to be same as the incident wave.

## Debonding area on steel-steel interface

The scattering problems by a penny-shaped crack in an infinite elastic solid are numerically solved by the proposed CQ-FMBEM. Therefore, the material constants of steel are used for $D^{I}$ and $D^{I I}$, and we omit the superscripts $I$ and $I I$.

Numerical resutls using an incident plane P wave with $\theta^{\mathrm{in}}=0^{\circ}$ are shown. Time histories of vertical displacement on the top and bottom surfaces at the center point of a crack are shown in Figs. 4.7 and 4.8 when the center wavenumbers of the incident wave are given by $k_{T} a=2 \pi a f^{\text {in }} / c_{T}=$ 2.0 and 5.2 , respectively. Opening and closing of crack faces, i.e. clapping motions, are repeated periodically as shown in Fig. 4.7. The crack faces are rapidly closed by the diffracted wave after the opening of crack faces. On the other hand, the waveforms of displacement in the case $k_{T} a=5.2$ are not clearly periodic as we can see in Fig. 4.8. If the frequency of incident wave is higher than the eigenfrequency of mode I for the linear system, it takes time that the vibration of crack faces


Figure 4.7.: Time variations of vertical displacement at the center point of a penny-shaped crack subjected to an incident plane P wave when $k_{T} a=2.0$ and $\sigma^{\text {st }} / \sigma_{0}=0$.


Figure 4.8.: Time variations of vertical displacement at the center point of a penny-shaped crack subjected to an incident plane P wave when $k_{T} a=5.2$ and $\sigma^{\text {st }} / \sigma_{0}=0$.
becomes periodic. This is because the arrival time of diffracted waves is large compared with the period of incident wave.

The frequency spectra of far-field amplitude of backscattered P wave $\Omega_{L} /\left(a u_{0}\right)$ are shown in Figs. 4.9 and 4.10 when $k_{T} a=2.0$ and 5.2 , respectively. They are normalized by the maximum value around the fundamental frequency in each spectrum, and the time history of $\Omega_{L} /\left(a u_{0}\right)$ is shown in each small window in Figs. 4.9 and 4.10. From Fig. 4.9, the similar waveform to [38] is obtained, and some rapid fluctuations can be seen. It is confirmed that this sharp waveform includes higher-harmonic components of 2nd, 3rd, 4th, etc. orders. Similarly, the sharp waveform is obtained in the case that $k_{T} a=5.2$ as shown in Fig. 4.10. As described in Eqs. (B.2) and (B.6), the farfield scattered wave depends on the velocity of the COD [35]. Therefore, the sharp waveforms are constructed from the rapid fluctuation of the velocity of COD due to the closing motion of crack faces, and higher-harmonic waves are generated strongly.

Time histories of vertical COD at the center point of a crack for various static compressive stress $\sigma^{\text {st }} / \sigma_{0}$ are shown in Figs. 4.11 and 4.12 when $k_{T} a=2.0$ and 5.2 , respectively. The normalized


Figure 4.9.: Normalized frequency spectrum of far-field amplitude of backscattered P wave $\Omega_{L} /\left(a u_{0}\right)$ when $k_{T} a=2.0$ and $\sigma^{\text {st }} / \sigma_{0}=0$.


Figure 4.10.: Normalized frequency spectrum of far-field amplitude of backscattered P wave $\Omega_{L} /\left(a u_{0}\right)$ when $k_{T} a=5.2$ and $\sigma^{\text {st }} / \sigma_{0}=0$.

Fourier amplitudes corresponding to the 2nd and 3rd higher-harmonic components, $A_{2 \omega} / A_{2 \omega}^{0}$ and $A_{3 \omega} / A_{3 \omega}^{0}$, are plotted in Figs. 4.13 and 4.14. From Fig. 4.11, amplitude of vertical COD decreases monotonously in the case that $k_{T} a=2.0$ as $\sigma^{\text {st }} / \sigma_{0}$ increases. Correspondingly, $A_{2 \omega} / A_{2 \omega}^{0}$ is decreasing as shown in Fig. 4.13. On the other hand, the vertical COD in the case that $k_{T} a=5.2$ shows different behavior as we can see from Fig. 4.12. The waveform of the vertical COD becomes similar to the case that $k_{T} a=2.0$ as $\sigma^{\text {st }} / \sigma_{0}$ increase from $\sigma^{\text {st }} / \sigma_{0}=0.0$ to 0.4. Then, amplitude of the vertical COD decreases with a little phase shift. Due to this fact, there is a peak of $A_{2 \omega} / A_{2 \omega}^{0}$ around $\sigma^{\text {st }} / \sigma_{0}=0.2$ in Fig. 4.14 although the amplitude of the vertical COD in the case that $\sigma^{\text {st }} / \sigma_{0}=0.0$ is largest. From the above, the behavior of 2 nd higher-harmonic generation is significantly influenced by $f^{\text {in }}$ and $\sigma^{\text {st }} / \sigma_{0}$. The behavior of $A_{3 \omega} / A_{3 \omega}^{0}$ is similar in both cases as shown in Figs. 4.13 and 4.14.

Next, time histories of horizontal COD at the center point of a penny-shaped crack subjected to an incident plane SV wave for various $\sigma^{\text {st }} / \sigma_{0}$ are shown in Fig. 4.15 when $k_{T} a=2.0$. In this simulation, $\varphi$ and $\hat{\boldsymbol{v}}$ are given by $\varphi=T V$ and $\hat{\boldsymbol{v}}=(1,0,0)$, respectively. The normalized Fourier


Figure 4.11.: Time variations of vertical COD at the center point of a penny-shaped crack subjected to an incident plane P wave varying $\sigma^{\text {st }} / \sigma_{0}$ when $k_{T} a=2.0$.


Figure 4.12.: Time variations of vertical COD at the center point of a penny-shaped crack subjected to an incident plane P wave varying $\sigma^{\text {st }} / \sigma_{0}$ when $k_{T} a=5.2$.
amplitude corresponding to the 3 rd higher-harmonic component $A_{3 \omega} / A_{3 \omega}^{0}$ is also plotted in Fig. 4.16. The slip between crack faces does not occur in the case that about $\sigma^{\text {st }} / \sigma_{0}>1.35$ because $\mu_{s}=0.74$. From Fig. 4.15, the amplitude of horizontal COD decreases, and the waveform becomes similar to the square wave as $\sigma^{\text {st }} / \sigma_{0}$ increases. $A_{3 \omega} / A_{3 \omega}^{0}$ peaks at about $\sigma^{\text {st }} / \sigma_{0}=0.6$ and decreases after the peak as shown in Fig. 4.16. The comparatively large 3rd higher-harmonic wave is generated in the case that $\sigma^{\text {st }} / \sigma_{0}=1.2$ although $\sigma^{\text {st }} / \sigma_{0}$ is near the nonslip condition $\sigma^{\text {st }} / \sigma_{0} \simeq 1.35$. This is because $\mu_{s}>\mu_{d}$, and the crack faces are hard to stop once they begin to slip. Conversely, the 3 rd higher-harmonic component decreases gently if $\mu_{s}=\mu_{d}$, and this fact has been presented from solving the antiplane shear wave problems by Meziane et al. [59]. The normalized frequency spectrum in the case that $\sigma^{\text {st }} / \sigma_{0}=0.6$, when a most large 3rd higher-harmonic wave is generated, is shown in Fig. 4.17. From the small window of Fig. 4.17, the waveform of $\Omega_{T V} /\left(a u_{0}\right)$ is similar to the triangular wave. It is also confirmed from the frequency spectrum in Fig. 4.17 that the 3rd higher-harmonic wave is generated.

Finally, numerical results for the oblique incidence of P wave with $\sigma^{\text {st }} / \sigma_{0}=0.0$ are presented.


Figure 4.13.: Normalized Fourier amplitude of $\Omega_{L} /\left(a u_{0}\right)$ corresponding to 2 nd and 3rd higherharmonic components, $A_{2 \omega} / A_{2 \omega}^{0}$ and $A_{3 \omega} / A_{3 \omega}^{0}$, in backscattered P waves varying $\sigma^{\text {st }} / \sigma_{0}$ when $k_{T} a=2.0$.


Figure 4.14.: Normalized Fourier amplitude of $\Omega_{L} /\left(a u_{0}\right)$ corresponding to 2 nd and 3rd higherharmonic components, $A_{2 \omega} / A_{2 \omega}^{0}$ and $A_{3 \omega} / A_{3 \omega}^{0}$, in backscattered P waves varying $\sigma^{\text {st }} / \sigma_{0}$ when $k_{T} a=5.2$.

Time histories and normalized frequency spectra of $\Omega_{L} /\left(a u_{0}\right)$ varying $\theta^{\text {in }}$ in the case that $k_{T} a=2.0$ are presented in Figs. 4.18 and 4.19, respectively. The interval of incident angle is $15^{\circ}$. In order to compare them with the different frequency cases, the corresponding numerical results in the case that $k_{T} a=5.2$ are also shown in Figs. 4.20 and 4.21. From Figs. 4.18 and 4.19, the amplitude of $\Omega_{L} /\left(a u_{0}\right)$ and the higher-harmonic components decrease as the $\theta^{\text {in }}$ increases. On the other hand, from Fig. 4.20, it can also be seen that the amplitude of $\Omega_{L} /\left(a u_{0}\right)$ decreases as the $\theta^{\text {in }}$ increases. However, the amplitude is very small when $\theta^{\text {in }}$ is $45^{\circ}$ or more, and the waveforms of $\Omega_{L} /\left(a u_{0}\right)$ become comparatively flat. Therefore, it is confirmed that there are many low frequency components in the frequency spectra of Fig. 4.21. In addition, the locations of peak near $k_{T} a=5.2$ are shifted because the scattered waves are distorted and have their aftereffects as shown in Fig. 4.20. From the above, behavior of scattered waves and their frequency spectra is significantly different among different $f^{\text {in }}$. Therefore, the size estimation of debonding area is considered as possible using this behavior.


Figure 4.15.: Time variations of horizontal COD at the center of a penny-shaped crack subjected to an incidence plane SV wave varying $\sigma^{\text {st }} / \sigma_{0}$ when $k_{T} a=2.0$.


Figure 4.16.: Normalized Fourier amplitude corresponding to 3rd higher-harmonic component $A_{3 \omega} / A_{3 \omega}^{0}$ in far-field backscattered SV waves varying $\sigma^{\text {st }} / \sigma_{0}$ when $k_{T} a=2.0$.


Figure 4.17.: Normalized frequency spectrum of far-field amplitude of backscattered SV wave $\Omega_{T V} /\left(a u_{0}\right)$ when $k_{T} a=2.0$ and $\sigma^{\text {st }} / \sigma_{0}=0.6$.


Figure 4.18.: Time variations of far-field amplitude of backscattered P wave $\Omega_{L} /\left(a u_{0}\right)$ varying $\theta^{\text {in }}$ when $k_{T} a=2.0$ and $\sigma^{\text {st }} / \sigma_{0}=0.0$.


Figure 4.19.: Normalized frequency spectra of far-field amplitude of backscattered P wave $\Omega_{L} /\left(a u_{0}\right)$ varying $\theta^{\text {in }}$ when $k_{T} a=2.0$ and $\sigma^{\text {st }} / \sigma_{0}=0.0$.

## Debonding area on steel-aluminum interface

Numerical results for the scattering problems by a penny-shaped debonding area on the steelaluminum interface are presented. The material constants of steel and aluminum in Table 4.1 are used for $D^{I}$ and $D^{I I}$, respectively, and the friction coefficients in the bottom of Table 4.2 are used for this simulation. In Fig. 4.22, the absolute values of the reflection and transmission coefficients for displacement are shown. $R^{a, b}$ and $T^{a, b}$ indicate the reflection and transmission coefficients, respectively, and the first and second superscripts denote the wave modes before and after its conversion, respectively. In Fig. 4.22, the rapid fluctuation can be seen at $\theta^{\text {in }} \simeq 65^{\circ}$, and this incident angle is the critical angle for the P-P transmission. In this section, numerical results under the similar conditions to the previous section are presented in order to compare between the steel-steel and steel-aluminum cases.

Time histories of vertical displacement on the top and bottom surfaces at the center point of an interface crack are shown in Figs. 4.23 and 4.24 when $k_{T}^{I} a=2.0$ and 5.2 , respectively. Although the behavior in the case that $k_{T}^{I} a=2.0$ is similar to the one in Fig. 4.7, the amplitude of displacement is


Figure 4.20.: Time variations of far-field amplitude of backscattered P wave $\Omega_{L} /\left(a u_{0}\right)$ varying $\theta^{\text {in }}$ when $k_{T} a=5.2$ and $\sigma^{\text {st }} / \sigma_{0}=0.0$.


Figure 4.21.: Normalized frequency spectra of far-field amplitude of backscattered P wave $\Omega_{L} /\left(a u_{0}\right)$ varying $\theta^{\text {in }}$ when $k_{T} a=5.2$ and $\sigma^{\text {st }} / \sigma_{0}=0.0$.


Figure 4.22.: Absolute values of reflection and transmission coefficients for displacement when a semi-infinite and flat interface between steel and aluminum is subjected to an incident plane P wave with incident angle $\theta^{\text {in }}$.


Figure 4.23.: Time variations of vertical displacement on the center point of a penny-shaped interface crack subjected to an incident plane P wave when $k_{T}^{I} a=2.0$ and $\sigma^{\text {st }} / \sigma_{0}=0$.


Figure 4.24.: Time variations of vertical displacement on the center point of a penny-shaped interface crack subjected to an incident plane P wave when $k_{T}^{I} a=5.2$ and $\sigma^{\text {st }} / \sigma_{0}=0$.
different due to reflection and transmission coefficients as shown in Fig. 4.23. For normal incidence of P wave, the reflection and transmission coefficients are $\left|R^{L, L}\right| \simeq 0.44$ and $\left|T^{L, L}\right| \simeq 1.44$, respectively. The amplitude of displacement in the case that $k_{T}^{I} a=5.2$ is also influenced due to this fact as shown in Fig. 4.24. However, the difference between Figs. 4.8 and 4.24 is large compared with the case that $k_{T}^{I} a=2.0$. This difference in behavior of waveform is caused by the difference of wave velocities between steel and aluminum. It seems that this effect is significant in the high frequency case.

The normalized frequency spectra of far-field amplitude of backscattered P wave $\Omega_{L} /\left(a u_{0}\right)$ are shown in Figs. 4.25 and 4.26 when $k_{T}^{I} a=2.0$ and 5.2, respectively. They show almost same behavior as the ones in Figs. 4.9 and 4.10.

Time histories of vertical COD at the center point of an interface crack for various static compressive stress $\sigma^{\text {st }} / \sigma_{0}$ are shown in Figs. 4.27 and 4.28 when $k_{T}^{I} a=2.0$ and 5.2 , respectively. The normalized Fourier amplitudes corresponding to the 2nd and 3rd higher-harmonic components, $A_{2 \omega} / A_{2 \omega}^{0}$ and $A_{3 \omega} / A_{3 \omega}^{0}$, are also plotted in Figs. 4.13 and 4.14. Note that the static compressive


Figure 4.25.: Normalized frequency spectrum of far-field amplitude of backscattered P wave $\Omega_{L} /\left(a u_{0}\right)$ when $k_{T}^{I} a=2.0$ and $\sigma^{\text {st }} / \sigma_{0}=0$.


Figure 4.26.: Normalized frequency spectrum of far-field amplitude of backscattered P wave $\Omega_{L} /\left(a u_{0}\right)$ when $k_{T}^{I} a=5.2$ and $\sigma^{\text {st }} / \sigma_{0}=0$.
stress $\sigma^{\text {st }} / \sigma_{0}$ given here is different from the ones in the case of steel-steel interface because the transmission coefficient for stress is $\left|T_{\sigma}^{L, L}\right| \simeq 0.56$ in this case. The opening of crack faces does not occur if $\sigma^{\text {st }} / \sigma_{0} \geq\left|T_{\sigma}^{L, L}\right|$. However, the behavior in the cases that $k_{T}^{I} a=2.0$ and 5.2 are very similar to the cases of steel-steel interface.

Next, time histories of horizontal COD at the center point of a penny-shaped interface crack subjected to an incident plane SV wave varying $\sigma^{\text {st }} / \sigma_{0}$ are shown in Fig. 4.31 when $k_{T}^{I} a=2.0$. The normalized Fourier amplitude corresponding to 3rd higher-harmonic components in the farfield backscattered SV wave $\Omega_{T V} /\left(a u_{0}\right)$ is also plotted in Fig. 4.32. In this case, the transmission coefficient for stress corresponding to SV-SV transmission is significant, and $\left|T_{\sigma}^{T V, T V}\right| \simeq 0.51$. Therefore, the slip between crack faces does not occur if $\sigma^{\text {st }} / \sigma_{0}>\left|T_{\sigma}^{T V, T V}\right| / \mu_{s} \simeq 0.84$. Similarly to the case of steel-steel interface, the amplitude of horizontal COD decreases, and the waveform becomes similar to the square wave as $\sigma^{\text {st }} / \sigma_{0}$ increases in Fig. 4.31. As shown in Fig. 4.32, the peak of $A_{3 \omega} / A_{3 \omega}^{0}$ is located about at $\sigma^{\text {st }} / \sigma_{0}=0.4$. Thus, the normalized frequency spectrum in the case that $\sigma^{\text {st }} / \sigma_{0}=0.4$ is shown in Fig. 4.33. From Fig. 4.33, the waveform of $\Omega_{T V} /\left(a u_{0}\right)$ is


Figure 4.27.: Time variations of vertical COD at the center point of a penny-shaped interface crack subjected to an incident plane P wave varying $\sigma^{\text {st }} / \sigma_{0}$ when $k_{T}^{I} a=2.0$.


Figure 4.28.: Time variations of vertical COD at the center point of a penny-shaped interface crack subjected to an incident plane P wave varying $\sigma^{\text {st }} / \sigma_{0}$ when $k_{T}^{I} a=5.2$.
similar to the triangular wave, and it is confirmed that the 3rd higher-harmonic wave is generated.
Finally, numerical results for the oblique incidence of P wave with $\sigma^{\text {st }} / \sigma_{0}=0.0$ are presented. Time histories and normalized frequency spectra of far-field amplitude of backscattered P wave $\Omega_{L} /\left(a u_{0}\right)$ varying $\theta^{\text {in }}$ in the case that $k_{T}^{I} a=2.0$ and 5.2 are presented in Figs. 4.34-4.21. We should pay attention to the behavior near the critical angle which is about $65^{\circ}$ here. Hence, the results with $\theta^{\text {in }}=65^{\circ}$ are added into Figs. 4.34-4.37. From Figs. 4.34 and 4.36, the amplitudes of $\Omega_{L} /\left(a u_{0}\right)$ are smaller than those in Figs. 4.18 and 4.20 due to the reflection and transmission coefficients. It is remarkable that the amplitude of $\Omega_{L} /\left(a u_{0}\right)$ in the case that $\theta^{\text {in }}=65^{\circ}$ is much larger than those with $\theta^{\text {in }}=60^{\circ}$ and $70^{\circ}$. This is because the reflection and transmission coefficients are much larger than those with other $\theta^{\text {in }}$, and the large COD is then generated. However, the features of frequency components of $\Omega_{L} /\left(a u_{0}\right)$ are similar to the ones with $\theta^{\text {in }}=60^{\circ}$ and $70^{\circ}$ as shown in Figs. 4.35 and 4.37.


Figure 4.29.: Normalized Fourier amplitude of $\Omega_{L} /\left(a u_{0}\right)$ corresponding to 2 nd and 3rd higherharmonic components, $A_{2 \omega} / A_{2 \omega}^{0}$ and $A_{3 \omega} / A_{3 \omega}^{0}$, in backscattered P waves varying $\sigma^{\text {st }} / \sigma_{0}$ when $k_{T}^{I} a=2.0$.


Figure 4.30.: Normalized Fourier amplitude of $\Omega_{L} /\left(a u_{0}\right)$ corresponding to 2 nd and 3rd higherharmonic components, $A_{2 \omega} / A_{2 \omega}^{0}$ and $A_{3 \omega} / A_{3 \omega}^{0}$, in backscattered P waves varying $\sigma^{\text {st }} / \sigma_{0}$ when $k_{T}^{I} a=5.2$.

### 4.5. Concluding remarks

- In Chapter 4, we have applied the CQ-FMBEM to the nonlinear ultrasonic simulation for the debonding area on the interface of two semi-infinite elastic solids. We have conducted some numerical simulations for the steel-steel and steel-aluminum interfaces and investigated the characteristic of higher-harmonic generation due to the static compressive stress. Moreover, the numerical results have been compared between the cases of steel-steel and steel-aluminum interfaces.
- We have successfully reproduced the clapping motion and friction on the crack faces and observed the higher-harmonic generation using the presented contact model of crack faces. The clapping motion and dynamic friction of crack faces have generated the every order of higher-harmonic waves and odd order of ones, respectively. Therefore, it is considered that the presented model is valid.


Figure 4.31.: Time variations of horizontal COD at the center of a penny-shaped interface crack subjected to an incidence plane SV wave varying $\sigma^{\text {st }} / \sigma_{0}$ when $k_{T}^{I} a=2.0$.


Figure 4.32.: Normalized Fourier amplitude corresponding to 3rd higher-harmonic component $A_{3 \omega} / A_{3 \omega}^{0}$ in far-field backscattered SV waves varying $\sigma^{\text {st }} / \sigma_{0}$ when $k_{T}^{I} a=2.0$.


Figure 4.33.: Normalized frequency spectrum of far-field amplitude of backscattered SV wave $\Omega_{T V} /\left(a u_{0}\right)$ when $k_{T}^{I} a=2.0$ and $\sigma^{\text {st }} / \sigma_{0}=0.4$.


Figure 4.34.: Time variations of far-field amplitude of backscattered P wave $\Omega_{L} /\left(a u_{0}\right)$ varying $\theta^{\text {in }}$ when $k_{T}^{I} a=2.0$ and $\sigma^{\text {st }} / \sigma_{0}=0.0$.


Figure 4.35.: Normalized frequency spectra of far-field amplitude of backscattered P wave $\Omega_{L} /\left(a u_{0}\right)$ varying $\theta^{\text {in }}$ when $k_{T}^{I} a=2.0$ and $\sigma^{\text {st }} / \sigma_{0}=0.0$.

- In the high frequency cases, i.e. $k_{T} a=5.2$, the scattered waves sometimes have been distorted strongly. Then, many low frequency components are contained in their frequency spectra. However, we could not observe the sub-harmonic generation.
- In the case of the steel-aluminum interface, the reflection and transmission coefficients significantly effect in the results. For the normal incidence of P and SV waves, the amplitude of COD greatly depends on these coefficients. Moreover, scattered waves obtained by using the incident angle near the critical one have much larger amplitude than the others. However, the behavior of frequency spectra is not very different from others in the presented numerical results.


Figure 4.36.: Time variations of far-field amplitude of backscattered P wave $\Omega_{L} /\left(a u_{0}\right)$ varying $\theta^{\text {in }}$ when $k_{T}^{I} a=5.2$ and $\sigma^{\text {st }} / \sigma_{0}=0.0$.


Figure 4.37.: Normalized frequency spectra of far-field amplitude of backscattered P wave $\Omega_{L} /\left(a u_{0}\right)$ varying $\theta^{\text {in }}$ when $k_{T}^{I} a=5.2$ and $\sigma^{\text {st }} / \sigma_{0}=0.0$.

## Chapter 5

## 2-D Simulation of Nonlinear Ultrasonic Waves Due to Interior and Surface Breaking Cracks

In this chapter, the boundary element formulations and numerical results for 2-D simulation of higher- and sub-harmonic generation are presented. We consider the scattering problems by cracks in an infinite elastic solid and surface breaking cracks in an elastic half-space. The frequency response characteristic of linear systems is important for the sub-harmonic simulation, and we consider complex shape and arrangement of cracks. Therefore, the Galerkin method is used for spatial discretization in this simulation. In general, the Galerkin BEM requires expensive computational cost and produces accurate solutions compared with the collocation BEM. Moreover, although the collocation hypersingular BIE is known to require a $C^{1, \alpha}$ continuity for displacement on boundaries, usual $C^{0}$ basis functions are allowed to use in the variational one [12, 40].

In this chapter, the hypersingular integral (p.f. integral) in the BIE for crack problems is regularized only to strong singular one (p.v. integral), where p.f. denotes the finite part of a divergent integral. This is because it is not very difficult to analytically calculate the integration of the static part of fundamental solutions over a straight-line element for 2-D elastodynamics.

### 5.1. Problem statement and BIE

In this section, we present the problem statements and formulation of BIE for the scattering problems by cracks in an infinite domain and surface breaking cracks in a half-space.

### 5.1.1. Scattering problem by cracks in infinite domain

Scalar wave scattering problems by a crack have been come down to the hypersingular BIE by Martin and Rizzo [50]. Then, the counterpart for elastodynamic problems has been numerically solved by BEMs. The hypersingular BIE is effective in dealing with crack problems for infinite and semi-infinite domains and also used in this study.


Figure 5.1.: Analysis model for elastic wave scattering by a crack in a 2-D infinite domain.

Let $S$ be a smooth curved crack surface in $\mathbb{R}^{2}$ as depicted in Fig. 5.1. $D$ is a homogeneous, isotropic, and linearly elastic solid, and $S$ consists of $S^{+}$and $S^{-}$called positive and negative sides of crack face, respectively $\left(S=S^{+} \cup S^{-}\right.$and $S^{+} \cap S^{-}=\emptyset$ ). $\boldsymbol{n}^{+}$and $\boldsymbol{n}^{-}$are the unit normal vectors to $S^{+}$and $S^{-}$, respectively. $s^{+}$is the unit tangential vector to $S^{+}$. Disregarding the body force, we consider the problem to find the solution $\boldsymbol{u}$ which satisfies the following equations:

$$
\begin{align*}
& c_{T}^{2} \nabla^{2} \boldsymbol{u}(\boldsymbol{x}, t)+\left(c_{L}^{2}+c_{T}^{2}\right) \nabla \nabla \cdot \boldsymbol{u}(\boldsymbol{x}, t)=\ddot{\boldsymbol{u}}(\boldsymbol{x}, t) \quad \boldsymbol{x} \in D\left(\equiv \mathbb{R}^{2} \backslash S\right)  \tag{5.1}\\
& \boldsymbol{t}^{+}(\boldsymbol{x}, t)+\boldsymbol{t}^{-}(\boldsymbol{x}, t)=\mathbf{0} \quad \boldsymbol{x} \in S  \tag{5.2}\\
& {[\boldsymbol{u}](\boldsymbol{x}, t)\left(\equiv \boldsymbol{u}^{+}(\boldsymbol{x}, t)-\boldsymbol{u}^{-}(\boldsymbol{x}, t)\right)=\mathbf{0} \quad \boldsymbol{x} \in \partial S}  \tag{5.3}\\
& \boldsymbol{u}^{\mathrm{sc}}(\boldsymbol{x}, 0)=\dot{\boldsymbol{u}}^{\mathrm{sc}}(\boldsymbol{x}, 0)=\mathbf{0} \quad \boldsymbol{x} \in D \tag{5.4}
\end{align*}
$$

where the superscript $\pm$ indicates the each side of crack face. Eq. (5.2) indicates traction continuity over crack faces. Eq. (5.3) denotes that the COD at the crack tip $\partial S$ is equal to zero, and this condition ensures the uniqueness of solution in crack problems. Eq. (5.4) is the initial condition and indicates that there are no scattered waves at $t \leq 0$.

Considering the Sommerfeld radiation condition for scattered waves and initial and boundary conditions (5.4) and (5.2), the scattered displacement fields can be expressed in the following integral representation:

$$
\begin{equation*}
\boldsymbol{u}^{\mathrm{sc}}(\boldsymbol{x}, t)=-\int_{0}^{t} \int_{S^{+}} \boldsymbol{T}^{+}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot\left[\boldsymbol{u}^{\mathrm{sc}}\right](\boldsymbol{y}, \tau) d S_{y} d \tau \quad \boldsymbol{x} \in D \tag{5.5}
\end{equation*}
$$

Then, substituting $\boldsymbol{u}^{\text {sc }}=\boldsymbol{u}-\boldsymbol{u}^{\text {in }}$ into Eq. (5.5) and considering the continuity of $\boldsymbol{u}^{\text {in }}$ over crack faces yield

$$
\begin{equation*}
\boldsymbol{u}(\boldsymbol{x}, t)=\boldsymbol{u}^{\mathrm{in}}(\boldsymbol{x}, t)-\int_{0}^{t} \int_{S^{+}} \boldsymbol{T}^{+}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot[\boldsymbol{u}](\boldsymbol{y}, \tau) d S_{y} d \tau \quad \boldsymbol{x} \in D \tag{5.6}
\end{equation*}
$$

The traction operator with respect to $\boldsymbol{x}$ is multiplied from the left in both hand sides of Eq. (5.6). Then, taking the limit that $\boldsymbol{x} \in D \rightarrow \boldsymbol{x} \in S^{+}$, the collocation hypersingular BIE can be obtained as follows:

$$
\begin{equation*}
\boldsymbol{t}^{+}(\boldsymbol{x}, t)=\boldsymbol{t}^{\mathrm{in} ;+}(\boldsymbol{x}, t)-\int_{0}^{t} \text { p.f. } \int_{S^{+}} \boldsymbol{W}^{+}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot[\boldsymbol{u}](\boldsymbol{y}, \tau) d S_{y} d \tau \quad \boldsymbol{x} \in S^{+} \tag{5.7}
\end{equation*}
$$



Figure 5.2.: Analysis model for wave scattering by a surface breaking crack in a 2-D elastic halfspace.
where $\boldsymbol{W}^{+}$is the hypersingular kernel corresponding to $\boldsymbol{n}^{+}$and given as follows:

$$
\begin{equation*}
W_{b j}^{+}(\boldsymbol{x}, \boldsymbol{y}, t)=n_{a}^{+}(\boldsymbol{x}) n_{k}^{+}(\boldsymbol{y}) C_{b a i c} C_{j k p q} \frac{\partial}{\partial x_{c}} \frac{\partial}{\partial y_{q}} U_{i p}(\boldsymbol{x}, \boldsymbol{y}, t) \tag{5.8}
\end{equation*}
$$

Note that the hypersingular kernel $\boldsymbol{W}$ for 2-D problems has singularity of order $1 / r^{2}$ as $r \downarrow 0$. Multiplying the weight function $\psi$ and integrating over the surface $S^{+}$with respect to $\boldsymbol{x}$, the variational hypersingular BIE can be derived as follows:

$$
\begin{align*}
& \int_{S^{+}} \psi(\boldsymbol{x}) \boldsymbol{t}^{+}(\boldsymbol{x}, t) d S_{x}=\int_{S^{+}} \psi(\boldsymbol{x}) \boldsymbol{t}^{\mathrm{in} ;+}(\boldsymbol{x}, t) d S_{x} \\
&-\int_{0}^{t} \int_{S^{+}} \psi(\boldsymbol{x}) \text { p.f. } \int_{S^{+}} \boldsymbol{W}^{+}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot[\boldsymbol{u}](\boldsymbol{y}, \tau) d S_{y} d S_{x} d \tau \tag{5.9}
\end{align*}
$$

Both collocation and variational BIEs contain p.f. integrals as the result of taking of the limit to the boundary. Eq. (5.9) is the BIE which is used for the boundary element analysis in this study.

### 5.1.2. Scattering problem by surface breaking cracks in half-space

Next, we show the variational formulation of BIE for the scattering problem by a surface breaking crack in an elastic half-space. In this study, the full-space fundamental solutions are used for solving the initial and boundary value problem. Then, the scattered far-fields are evaluated by means of approximated Green's functions for an elastic half-space. The similar boundary element analyses for the traction-free crack have been implemented in frequency-domain by Zhang and Achenbach [102, 103].

Let $S_{s}$ and $S_{c}$ be flat free surface and smooth curved crack face, respectively in $\mathbb{R}^{2}$ as depicted in Fig. 5.2. We assume that the governing equation and boundary conditions on crack face $S_{c}$ are same as Eqs. (5.1)-(5.4). In addition, the boundary condition on the free-surface $S_{s}$ is given by

$$
\begin{equation*}
\boldsymbol{t}(\boldsymbol{x}, t)=\mathbf{0} \quad \boldsymbol{x} \in S_{s} \tag{5.10}
\end{equation*}
$$

Therefore, we can obtain the following integral representation of scattered waves in $D$ by means of
a similar manner to the crack problems in an infinite domain.

$$
\begin{align*}
\boldsymbol{u}^{\mathrm{sc}}(\boldsymbol{x}, t)= & -\int_{0}^{t} \int_{S_{s}} \boldsymbol{T}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot \boldsymbol{u}^{\mathrm{sc}}(\boldsymbol{y}, \tau) d S_{y} d \tau \\
& -\int_{0}^{t} \int_{S_{c}^{+}} \boldsymbol{T}^{+}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot[\boldsymbol{u}](\boldsymbol{y}, \tau) d S_{y} d \tau \quad \boldsymbol{x} \in D \tag{5.11}
\end{align*}
$$

where the scattered wave is defined as the disturbance of free-field $\boldsymbol{u}^{\text {free }}$ by a crack. Multiplying the traction operator corresponding to $\boldsymbol{x}$ from the left in both sides of Eq. (5.11) and taking the limit that $\boldsymbol{x} \in D \rightarrow \boldsymbol{x} \in S_{s}, S_{c}^{+}$, the hypersingular BIE for the surface breaking crack is obtained as follows:

$$
\begin{align*}
\boldsymbol{t}^{\mathrm{sc} ;+}(\boldsymbol{x}, t)= & -\int_{0}^{t} \text { p.f. } \int_{S_{s}} \boldsymbol{W}^{+}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot \boldsymbol{u}^{\mathrm{sc}}(\boldsymbol{y}, \tau) d S_{y} d \tau \\
& -\int_{0}^{t} \text { p.f. } \int_{S_{c}^{+}} \boldsymbol{W}^{+}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot[\boldsymbol{u}](\boldsymbol{y}, \tau) d S_{y} d \tau \quad \boldsymbol{x} \in S_{s}, S_{c}^{+} \tag{5.12}
\end{align*}
$$

Taking the free-field of traction $\boldsymbol{t}^{\text {free }}\left(\equiv \boldsymbol{t}-\boldsymbol{t}^{\mathrm{sc}}\right)$ into account, we can obtain the following expression:

$$
\begin{align*}
& \boldsymbol{t}^{+}(\boldsymbol{x}, t)=\boldsymbol{t}^{\mathrm{free} ;+}(\boldsymbol{x}, t)-\int_{0}^{t} \text { p.f. } \int_{S_{s}} \boldsymbol{W}^{+}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot \boldsymbol{u}^{\mathrm{sc}}(\boldsymbol{y}, \tau) d S_{y} d \tau \\
& \quad-\int_{0}^{t} \text { p.f. } \int_{S_{c}^{+}} \boldsymbol{W}^{+}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot[\boldsymbol{u}](\boldsymbol{y}, \tau) d S_{y} d \tau \quad \boldsymbol{x} \in S_{s}, S_{c}^{+} \tag{5.13}
\end{align*}
$$

where $\boldsymbol{t}^{\text {free }}$ consists of incident and reflected waves and satisfies governing equation (5.1) and boundary condition (5.10). The variational formulation corresponding to Eq. (5.13) can be derived using the weight function $\psi$ as follows:

$$
\begin{align*}
\int_{S_{c}^{+}} \psi(\boldsymbol{x}) \boldsymbol{t}^{+}(\boldsymbol{x}, & t) d S_{x}=\int_{S_{c}^{+}} \psi(\boldsymbol{x}) \boldsymbol{t}^{\mathrm{free} ;+}(\boldsymbol{x}, t) d S_{x} \\
& -\int_{0}^{t} \int_{S_{s} \cup S_{c}^{+}} \psi(\boldsymbol{x}) \text { p.f. } \int_{S_{s}} \boldsymbol{W}^{+}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot \boldsymbol{u}^{\mathrm{sc}}(\boldsymbol{y}, \tau) d S_{y} d S_{x} d \tau \\
& -\int_{0}^{t} \int_{S_{s} \cup S_{c}^{+}} \psi(\boldsymbol{x}) \text { p.f. } \int_{S_{c}^{+}} \boldsymbol{W}^{+}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot[\boldsymbol{u}](\boldsymbol{y}, \tau) d S_{y} d S_{x} d \tau . \tag{5.14}
\end{align*}
$$

The scattered wave $\boldsymbol{u}^{\mathrm{sc}}$ is used for the variable on free-surface, while the COD $[\boldsymbol{u}]$ is the one on crack face as shown in Eq. (5.14). Considering appropriate boundary conditions on crack face, Eqs. (5.9) and (5.14) can be solved numerically. In order to accurately evaluate the p.f. integral which contains the hypersingular kernel, the regularization technique is used for relaxing the singularity.

### 5.2. Regularization of BIE

In this section, the regularization of hypersingular BIE is presented. The superscript + is hereinafter omitted in this chapter.

According to [93], the second term in the right-hand side of Eq. (5.9) can be regularized from p.f. integral to p.v. one as follows:

$$
\begin{align*}
& \int_{0}^{t} \int_{S} \psi(\boldsymbol{x}) \text { p.f. } \int_{S} W_{b j}(\boldsymbol{x}, \boldsymbol{y}, t-\tau)\left[u_{j}\right](\boldsymbol{y}, \tau) d S_{y} d S_{x} d \tau \\
& \quad=e_{d e} e_{c k} C_{b a i c} \int_{0}^{t} \int_{S} \psi(\boldsymbol{x}) n_{a}(\boldsymbol{x}) \text { p.v. } \int_{S} \Sigma_{i k j}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) n_{e}(\boldsymbol{y}) \frac{\partial\left[u_{j}\right](\boldsymbol{y}, \tau)}{\partial y_{d}} d S_{y} d S_{x} d \tau \\
& \quad-\rho C_{b a i c} \int_{0}^{t} \int_{S} \psi(\boldsymbol{x}) n_{a}(\boldsymbol{x}) \int_{S} \ddot{U}_{i j}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) n_{c}(\boldsymbol{y})\left[u_{j}\right](\boldsymbol{y}, \tau) d S_{y} d S_{x} d \tau \\
& \quad-e_{c k} C_{b a i c} \int_{0}^{t} \int_{S} \psi(\boldsymbol{x}) n_{a}(\boldsymbol{x}) \int_{S} s_{d}(\boldsymbol{y}) \frac{\partial}{\partial y_{d}}\left[\Sigma_{i k j}(\boldsymbol{x}, \boldsymbol{y}, t-\tau)\left[u_{j}\right](\boldsymbol{y}, \tau)\right] d S_{y} d S_{x} d \tau \tag{5.15}
\end{align*}
$$

where $e_{i j}$ is a component of the 2-D permutation tensor. $\Sigma$ is the fundamental solution with respect to stress and has an singularity of order $1 / r$ as $r \downarrow 0$ (so-called strong singularity). Note that this singularity is not related with stress singularity at crack tips and sometimes called non-physical singularity. The third term in the right-hand side of Eq. (5.15) contains the tangential derivative $s_{d}(\boldsymbol{y}) \partial / \partial y_{d}$ and vanishes when $[\boldsymbol{u}]$ is equal to zero at the edges of boundary $S$ as described in Eq. (5.3). It therefore vanishes in the case that crack is located on the inside of material.

Now, we show the regularized BIEs corresponding to Eqs. (5.9) and (5.14). The regularized BIE for the scattering problem by cracks in an infinite domain can be obtained as follows:

$$
\begin{align*}
& \int_{S} \psi(\boldsymbol{x}) t_{b}(\boldsymbol{x}, t) d S_{x}=\int_{S} \psi(\boldsymbol{x}) t_{b}^{\mathrm{in}}(\boldsymbol{x}, t) d S_{x} \\
& \quad+e_{d e} e_{c k} C_{b a i c} \int_{0}^{t} \int_{S} \psi(\boldsymbol{x}) n_{a}(\boldsymbol{x}) \text { p.v. } \int_{S} \Sigma_{i k j}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) n_{e}(\boldsymbol{y}) \frac{\partial\left[u_{j}\right](\boldsymbol{y}, \tau)}{\partial y_{d}} d S_{y} d S_{x} d \tau \\
& \quad-\rho C_{b a i c} \int_{0}^{t} \int_{S} \psi(\boldsymbol{x}) n_{a}(\boldsymbol{x}) \int_{S} \ddot{U}_{i j}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) n_{c}(\boldsymbol{y})\left[u_{j}\right](\boldsymbol{y}, \tau) d S_{y} d S_{x} d \tau \tag{5.16}
\end{align*}
$$

where boundary condition (5.3) is used. On the other hand, the regularized BIE for the scattering problem by surface breaking cracks in an elastic half-space can be written as follows:

## 5. 2-D Simulation of Nonlinear Ultrasonic Waves Due to Interior and Surface Breaking Cracks



Figure 5.3.: Spatial shape functions with respect to displacement and traction for a crack in an infinite domain.

$$
\begin{align*}
& \int_{S_{c}} \psi(\boldsymbol{x}) t_{b}(\boldsymbol{x}, t) d S_{x}=\int_{S_{c}} \psi(\boldsymbol{x}) t_{b}^{\mathrm{free}}(\boldsymbol{x}, t) d S_{x} \\
& +e_{d e} e_{c k} C_{b a i c} \int_{0}^{t} \int_{S_{s} \cup S_{c}} \psi(\boldsymbol{x}) n_{a}(\boldsymbol{x}) \text { p.v. } \int_{S_{s}} \Sigma_{i k j}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) n_{e}(\boldsymbol{y}) \frac{\partial u_{j}^{\mathrm{sc}}(\boldsymbol{y}, \tau)}{\partial y_{d}} d S_{y} d S_{x} d \tau \\
& -\rho C_{\text {baic }} \int_{0}^{t} \int_{S_{s} \cup S_{c}} \psi(\boldsymbol{x}) n_{a}(\boldsymbol{x}) \int_{S_{s}} \ddot{U}_{i j}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) n_{c}(\boldsymbol{y}) u_{j}^{\mathrm{sc}}(\boldsymbol{y}, \tau) d S_{y} d S_{x} d \tau \\
& -e_{c k} C_{b a i c} \int_{0}^{t} \int_{S_{s} \cup S_{c}} \psi(\boldsymbol{x}) n_{a}(\boldsymbol{x}) \int_{S_{s}} s_{d}(\boldsymbol{y}) \frac{\partial}{\partial y_{d}}\left[\Sigma_{i k j}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) u_{j}^{\mathrm{sc}}(\boldsymbol{y}, \tau)\right] d S_{y} d S_{x} d \tau \\
& +e_{d e} e_{c k} C_{b a i c} \int_{0}^{t} \int_{S_{s} \cup S_{c}} \psi(\boldsymbol{x}) n_{a}(\boldsymbol{x}) \text { p.v. } \int_{S_{c}} \Sigma_{i k j}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) n_{e}(\boldsymbol{y}) \frac{\partial\left[u_{j}\right](\boldsymbol{y}, \tau)}{\partial y_{d}} d S_{y} d S_{x} d \tau \\
& -\rho C_{\text {baic }} \int_{0}^{t} \int_{S_{s} \cup S_{c}} \psi(\boldsymbol{x}) n_{a}(\boldsymbol{x}) \int_{S_{c}} \ddot{U}_{i j}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) n_{c}(\boldsymbol{y})\left[u_{j}\right](\boldsymbol{y}, \tau) d S_{y} d S_{x} d \tau \\
& -e_{c k} C_{b a i c} \int_{0}^{t} \int_{S_{s} \cup S_{c}} \psi(\boldsymbol{x}) n_{a}(\boldsymbol{x}) \int_{S_{c}} s_{d}(\boldsymbol{y}) \frac{\partial}{\partial y_{d}}\left[\Sigma_{i k j}(\boldsymbol{x}, \boldsymbol{y}, t-\tau)\left[u_{j}\right](\boldsymbol{y}, \tau)\right] d S_{y} d S_{x} d \tau . \tag{5.17}
\end{align*}
$$

### 5.3. Discretization of BIE

Next, the time and spatial discretization using the IRK based-CQM [48] and Galerkin method, respectively, is presented. In this study, we use straight-line elements for division of surfaces, $S$, $S_{c}$, and $S_{s}$. For interpolation of quantities, different shape functions between displacement and traction are taken because we consider the continuity and discontinuity of displacement and traction between two adjacent elements, respectively. Specifically, the piecewise linear interpolation and tip element are used for $[\boldsymbol{u}]$ and $\boldsymbol{u}^{\text {sc }}$, and $\boldsymbol{t}$ is interpolated by the piecewise constant shape function. The shape functions with respect to these variables for a crack in an infinite domain are presented in Fig. 5.3. Using the Galerkin method, the weight functions $\psi$ are taken to be same as the corresponding shape functions of variable considered in each BIE. Therefore, $\psi$ is different between BIEs for displacement and traction.

### 5.3.1. Scattering problem by cracks in infinite domain

First, we discretize the BIE for scattering problems by cracks in an infinite domain. If the boundary $S$ in Eq. (5.16) is divided into $M_{e}$ straight-line elements consisting of $M_{d}$ nodal points, the discretized BIEs for $[\boldsymbol{u}]$ and $\boldsymbol{t}$ at $n$-th and $i$-th sub-step in time can be written as follows:

$$
\begin{align*}
& \sum_{j=1}^{m} \sum_{J=1}^{M_{d}} \mathcal{W}_{I J}^{i j ; 0} \cdot[\boldsymbol{u}]_{J}^{j ; n}=-\sum_{\alpha=1}^{M_{e}} \boldsymbol{t}_{\alpha}^{i ; n} \phi_{\alpha}^{t} \int_{\operatorname{supp}\left(\phi_{I}^{u}\right) \cap S_{\alpha}} \phi_{I}^{u}(\boldsymbol{x}) d S_{x} \\
&+\int_{\operatorname{supp}\left(\phi_{I}^{u}\right)} \phi_{I}^{u}(\boldsymbol{x}) \boldsymbol{t}^{\mathrm{in}}\left(\boldsymbol{x},\left(n+c_{i}\right) \Delta t\right) d S_{x}-\sum_{k=0}^{n-1} \sum_{j=1}^{m} \sum_{J=1}^{M_{d}} \mathcal{W}_{I J}^{i j ; n-k} \cdot[\boldsymbol{u}]_{J}^{j ; k},  \tag{5.18}\\
& \boldsymbol{t}_{\alpha}^{i ; n} \phi_{\alpha}^{t} \phi_{\alpha}^{t} \int_{S_{\alpha}} d S_{x}=\phi_{\alpha}^{t} \int_{S_{\alpha}} \boldsymbol{t}^{\mathrm{in}}\left(\boldsymbol{x},\left(n+c_{i}\right) \Delta t\right) d S_{x}-\sum_{k=0}^{n} \sum_{j=1}^{m} \sum_{J=1}^{M_{d}} \tilde{\mathcal{W}}_{\alpha J}^{i j ; n-k} \cdot[\boldsymbol{u}]_{J}^{j ; k}, \tag{5.19}
\end{align*}
$$

where subscripts $I$ and $J$ indicate the indices of nodal point. In addition, $\operatorname{supp}(\phi)$ denotes the support of $\phi$, and $\int_{S_{\alpha}} d S_{x}$ in the left hand side of Eq. (5.19) is equal to the length of $\alpha$-th element. The specific expressions of $[\boldsymbol{u}]_{I}^{i ; n}$ and $\boldsymbol{t}_{\alpha}^{i ; n}$ are

$$
[\boldsymbol{u}]_{I}^{i ; n}=[\boldsymbol{u}]\left(\boldsymbol{x}_{I},\left(n+c_{i}\right) \Delta t\right), \quad \boldsymbol{t}_{\alpha}^{i ; n}=\boldsymbol{t}\left(\boldsymbol{x}_{\alpha},\left(n+c_{i}\right) \Delta t\right)
$$

where $\boldsymbol{x}_{I}$ is the position vector of $I$-th nodal point. The influence functions $\mathcal{W}_{I J}^{i j ; \kappa}$ and $\tilde{\mathcal{W}}_{\alpha J}^{i j ; \kappa}$ in Eqs. (5.18) and (5.19) are given by

$$
\begin{align*}
& \mathcal{W}_{I J}^{i j ; \kappa}=\tilde{\mathcal{F}}_{l \kappa}^{-1}\left[\sum_{\beta=1}^{m}\left(\boldsymbol{E}_{\beta}\left(\zeta_{l}\right)\right)_{i j} \int_{\operatorname{supp}\left(\phi_{I}^{u}\right)} \phi_{I}^{u}(\boldsymbol{x}) \mathrm{W}_{J}^{\beta ; l}(\boldsymbol{x}) d S_{x}\right]  \tag{5.20}\\
& \tilde{\mathcal{W}}_{\alpha J}^{i j ; \kappa}=\tilde{\mathcal{F}}_{l \kappa}^{-1}\left[\sum_{\beta=1}^{m}\left(\boldsymbol{E}_{\beta}\left(\zeta_{l}\right)\right)_{i j} \phi_{\alpha}^{t} \int_{S_{\alpha}} \mathrm{W}_{J}^{\beta ; l}(\boldsymbol{x}) d S_{x}\right] \tag{5.21}
\end{align*}
$$

where

$$
\begin{align*}
\left(\mathrm{W}_{J}^{\beta ; l}(\boldsymbol{x})\right)_{b j}= & e_{d e} e_{c k} C_{b a i c} n_{a}(\boldsymbol{x}) \mathrm{p} \cdot \mathrm{v} \cdot \int_{\operatorname{supp}\left(\phi_{J}^{u}\right)} \hat{\Sigma}_{i k j}\left(\boldsymbol{x}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) n_{e}(\boldsymbol{y}) \frac{\partial \phi_{J}^{u}(\boldsymbol{y})}{\partial y_{d}} d S_{y} \\
& -\rho\left(\lambda_{\beta}^{l}\right)^{2} C_{b a i c} n_{a}(\boldsymbol{x}) \int_{\operatorname{supp}\left(\phi_{J}^{u}\right)} \hat{U}_{i j}\left(\boldsymbol{x}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) n_{c}(\boldsymbol{y}) \phi_{J}^{u}(\boldsymbol{y}) d S_{y} \\
& -e_{c k} n_{a}(\boldsymbol{x}) C_{b a i c} \int_{\operatorname{supp}\left(\phi_{J}^{u}\right)} s_{d}(\boldsymbol{y}) \frac{\partial}{\partial y_{d}}\left[\hat{\Sigma}_{i k j}\left(\boldsymbol{x}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) \phi_{J}^{u}(\boldsymbol{y})\right] d S_{y} . \tag{5.22}
\end{align*}
$$

In Eq. (5.22), $\hat{\boldsymbol{U}}$ and $\hat{\boldsymbol{\Sigma}}$ are the 2-D fundamental solutions corresponding to displacement and stress in Laplace-domain. Note that the underlined term in the right-hand side of Eq. (5.22) is canceled by boundary condition (5.3) for a crack on the inside of materials.

In this study, we use two types of special shape functions for displacement $\phi_{T_{1}}^{u}$ and $\phi_{T_{2}}^{u}$ on the tip elements (see Fig. 5.3) in order to describe the proper behavior of COD at the crack tip. If $\boldsymbol{y}_{1}$ and
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$\boldsymbol{y}_{2}$ are the left and right edges of element, respectively, the specific expressions of $\phi_{T_{1}}^{u}$ and $\phi_{T_{2}}^{u}$ are shown as follows:

$$
\phi_{T_{1}}^{u}(\boldsymbol{y})=\sqrt{\frac{\left|\boldsymbol{y}-\boldsymbol{y}_{1}\right|}{\left|\boldsymbol{y}_{2}-\boldsymbol{y}_{1}\right|}}, \quad \phi_{T_{2}}^{u}(\boldsymbol{y})=\sqrt{\frac{\left|\boldsymbol{y}-\boldsymbol{y}_{2}\right|}{\left|\boldsymbol{y}_{1}-\boldsymbol{y}_{2}\right|}} .
$$

Note that the derivatives of shape functions on tip elements have additional singularity of order $1 / \sqrt{r}$ corresponding to the stress singularity as $\boldsymbol{y} \rightarrow \partial S$. Therefore, the coordinate transformation is used for the first term in the right-hand side of Eq. (5.22) before the numerical integration using the standard Gaussian quadrature.

We summarize the procedure of transformation as follows:

1. The interval of integration over the line element is transformed from $\left[\boldsymbol{y}_{1}, \boldsymbol{y}_{2}\right]$ to $[0,1]$. If the kernel function is $A(\boldsymbol{y})$, the integral is transformed as follows:

$$
\begin{equation*}
\int_{\boldsymbol{y}_{1}}^{\boldsymbol{y}_{2}} A(\boldsymbol{y}) d S_{y}=l_{e} \int_{0}^{1} A(l) d l, \tag{5.23}
\end{equation*}
$$

where $l_{e}=\left|\boldsymbol{y}_{2}-\boldsymbol{y}_{1}\right|$, and $\boldsymbol{y}=\boldsymbol{y}_{1}+\left(\boldsymbol{y}_{2}-\boldsymbol{y}_{1}\right) l$.
2. The integral variable $l$ is changed to appropriate one $l^{*}$ considering the location of crack tip. When the crack tip is located at $l=0$, the relation between $l$ and $l^{*}$ is taken as

$$
l=\left(l^{*}\right)^{2}, \quad J^{*}\left(l^{*}\right)=2 l^{*},
$$

where $J^{*}$ is the Jacobian corresponding to coordinate transformation as $l$ to $l^{*}$. On the other hand,

$$
l=1-\left(1-l^{*}\right)^{2}, \quad J^{*}\left(l^{*}\right)=2\left(1-l^{*}\right)
$$

for the case that the crack tip is located at $l=1$. Then, the Jacobian corresponding to each $l^{*}$ can cancel the singularity of order $1 / \sqrt{r}$, and Eq. (5.23) is rewritten as follows:

$$
\begin{equation*}
l_{e} \int_{0}^{1} A(l) d l=l_{e} \int_{0}^{1} A\left(l^{*}\right) J^{*}\left(l^{*}\right) d l^{*} \tag{5.24}
\end{equation*}
$$

3. In order to use the standard Gaussian quadrature, $l^{*}$ is transformed to $f$ with interval $[-1,1]$ as follows:

$$
\begin{equation*}
l_{e} \int_{0}^{1} A\left(l^{*}\right) J^{*}\left(l^{*}\right) d l^{*}=\frac{1}{2} l_{e} \int_{-1}^{1} A(f) J^{*}(f) d f, \tag{5.25}
\end{equation*}
$$

where $f$ is given by $l^{*}=(f+1) / 2$. Using Eq. (5.25), the integrals of $\hat{\boldsymbol{\Sigma}}$ for tip elements can be evaluated accurately.
In this study, all integrals of static parts of $\hat{\boldsymbol{U}}$ and $\hat{\boldsymbol{\Sigma}}$ are analytically calculated.


Figure 5.4.: (a) Double node model and (b) triple node model for connection point between surface breaking crack and free-surface.

### 5.3.2. Scattering problem by surface breaking cracks in half-space

Second, we discretize the BIE for scattering problems by a surface breaking crack in an elastic halfspace. For the connection point between the surface breaking crack and free-surface, we need to consider discontinuity of displacement. The double node model as depicted in Fig. 5.4 (a) is usually utilized for this type of problem, where square nodal points are in the same position. If we use the double node model, boundaries $S_{s}$ and $S_{c}$ are considered as continuous and closed. Therefore, the fourth and seventh terms in the right-hand side of Eq. (5.17) can be canceled. However, the triple node model as depicted in Fig. 5.4 (b) is utilized in this study because the manageability of nonlinear iterative calculation becomes much easier than the case of double node model.

If the boundaries $S_{c}$ and $S_{s}$ in Eq. (5.16) is divided into $M_{c}$ and $M_{s}$ straight-line elements consisting of $M_{d}$ nodal points, the discretized BIEs for $[\boldsymbol{u}]$ and $\boldsymbol{u}^{\text {sc }}$, and $\boldsymbol{t}$ at $n$-th and $i$-th sub-step in time are written as follows:

$$
\begin{align*}
& \sum_{j=1}^{m} \sum_{J=1}^{M_{d}} \mathcal{W}_{I J}^{i j ; 0} \cdot \boldsymbol{v}_{J}^{j ; n}=-\sum_{\alpha=1}^{M_{c}} \boldsymbol{t}_{\alpha}^{i ; n} \phi_{\alpha}^{t} \int_{\operatorname{supp}\left(\phi_{I}^{u}\right) \cap S_{\alpha}} \phi_{I}^{u}(\boldsymbol{x}) d S_{x} \\
& \quad+\int_{\operatorname{supp}\left(\phi_{I}^{u}\right)} \phi_{I}^{u}(\boldsymbol{x}) \boldsymbol{t}^{\mathrm{free}}\left(\boldsymbol{x},\left(n+c_{i}\right) \Delta t\right) d S_{x}-\sum_{k=0}^{n-1} \sum_{j=1}^{m} \sum_{J=1}^{M_{d}} \mathcal{W}_{I J}^{i j ; n-k} \cdot \boldsymbol{v}_{J}^{j ; k}  \tag{5.26}\\
& \boldsymbol{t}_{\alpha}^{i ; n} \phi_{\alpha}^{t} \phi_{\alpha}^{t} \int_{S_{\alpha}} d S_{x}=\phi_{\alpha}^{t} \int_{S_{\alpha}} \boldsymbol{t}^{\mathrm{free}}\left(\boldsymbol{x},\left(n+c_{i}\right) \Delta t\right) d S_{x}-\sum_{k=0}^{n} \sum_{j=1}^{m} \sum_{J=1}^{M_{d}} \tilde{\mathcal{W}}_{\alpha J}^{i j ; n-k} \cdot \boldsymbol{v}_{J}^{j ; k} \tag{5.27}
\end{align*}
$$

In Eqs. (5.26) and (5.27),

$$
\boldsymbol{v}_{I}^{i ; n}=\left\{\begin{array}{l}
{[\boldsymbol{u}]_{I}^{i ; n}} \\
\boldsymbol{u}_{I}^{\mathrm{sc} ; i ; n}
\end{array}\right\} \text { when } I \text {-th nodal point belongs to }\left\{\begin{array}{c}
S_{c} \\
S_{s}
\end{array}\right\}
$$

For the calculation of influence functions in Eqs. (5.26) and (5.27), the underlined term in the right-hand side of Eq. (5.22) has to be evaluated. This term can be modified into the following
expression and easily evaluated for 2-D problems.

$$
\begin{align*}
e_{c k} n_{a}(\boldsymbol{x}) C_{b a i c} & \int_{\operatorname{supp}\left(\phi_{J}^{u}\right)} s_{d}(\boldsymbol{y}) \frac{\partial}{\partial y_{d}}\left[\hat{\Sigma}_{i k j}\left(\boldsymbol{x}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) \phi_{J}^{u}(\boldsymbol{y})\right] d S_{y} \\
& =e_{c k} n_{a}(\boldsymbol{x}) C_{b a i c} \sum_{S_{e} \in \operatorname{supp}\left(\phi_{J}^{u}\right)} \int_{S_{e}} s_{d}(\boldsymbol{y}) \frac{\partial}{\partial y_{d}}\left[\hat{\Sigma}_{i k j}\left(\boldsymbol{x}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) \phi_{J}^{u}(\boldsymbol{y})\right] d S_{y} \\
& =e_{c k} n_{a}(\boldsymbol{x}) C_{b a i c} \sum_{S_{e} \in \operatorname{supp}\left(\phi_{J}^{u}\right)}\left[\hat{\Sigma}_{i k j}\left(\boldsymbol{x}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) \phi_{J}^{u}(\boldsymbol{y})\right]_{\boldsymbol{y}=\boldsymbol{y}_{1}}^{\boldsymbol{y}=\boldsymbol{y}_{2}} \tag{5.28}
\end{align*}
$$

where $S_{e}$ is an element area and has the interval $\left[\boldsymbol{y}_{1}, \boldsymbol{y}_{2}\right]$.

### 5.4. Nonlinear boundary conditions and numerical procedure

The nonlinear boundary conditions on crack faces are different from the ones for an interface crack in Section 4.2.1 because this problem is 2-D, and the formulations and variables are different. Therefore, the nonlinear boundary conditions and numerical procedure are briefly presented in this section.

In order to simultaneously solve BIEs (5.18) and (5.19), the appropriate boundary conditions should be selected at each time step. We also consider three types of state in a similar way to Section 4.2.1. The boundary conditions for separation, stick, and slip states are summarized as follows:

$$
\left\{\begin{array}{lll}
\boldsymbol{t}=\mathbf{0} & \text { : separation }  \tag{5.29a}\\
{[\boldsymbol{u}] \cdot \boldsymbol{n}=u_{g},} & {[\dot{\boldsymbol{u}}] \cdot \boldsymbol{s}=0} & \text { : stick } \\
{[\boldsymbol{u}] \cdot \boldsymbol{n}=u_{g},} & \boldsymbol{t} \cdot \boldsymbol{s}=\operatorname{sgn}([\dot{\boldsymbol{u}}] \cdot \boldsymbol{s}) \mu_{d} \boldsymbol{t} \cdot \boldsymbol{n} & : \text { slip }
\end{array}\right.
$$

As shown in Eq. (5.29c), the slip direction in the 2-D problem is positive or negative, and its evaluation is easier than the 3-D case.

The transition conditions for the iterative calculation are summarized as follows:

$$
\begin{cases}{[\boldsymbol{u}] \cdot \boldsymbol{n} \geq u_{g}} & : \text { separation } \rightarrow \text { stick }  \tag{5.30a}\\ \boldsymbol{t} \cdot \boldsymbol{n}>0 & : \text { stick or slip } \rightarrow \text { separation } \\ |\boldsymbol{t} \cdot \boldsymbol{s}| \geq \mu_{s}|\boldsymbol{t} \cdot \boldsymbol{n}| & : \text { stick } \rightarrow \text { slip } \\ ([\dot{\boldsymbol{u}}] \cdot \boldsymbol{s}) /\left([\dot{\boldsymbol{u}}]^{\text {prev }} \cdot \boldsymbol{s}\right) \leq 0 & : \text { slip } \rightarrow \text { stick. }\end{cases}
$$

Eq. (5.30a) indicates that the phase is changed from separation to stick when the crack faces overlap. Eq. (5.30b) means that the normal tensile force to the crack face opens it. The right-hand side of Eq. (5.30c) corresponds to the maximum static friction force. The crack faces begin to slide relatively in the Coulomb friction law when the absolute value of tangential force exceeds the maximum static friction one. The transition condition from slip to stick is considered as $[\dot{\boldsymbol{u}}] \cdot \boldsymbol{s}=0$ in practice. However, it is difficult to satisfy this condition in numerical simulation. Therefore, we assume that


Figure 5.5.: A straight-line crack subjected to an incident plane wave.
the direction change of relatively tangential movement is "stop condition" as shown in Eq. (5.30d). If the left inequalities in Eq. (5.30) are satisfied, the corresponding right transition occurs.

Using boundary conditions (5.29), discretized BIEs (5.18) and (5.19) can be simultaneously solved. The iterative algorithm is similar to the case of interface crack in Section 4.3. In addition, discretized BIEs (5.18) and (5.19) are modified for the velocity of displacement tangential to the crack face as well as Section 4.2.2. The scattering problems by surface breaking cracks are also solved in a similar way to the one by cracks in an infinite elastic solid.

### 5.5. Numerical results

In this section, numerical results of the proposed IRK-based CQ-BEM are presented. Before the sub-harmonic generation, the linear problem is first solved in order to verify the proposed method for the crack problem. Second, the higher-harmonic simulation is conducted to validate the contact model of crack faces. Finally, numerical results of sub-harmonic generation due to cracks in an infinite domain and a surface breaking crack in a half-space are presented. The non-accelerated CQ-BEM with RK2 is used for all numerical simulations in this section.

### 5.5.1. Linear problem

In advance of the nonlinear ultrasonic simulation, the numerical results for the traction-free crack are shown in order to verify the proposed IRK-based CQ-BEM. We compute the stress intensity factor (SIF) of mode I for straight-line crack subjected to an incident plane $P$ wave as depicted in Fig. 5.5, where $a$ is the half length of a crack. The incident plane P wave is defined by the monotonically increasing function as follows:

$$
\begin{equation*}
\boldsymbol{u}^{\mathrm{in}}(\boldsymbol{x}, t)=-u_{0} \boldsymbol{d}_{L} \frac{c_{L}}{a}\left(t-\frac{\boldsymbol{p} \cdot(\boldsymbol{x}-\boldsymbol{\chi})}{c_{L}}\right) H\left(t-\frac{\boldsymbol{p} \cdot(\boldsymbol{x}-\boldsymbol{\chi})}{c_{L}}\right) . \tag{5.31}
\end{equation*}
$$

$\boldsymbol{p}, \boldsymbol{d}_{L}$, and $\chi$ are given by $\boldsymbol{p}=\boldsymbol{d}_{L}=\left(\sin \theta^{\mathrm{in}}, \cos \theta^{\mathrm{in}}\right)$ and $\boldsymbol{\chi}=(-a, 0)$ in this simulation, respectively. The crack surface $S$ is divided into 40 boundary elements, time increment $\Delta t$ is taken


Figure 5.6.: Time variations of dynamic SIF of mode I when $\theta^{\text {in }}=30^{\circ}$.
as $c_{T} \Delta / a=0.05$, and Poisson's ratio $\nu$ is given by $\nu=0.25$. The mode I dynamic SIF can be calculated from COD near the crack tip as follows:

$$
\begin{equation*}
K_{I}(t)=-\frac{\mu \sqrt{2 \pi}}{4(1-\nu)} \lim _{\varepsilon \rightarrow 0} \frac{1}{\sqrt{\varepsilon}}[\boldsymbol{u}](\varepsilon, t) \cdot \boldsymbol{n}(\varepsilon) \tag{5.32}
\end{equation*}
$$

where $\varepsilon$ is the distance from the crack tip.
Time histories of dynamic SIF of mode I corresponding to the crack tips at $x_{1} / a=-1.0$ and 1.0 are shown in Fig. 5.6 when a straight-line crack is subjected to an incident plane P wave with $\theta^{\text {in }}=30^{\circ}$. The dynamic SIFs shown here are normalized by the exact solution of static problems $K_{I}^{\text {st }}=\sigma_{22} \sqrt{\pi a}$. The short time exact solutions for this problem have been obtained by Thau and Lu [94], and they are plotted in the same figure for comparison. Both numerical solutions are in good agreement with the exact ones and converge to the static exact ones over time. Therefore, the scattering problem by a crack can be accurately solved using the proposed IRK-based CQ-BEM.

### 5.5.2. Higher-harmonic simulation

In order to validate the contact model of crack face, the numerical results of higher-harmonic simulation are presented in this section. The analysis model in Fig. 5.5 is also used for this simulation, and we confirm that our model can reproduce the clapping motion and friction on crack faces. $\theta^{\text {in }}$ is given by $\theta^{\text {in }}=0^{\circ}$ here because fundamental motions on crack faces are investigated. The following sinusoidal burst wave with $n^{\text {in }}$ cycles is used as the incident wave for this simulation.

$$
\left\{\begin{array}{l}
\boldsymbol{u}^{\mathrm{in}}(\boldsymbol{x}, t)=u_{0} \boldsymbol{d}_{\varphi} \sin \left(2 \pi \Lambda_{\varphi}\right) H\left(\Lambda_{\varphi}\right) H\left(n^{\mathrm{in}}-\Lambda_{\varphi}\right)  \tag{5.33a}\\
\Lambda_{\varphi}=f^{\mathrm{in}}\left(t-\frac{\boldsymbol{p} \cdot(\boldsymbol{x}-\chi)}{c_{\varphi}}\right)
\end{array}\right.
$$

where $\varphi=L$ or $T$ because of the 2-D problem. The far-field approximated scattered wave is used for the spectrum analysis of scattered wave (see Appendix B). The time increment is taken as $f^{\text {in }} \Delta t=0.05$, and Poisson's ratio of base material is given by $\nu=0.3$ supposing steel. The friction coefficients are thus given by the top row of Table 4.2. $n^{\text {in }}$ is taken as $n^{\text {in }}=30$ because we conduct transient analysis for a sufficiently long time and investigate nearly stationary vibration.

First, some numerical results of P wave incidence are presented when $\theta^{\mathrm{in}}=0^{\circ}, k_{T} a=3.0$, and $u_{g} / u_{0}=0.0$. Time histories of vertical COD at the center point of a crack is shown in Fig. 5.7 (a). On the other hand, time histories and normalized frequency spectra of far-field amplitude of backscattered P wave $\Omega_{L} /\left(u_{0} \sqrt{a}\right)$ in Fig. 5.7 (b), and (c), respectively. In thses figures, "linear" and "nonlinear" indicate the results obtained for the traction-free crack and the crack with contact boundary conditions, respectively. The small windows in the figures show the enlarged view of early parts. As shown in Fig. 5.7 (a), the vertical COD obtained by the presented model cannot take the negative value due to contact. From Fig. 5.7 (b), the waveform of $\Omega_{L} /\left(u_{0} \sqrt{a}\right)$ is distorted by the clapping motion. Therefore, its frequency spectrum contains the higher harmonic components as shown in Fig. 5.7 (c). It is known that all (2nd, 3rd, 4th, etc.) orders of higher-harmonic waves are generated for the normal incidence of P wave [89], and that is reproduced by the presented numerical simulation.

Second, numerical results of $S$ wave incidence are presented when $\theta^{\text {in }}=0^{\circ}, k_{T} a=3.0$, and $u_{g} / u_{0}=0.0$. In this case, the static compressive stress $\sigma^{\text {st }}$ is given over a crack uniformly in order to generate the dynamic friction force. $\sigma^{\text {st }}$ is given by $\sigma^{\text {st }} / \sigma_{0}=1.0$ here. If $\sigma^{\text {st }}$ does not cause COD due to contact of crack faces, $\sigma^{\text {st }}$ is only added into $\boldsymbol{t}^{\text {in }}$ or $\boldsymbol{t}^{\text {free }}$ in BIEs similarly to Chapter 4. Therefore, if we give $u_{g} / u_{0}$ as a parameter, $\sigma^{\text {st }} / \sigma_{0}$ is equal to zero in this study. The reverse is also true.

Time histories of tangential traction at the center point of a crack is shown in Fig. 5.8 (a). On the other hand, time histories and normalized frequency spectra of far-field amplitude of backscattered S wave $\Omega_{T} /\left(u_{0} \sqrt{a}\right)$ in Fig. 5.8 (b), and (c), respectively. As shown in Fig. 5.8 (a), the tangential traction becomes similar to square wave due to dynamic friction force. Therefore, the waveform of $\Omega_{T} /\left(u_{0} \sqrt{a}\right)$ is distorted and the amplitude becomes small as shown in Fig. 5.8 (b). From Fig. 5.8 (c), the 3rd higher-harmonic component is contained in the nonlinear case. It is known that odd order of higher-harmonic waves are generated due to pure shear motion with contact [89], and that is also reproduced. From the above, we can confirm that the presented numerical method can accurately simulate the clapping motion and dynamic friction on crack faces.

Finally, we investigate the characteristic of 2nd higher-harmonic generation varying pre-opening displacement $g$ or static compressive stress $\sigma^{\text {st }}$ when a straight-line crack is subjected to normal incidence of plane P wave. Normalized Fourier amplitudes corresponding to 2 nd higher-harmonic wave $A_{2 \omega} / A_{2 \omega}^{0}$ for each $k_{T} a$ varying $u_{g} / u_{0}$ and $\sigma^{\text {st }} / \sigma_{0}$ are shown in Fig. 5.9 (a) and (b), respectively. The behavior of $A_{2 \omega} / A_{2 \omega}^{0}$ varying $u_{g} / u_{0}$ is different among various $k_{T} a$ as shown in Fig. 5.9 (a). However, the maximum value of $A_{2 \omega} / A_{2 \omega}^{0}$ for each $k_{T} a$ is located at $u_{g} / u_{0}=0.0$. This is because contact of crack faces is strongly caused if $u_{g} / u_{0}$ is small. On the other hand, behavior of $A_{2 \omega} / A_{2 \omega}^{0}$ varying $\sigma^{\text {st }} / \sigma_{0}$ is different. The maximum value of $A_{2 \omega} / A_{2 \omega}^{0}$ in the case that about


Figure 5.7.: Time variations of (a) COD at the center point of a crack and (b) far-field amplitude of backscattered $P$ wave when a straight-line crack is subjected to an incident plane $P$ wave. (c) is normalized frequency spectrum of far-field amplitude.
$k_{T} a<1.2$ is located at $\sigma^{\text {st }} / \sigma_{0}=0.0$ as we can see Fig. 5.9 (b). However, the maximum value of $A_{2 \omega} / A_{2 \omega}^{0}$ for about $1.3<k_{T} a$ is located at $\sigma^{\text {st }} / \sigma_{0}>0.0$. In addition, the maximum value of $A_{2 \omega} / A_{2 \omega}^{0}$ is located at about $\sigma^{\text {st }} / \sigma_{0}=0.4$ when $3.0<k_{T} a<5.5$. In order to investigate the detail, the time histories of far-field amplitude of backscattered P wave $\Omega_{L} /\left(u_{0} \sqrt{a}\right)$ in the case that


Figure 5.8.: Time variations of (a) tangential traction at the center point of a crack and (b) far-field amplitude of backscattered $S$ wave when a straight-line crack is subjected to an incident plane S wave, and $\sigma^{\text {st }} / \sigma_{0}=1.0$. (c) is normalized frequency spectrum of far-field amplitude.
$k_{T} a=5.0$ are shown in Fig. 5.10. As shown in Fig. 5.10, the amplitude of $\Omega_{L} /\left(u_{0} \sqrt{a}\right)$ in the case that $\sigma^{\text {st }} / \sigma_{0}=0.4$ is comparatively small because the compressive static stress prevents crack faces from opening. However, the waveform is strongly distorted, and it is expected to contain many
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Figure 5.9.: Fourier amplitude corresponding to 2 nd higher-harmonic wave normalized by the one when $u_{g} / u_{0}=\sigma^{\text {st }} / \sigma_{0}=0.0$ for (a) various $k_{T} a$ and $u_{g} / u_{0}$, and (b) various $k_{T} a$ and $\sigma^{\text {st }} / \sigma_{0}$.


Figure 5.10.: Time variations of far-field amplitude of backscattered P wave when $k_{T} a=5.0$.
higher-harmonic components.
From the above, there is optimal static compressive stress for the 2nd higher-harmonic generation when $k_{T} a$ is comparatively large. The branch point $k_{T} a \simeq 1.2$ is almost same as the first mode quasi-eigenfrequency in the linear system. It has been pointed out by some researchers that there is optimal static compressive stress for the 2nd higher-harmonic generation [15, 70, 87]. However, the presented 2-D numerical simulation revealed that this phenomenon has relation to quasieigenfrequency of the linear system containing a crack.

### 5.5.3. Simulation of sub-harmonic waves due to interior cracks

Some numerical results of sub-harmonic generation by cracks in an infinite domain are shown here. We consider two types of model for the numerical simulations as depicted in Fig. 5.11. The first is


Figure 5.11.: Elastic wave scattering by (a) a half-sine-shaped crack and (b) two straight-line cracks arranged in parallel.
an incident wave scattering by a half-sine-shaped crack (Fig. 5.11 (a)), and the second is that by two cracks arranged in parallel (Fig. 5.11 (b)). In practice, it is not sure that cracks with the shape and arrangement presented here exist. However, our objective is to implement numerical simulations for the system in which the resonance is caused easily. In order to investigate the sub-harmonic generation in the case that contact boundary conditions on crack faces are added into such a system, the analysis models in Fig. 5.11 are selected in this study.

The time increment is taken as $f^{\text {in }} \Delta t=0.05$, and Poisson's ratio of base material is given by $\nu=0.3$ supposing steel. The friction coefficients are thus given by the top row of Table 4.2 . The cycle number of the incident wave $n^{\text {in }}$ is given by $n^{\text {in }}=30$.

## Sub-harmonic generation by a curved crack

First, numerical results obtained by solving the scattering problem by a curved crack as depicted in Fig. 5.11 (a) are shown. Fourier amplitude ratios of sub-harmonic component to fundamental one in backscattered P wave $A_{0.5 \omega} / A_{\omega}$ for various $k_{T} a$, $u_{g} / u_{0}$, and $\theta^{\text {in }}$ are shown in Figs. 5.12-5.16 when height $h / a$ is varying. The area enclosed by a white line in Fig. 5.16 indicates the condition under which we can observe the sub-harmonic generation. Therefore, we could not observe the sub-harmonic generation when $0.0 \leq h / a \leq 1.5$ as shown in Figs. 5.12-5.15. For the case that $h / a=2.0$ in Fig. 5.16, the sub-harmonic generation is caused under certain conditions except the symmetric case, i.e. $\theta^{\text {in }}=0^{\circ}$. For instance of the sub-harmonic generation, the time history and normalized frequency spectrum of far-field amplitude of backscattered P wave are shown in Fig. 5.17 when $k_{T} a=1.2, u_{g} / u_{0}=2.0, h / a=2.0$, and $\theta^{\text {in }}=60^{\circ}$. As shown in Fig. 5.17 (a), large and small amplitude is periodically repeated, and this motion becomes stable from the middle. This waveform is typical one which includes sub-harmonic components, and there is a clear peak corresponding to the sub-harmonic component in Fig. 5.17 (b). In this study, we define that subharmonic wave can be observed if such a waveform and frequency spectrum are confirmed. On the other hand, we could not observe the sub-harmonic generation even if $A_{0.5 \omega} / A_{\omega}$ is large in the
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Figure 5.12.: Fourier amplitude ratio of sub-harmonic frequency to fundamental one for various wavenumber $k_{T} a$, pre-opening displacement $u_{g} / u_{0}$, and incident angles $\theta^{\text {in }}$ when a half-sine-shaped crack is subjected to an incident plane P wave with $n^{\text {in }}=30(h / a=$ 0.0 ).


Figure 5.13.: Fourier amplitude ratio of sub-harmonic frequency to fundamental one for various wavenumber $k_{T} a$, pre-opening displacement $u_{g} / u_{0}$, and incident angles $\theta^{\text {in }}$ when a half-sine-shaped crack is subjected to an incident plane P wave with $n^{\text {in }}=30(h / a=$ $0.5)$.
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Figure 5.14.: Fourier amplitude ratio of sub-harmonic frequency to fundamental one for various wavenumber $k_{T} a$, pre-opening displacement $u_{g} / u_{0}$, and incident angles $\theta^{\text {in }}$ when a half-sine-shaped crack is subjected to an incident plane P wave with $n^{\text {in }}=30(h / a=$ 1.0).


Figure 5.15.: Fourier amplitude ratio of sub-harmonic frequency to fundamental one for various wavenumber $k_{T} a$, pre-opening displacement $u_{g} / u_{0}$, and incident angles $\theta^{\text {in }}$ when a half-sine-shaped crack is subjected to an incident plane P wave with $n^{\text {in }}=30(h / a=$ 1.5).
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Figure 5.16.: Fourier amplitude ratio of sub-harmonic frequency to fundamental one for various wavenumber $k_{T} a$, pre-opening displacement $u_{g} / u_{0}$, and incident angles $\theta^{\text {in }}$ when a half-sine-shaped crack is subjected to an incident plane P wave with $n^{\text {in }}=30(h / a=$ 2.0).


Figure 5.17.: (a) Time variation and (b) normalized frequency spectrum of far-field amplitude of backscattered $P$ wave when a curved crack is subjected to an incident plane $P$ wave ( $k_{T} a=1.2, u_{g} / u_{0}=2.0, h / a=2.0$, and $\theta^{\text {in }}=60^{\circ}$ ).
outside of white line. As an example of that, the time history and normalized frequency spectrum of far-field amplitude of backscattered P wave are shown in Fig. 5.18 when $k_{T} a=2.5, u_{g} / u_{0}=0.0$, $h / a=2.0$, and $\theta^{\text {in }}=60^{\circ}$. As shown in Fig. 5.18 (a), the waveform of $\Omega_{L} /\left(u_{0} \sqrt{a}\right)$ is strongly distorted, and the value of $A_{\omega}$ is considered as small. Although $A_{0.5 \omega} / A_{\omega}$ is comparatively large due to this fact, there is no peak corresponding to the sub-harmonic component as shown in Fig. 5.18 (b). In order to investigate the behavior of sub-harmonic generation varying $u_{g} / u_{0}, A_{0.5 \omega} / A_{\omega}$ for various $u_{g} / u_{0}$ is shown in Fig. 5.19 when $k_{T} a=1.2, h / a=2.0$, and $\theta^{\text {in }}=60^{\circ}$. As shown in Fig. 5.19, $A_{0.5 \omega} / A_{\omega}$ changes continuously without rapid fluctuation when $u_{g} / u_{0}$ is varying. In addition, the chaotic vibration, which has been observed in [88, 34], has never seen from the numerical results in this thesis.

In order to investigate the vibration around a crack when the sub-harmonic wave is generated, the displacement fields in the case that $k_{T} a=1.2, u_{g} / u_{0}=2.0, h / a=2.0$, and $\theta^{\text {in }}=60^{\circ}$ from $f^{\text {in }} t=20.0$ to 22.0 are presented in Fig. 5.20. The color depth of crack line indicates the phase of contact conditions as shown in the upper right of Fig. 5.20. These displacement fields are in the


Figure 5.18.: (a) Time variation and (b) normalized frequency spectrum of far-field amplitude of backscattered P wave when a curved crack is subjected to an incident plane P wave ( $k_{T} a=2.5, u_{g} / u_{0}=0.0, h / a=2.0$, and $\theta^{\text {in }}=60^{\circ}$ ).


Figure 5.19.: Fourier amplitude ratio of sub-harmonic frequency to fundamental one for various pre-opening displacement $u_{g} / u_{0}$ when $k_{T} a=1.2, h / a=2.0$, and $\theta^{\text {in }}=60^{\circ}$.
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Figure 5.20.: Displacement fields around a curved crack from $f^{\text {in }} t=20.0$ to 22.0 when $h / a=2.0$, $\theta^{\text {in }}=60^{\circ}, k_{T} a=1.2$, and $u_{g} / u_{0}=2.0$.


Figure 5.21.: Histories of displacement at points (a) C 1 and C 2 , and (b) C 3 and C 4 in the lower right of Fig. 5.20 from $f^{\text {in }} t=20.0$ to 22.0 when $h / a=2.0, \theta^{\text {in }}=60^{\circ}, k_{T} a=1.2$, and $u_{g} / u_{0}=2.0$.


Figure 5.22.: Histories of displacement at points $\mathrm{C} 1-\mathrm{C} 4$ in the lower right of Fig. 5.20 from $f^{\text {in }} t=$ 20.0 to 21.0 when $h / a=2.0, \theta^{\text {in }}=60^{\circ}, k_{T} a=1.2$, and (a) $u_{g} / u_{0}=0.5$ and (b) $u_{g} / u_{0}=3.0$.
nearly stationary vibration after the transient analysis is proceeded for a sufficiently long time. It can be obviously seen that the vibration period is double of $1 / f^{\text {in }}$, especially in the inner part of a curved crack. Focusing there, the large displacement to right is generated at $f^{\text {in }} t=20.0$, and the friction is caused on the right side of crack at around $f^{\text {in }} t=20.2$ to 20.4 . Then, the inner part is deformed to left with comparatively small amplitude at around $f^{\mathrm{in}} t=21.0$. This part begins to be deformed to right again at around $f^{\text {in }} t=21.6$, and the state of displacement fields eventually returns to the first one at $f^{\text {in }} t=22.0$. From the above, it seems that the torsional vibration with the double period of incident wave as shown in lower right of Fig. 5.20 is generated by the contact of crack faces.

Histories of displacement at points C1-C4 in lower right of Fig. 5.20 from $f^{\text {in }} t=20.0$ to 22.0 are shown in Fig. 5.21. The circle in the figure indicates the displacement at $f^{\text {in }} t=20.0$. As shown in Fig. 5.21 (a), the displacement orbits at points C 1 and C 2 are distorted, and the locations return to the positions at $f^{\text {in }} t=20.0$ spending double of $1 / f^{\mathrm{in}}$. The cause of these phenomena is the contact of crack faces because the displacement orbit of harmonic vibration must be ellipse with the
period $1 / f^{\text {in }}$. As shown in Fig. 5.21 (b), the torsional vibration like the lower right of Fig. 5.20 is observed at points C 3 and C 4 . In addition, the direction of displacement at point C 4 is rapidly changed because it is near the crack face. On the other hand, displacement orbits in the cases that the sub-harmonic generation could not be observed are presented in Fig. 5.22 for the time range from $f^{\text {in }} t=20.0$ to 21.0. Fig. 5.22 (a) shows the case that $u_{g} / u_{0}=0.5$, and it can be seen that the displacement orbits are distorted by contact of crack faces. However, all of these periods are $1 / f^{\text {in }}$ and different from ones in Fig. 5.21. The displacement orbit is almost ellipse with $1 / f^{\text {in }}$ period in the case that $u_{g} / u_{0}=3.0$ as shown in Fig. 5.22 (b) because contact of crack faces hardly occurs.

From the above, the torsional vibration is generated as sub-harmonic resonance under certain conditions for the model in Fig. 5.11 (a). As a result, the sub-harmonic wave is contained in the scattered wave.

## Sub-harmonic generation by two straight-line cracks arranged in parallel

Second, numerical results obtained by solving the scattering problem by two straight-line cracks in parallel as depicted in Fig. 5.11 (b) are shown. Fourier amplitude ratios of sub-harmonic component to fundamental one in backscattered P wave $A_{0.5 \omega} / A_{\omega}$ for various $k_{T} a, u_{g} / u_{0}$, and $\theta^{\text {in }}$ are shown in Figs. 5.23-5.25 when the interval between two cracks $h / a$ is varying. We could not observe the sub-harmonic generation when $h / a=1.5$ as shown in Fig. 5.25. For the cases that $h / a=0.5$ and 1.0 in Figs. 5.23 and 5.24, respectively, the sub-harmonic generation is caused under certain conditions except the case of parallel incidence to cracks, i.e. $\theta^{\text {in }}=90^{\circ}$. For instance of the subharmonic generation, the time history and normalized frequency spectrum of far-field amplitude of backscattered P wave are shown in Fig. 5.26 when $k_{T} a=2.5, u_{g} / u_{0}=2.0, h / a=0.5$, and $\theta^{\text {in }}=0^{\circ}$. As shown in Fig. 5.26, the waveform of $\Omega_{L} /\left(u_{0} \sqrt{a}\right)$ is the typical one which contains the sub-harmonic component, and there is a clear peak of $A_{0.5 \omega} / A_{\omega}$ in the frequency spectrum. $A_{0.5 \omega} / A_{\omega}$ for various $u_{g} / u_{0}$ is shown in Fig. 5.27 when $k_{T} a=2.5, h / a=0.5$, and $\theta^{\text {in }}=0^{\circ}$. In this case, $A_{0.5 \omega} / A_{\omega}$ also changes continuously as shown in Fig. 5.27.

In order to investigate the vibration around cracks when the sub-harmonic wave is generated, the displacement fields in the case that $k_{T} a=2.5, u_{g} / u_{0}=2.0, h / a=0.5$, and $\theta^{\text {in }}=0^{\circ}$ from $f^{\text {in }} t=20.0$ to 22.0 are presented in Fig. 5.28. It can be obviously seen that the vibration period is $2 / f^{\text {in }}$, especially at the part between two cracks. Focusing there, the large displacement appears upward at $f^{\mathrm{in}} t=20.0$, and the displacement becomes small at around $f^{\mathrm{in}} t=20.2$ to 21.0. Then, contact of crack faces occurs on the lower crack at $f^{\mathrm{in}} t=21.2$, and upward large displacement is generated by diffracted waves at $f^{\mathrm{in}} t=21.6$ to 21.8 . Finally, the displacement state returns to the first one at $f^{\mathrm{in}} t=22.0$. From the above, it seems that the bending vibration with the double period of incident wave as shown in lower right of Fig. 5.28 is generated by the contact of crack faces.

Histories of displacement at points D1-D4 in lower right of Fig. 5.28 from $f^{\text {in }} t=20.0$ to 22.0 are shown in Fig. 5.29. As shown in Fig. 5.29 (a) and (b), all of the displacement orbits are strongly distorted, and the displacement returns to the position at $f^{\text {in }} t=20.0$ spending double of $1 / f^{\text {in }}$. From Fig. 5.29 (a), one upward and downward motion spends $2 / f^{\text {in }}$, and it is therefore confirmed
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Figure 5.23.: Fourier amplitude ratio of sub-harmonic frequency to fundamental one for various wavenumber $k_{T} a$, pre-opening displacement $u_{g} / u_{0}$, and incident angles $\theta^{\text {in }}$ when two straight-line cracks arranged in parallel are subjected to an incident plane P wave with $n^{\text {in }}=30(h / a=0.5)$.


Figure 5.24.: Fourier amplitude ratio of sub-harmonic frequency to fundamental one for various wavenumber $k_{T} a$, pre-opening displacement $u_{g} / u_{0}$, and incident angles $\theta^{\text {in }}$ when two straight-line cracks arranged in parallel are subjected to an incident plane P wave with $n^{\text {in }}=30(h / a=1.0)$.
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Figure 5.25.: Fourier amplitude ratio of sub-harmonic frequency to fundamental one for various wavenumber $k_{T} a$, pre-opening displacement $u_{g} / u_{0}$, and incident angles $\theta^{\text {in }}$ when two straight-line cracks arranged in parallel are subjected to an incident plane P wave with $n^{\text {in }}=30(h / a=1.5)$.


Figure 5.26.: (a) Time variation and (b) normalized frequency spectrum of far-field amplitude of backscattered P wave when two straight-line cracks arranged in parallel are subjected to an incident plane P wave $\left(k_{T} a=2.5, u_{g} / u_{0}=2.0, h / a=0.5\right.$, and $\left.\theta^{\text {in }}=0^{\circ}\right)$.


Figure 5.27.: Fourier amplitude ratio of sub-harmonic frequency to fundamental one for various pre-opening displacement $u_{g} / u_{0}$ when $k_{T} a=2.5, h / a=0.5$, and $\theta^{\text {in }}=0^{\circ}$.
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Figure 5.28.: Displacement fields around two cracks arranged in parallel from $f^{\mathrm{in}} t=20.0$ to 22.0 when $h / a=0.5, \theta^{\text {in }}=0^{\circ}, k_{T} a=2.5$, and $u_{g} / u_{0}=2.0$.


Figure 5.29.: Histories of displacement at points (a) D1 and D2, and (b) D3 and D4 in the lower right of Fig. 5.28 from $f^{\text {in }} t=20.0$ to 22.0 when $h / a=0.5, \theta^{\text {in }}=0^{\circ}, k_{T} a=2.5$, and $u_{g} / u_{0}=2.0$.


Figure 5.30.: Histories of displacement at points D1-D4 in the lower right of Fig. 5.28 from $f^{\text {in }} t=$ 20.0 to 21.0 when $h / a=0.5, \theta^{\text {in }}=0^{\circ}, k_{T} a=2.5$, and (a) $u_{g} / u_{0}=1.0$ and (b) $u_{g} / u_{0}=3.0$.
that the bending vibration is generated. On the other hand, displacement orbits in the cases that the sub-harmonic generation could not be observed are presented in Fig. 5.30 for the time range from $f^{\text {in }} t=20.0$ to 21.0 . Fig. 5.30 (a) shows the case that $u_{g} / u_{0}=1.0$, and it can be seen that the displacement orbits are distorted by contact of crack faces. However, all of these periods are $1 / f^{\text {in }}$ and different from the ones in Fig. 5.29. The displacement orbit is almost ellipse with $1 / f^{\text {in }}$ period in the case that $u_{g} / u_{0}=3.0$ as shown in Fig. 5.30 (b) because contact of crack faces hardly occurs.

From the above, the bending vibration is generated as sub-harmonic resonance under certain conditions for the model in Fig. 5.11 (b).

## Relation between sub-harmonic generation and characteristic of frequency response

From numerical results of sub-harmonic generation by a curved crack and two straight-line cracks arranged in parallel, it seems that the sub-harmonic resonance such as torsional and bending vibrations, depends on the shape and arrangement of cracks. Therefore, it is presumed that the fre-


Figure 5.31.: Frequency responses for the model in Fig. 5.11 (a) using the frequency-domain BEM and assuming that crack faces are always separated. The norm $\|[\boldsymbol{u}]\| / u_{0}$ at point A in Fig. 5.11 (a) for various $\theta^{\text {in }}$ and $k_{T} a$ is plotted when (a) $h / a=0.0$, (b) 0.5 , (c) 1.0 , (d) 1.5, and (e) 2.0.
quency response characteristic of the linear system containing cracks without contact of crack faces is important. That is investigated by solving the scattering problem for the same models using the frequency-domain BEM. In this study, the norm of COD $\|[\boldsymbol{u}]\|$ is considered as the factor of frequency response. The norm $\|\cdot\|$ is defined by

$$
\begin{equation*}
\|\boldsymbol{v}\| \equiv \sqrt{\sum_{i} v_{i} \overline{v_{i}}} . \tag{5.34}
\end{equation*}
$$

The norm of COD $\|[\boldsymbol{u}]\| / u_{0}$ at points A in Fig. 5.11 (a) varying $k_{T} a$ is shown in Fig. 5.31 for various $h / a$ and $\theta^{\text {in }}$. All lines are smooth in Fig. 5.31 (a), (b), and (c) compared with the ones in Fig. 5.31 (d) and (e). $\|[\boldsymbol{u}]\| / u_{0}$ in Fig. 5.31 (d) shows a little rapid fluctuation at about $k_{T} a=0.7$ when


Figure 5.32.: Frequency responses for the model in Fig. 5.11 (b) using the frequency-domain BEM and assuming that crack faces are always separated. The norm $\|[\boldsymbol{u}]\| / u_{0}$ at point B in Fig. 5.11 (b) for various $\theta^{\text {in }}$ and $k_{T} a$ is plotted when (a) $h / a=0.5$, (b) 1.0 , and (c) 1.5.
$30^{\circ} \leq \theta^{\text {in }} \leq 90^{\circ}$. As shown in Fig. 5.31 (e), $\|[\boldsymbol{u}]\| / u_{0}$ has rapid fluctuation at about $k_{T} a=0.5$ when $15^{\circ} \leq \theta^{\text {in }} \leq 90^{\circ}$. This fluctuation corresponds to the first mode quasi-eigenfrequency and seems to be important for the probability of sub-harmonic generation because the sub-harmonic generation could be observed when $h / a=2.0$ and $15^{\circ} \leq \theta^{\text {in }} \leq 90^{\circ}$. In addition, the sub-harmonic generation could be observed in the case that $k_{T} a$ is a little larger than the double of $k_{T} a$ at the rapid fluctuation as shown in Fig. 5.16. $h / a$ and $\theta^{\text {in }}$ are significant to the characteristic of frequency response, and they are therefore important for the sub-harmonic generation.

Next, the norm of COD $\|[\boldsymbol{u}]\| / u_{0}$ at points B in Fig. 5.11 (b) varying $k_{T} a$ is shown in Fig. 5.32 for various $h / a$ and $\theta^{\text {in }}$. $\|[\boldsymbol{u}]\| / u_{0}$ in Fig. 5.32 (a) shows rapid fluctuation at about $k_{T} a=0.8$ when $0^{\circ} \leq \theta^{\text {in }} \leq 75^{\circ}$. As shown in Fig. 5.32 (a)-(c), the smaller $h / a$ is, the more rapid the fluctuation of $\|[\boldsymbol{u}]\| / u_{0}$ is. However, $\|[\boldsymbol{u}]\| / u_{0}$ is gentle in the case that $\theta^{\text {in }}=90^{\circ}$ because the multiple reflection hardly occurs between two cracks. It also seems that this fluctuation is important for the probability of sub-harmonic generation because the sub-harmonic generation could be observed only when $h / a=0.5$ and 1.0 and $0^{\circ} \leq \theta^{\text {in }} \leq 75^{\circ}$. In addition, the the sub-harmonic generation could be observed in the case that $k_{T} a$ is larger than the double of $k_{T} a$ at the rapid fluctuation as shown in Figs. 5.23 and 5.24.

## 5. 2-D Simulation of Nonlinear Ultrasonic Waves Due to Interior and Surface Breaking Cracks



Figure 5.33.: Elastic wave scattering by a surface breaking crack in an elastic half-space.

### 5.5.4. Simulation of sub-harmonic waves due to a surface breaking crack

The numerical results of sub-harmonic generation by a surface breaking crack in an elastic halfspace as depicted in Fig. 5.33 are presented. We assume that a straight-line crack with length $a$ is connected to the free surface with the angle $\theta_{c}$. An incident plane wave described in Eq. (5.33) with $\varphi=L$ ( P wave) and $n^{\text {in }}=15$ is used in this simulation. The far-field scattered waves and free fields are evaluated as presented in Appendices B and C, respectively.

Fourier amplitude ratios of sub-harmonic component to fundamental one in backscattered P wave $A_{0.5 \omega} / A_{\omega}$ for various $k_{T} a, u_{g} / u_{0}$, and $\theta^{\text {in }}$ are shown in Figs. 5.34-5.37 when the crack angle $\theta_{c}$ is varying. We could not observe the sub-harmonic generation when $0^{\circ} \leq \theta_{c} \leq 15^{\circ}$ in Figs. 5.34 and 5.35. However, for the case that $\theta_{c}=30^{\circ}$ in Fig. 5.36, the sub-harmonic generation is slightly caused around $k_{T} a=3.7$ and $u_{g} / u_{0}=0.0$. As shown in Fig. 5.37, the sub-harmonic generation can be obviously observed in the case that $\theta_{c}=45^{\circ}$ compared with the case that $\theta_{c}=30^{\circ}$. For instance of the sub-harmonic generation, the time history and normalized frequency spectrum of far-field amplitude of backscattered P wave are shown in Fig. 5.38 when $k_{T} a=3.7, u_{g} / u_{0}=0.0$, $\theta_{c}=45^{\circ}$, and $\theta^{\text {in }}=75^{\circ}$. The typical sub-harmonic waveform and clear peak of $A_{0.5 \omega} / A_{\omega}$ can be observed in Fig. 5.17 (a) and (b), respectively. $A_{0.5 \omega} / A_{\omega}$ for various $u_{g} / u_{0}$ is shown in Fig. 5.39 when $k_{T} a=3.7, \theta_{c}=45^{\circ}$, and $\theta^{\text {in }}=75^{\circ}$. It can be seen from Fig. 5.39 that $A_{0.5 \omega} / A_{\omega}$ changes gently. However, the behavior is different from the cases of interior cracks, and the maximum value of $A_{0.5 \omega} / A_{\omega}$ is observed at $u_{g} / u_{0}=0.0$.

In order to investigate the vibration around a surface breaking crack when the sub-harmonic wave is generated, the displacement fields in the case that $k_{T} a=3.7, u_{g} / u_{0}=0.0, \theta_{c}=45^{\circ}$, and $\theta^{\text {in }}=75^{\circ}$ from $f^{\text {in }} t=10.0$ to 12.0 are shown in Fig. 5.40. It can be obviously seen that the vibration period is double of $1 / f^{\text {in }}$, especially around the crack. Focusing on the upper left of a surface breaking crack, the displacement to left at $f^{\text {in }} t=10.0$ is observed, and the contact of crack faces is caused at $f^{\text {in }} t=10.2$ to 10.4. Then, this part is deformed from upper left to upper right with large amplitude at $f^{\text {in }} t=10.8$ to 11.6 without contact of crack faces. This part begins to be deformed to left again at around $f^{\mathrm{in}} t=11.8$, and the state of displacement eventually returns to the first one at $f^{\text {in }} t=12.0$. From the above, it seems that the bending vibration of the convex part


Figure 5.34.: Fourier amplitude ratio of sub-harmonic frequency to fundamental one for various wavenumber $k_{T} a$, pre-opening displacement $u_{g} / u_{0}$, and incident angles $\theta^{\text {in }}$ when a surface breaking crack is subjected to an incident plane P wave with $n^{\text {in }}=15\left(\theta_{c}=\right.$ $0^{\circ}$ ).
with the double period of incident wave as shown in lower right of Fig. 5.40, is generated due to the contact of crack faces.

The history of displacement at point E in lower right of Fig. 5.40 from $f^{\text {in }} t=10.0$ to 12.0 is shown in Fig. 5.41. The circle in the figure indicates the displacement at $f^{\text {in }} t=10.0$. As shown in Fig. 5.41, the displacement orbit is distorted, and the displacement returns to the position at $f^{\text {in }} t=10.0$ spending double of $1 / f^{\text {in }}$. Therefore, the bending vibration of the convex part is generated as sub-harmonic resonance under certain conditions.

In order to investigate the relation with frequency responses, the norm of COD $\|[\boldsymbol{u}]\| / u_{0}$ at the


Figure 5.35.: Fourier amplitude ratio of sub-harmonic frequency to fundamental one for various wavenumber $k_{T} a$, pre-opening displacement $u_{g} / u_{0}$, and incident angles $\theta^{\text {in }}$ when a surface breaking crack is subjected to an incident plane P wave with $n^{\text {in }}=15\left(\theta_{c}=\right.$ $15^{\circ}$ ).
origin O in Fig. 5.33 varying $k_{T} a$ is shown in Fig. 5.42 for various $\theta_{c}$. As shown in Fig. 5.42 (d), $\|[\boldsymbol{u}]\| / u_{0}$ has rapid fluctuation at about $k_{T} a=1.1$ when $60^{\circ} \leq \theta^{\text {in }} \leq 75^{\circ}$ compared with others in Fig. 5.42 (a), (b), and (c). It also seems that this fluctuation is important for the probability of sub-harmonic generation. However, the sub-harmonic generation is caused in the case that $k_{T} a$ is larger than the triple of $k_{T} a$ at the rapid fluctuation as shown in Fig. 5.37. In addition, the optimal $u_{g} / u_{0}$ for the sub-harmonic generation is $u_{g} / u_{0}=0.0$ in this case. Therefore, the behavior of sub-harmonic generation is different between interior cracks and surface breaking crack. This may be because the one side of convex part is free surface without contact.


Figure 5.36.: Fourier amplitude ratio of sub-harmonic frequency to fundamental one for various wavenumber $k_{T} a$, pre-opening displacement $u_{g} / u_{0}$, and incident angles $\theta^{\text {in }}$ when a surface breaking crack is subjected to an incident plane P wave with $n^{\text {in }}=15\left(\theta_{c}=\right.$ $30^{\circ}$ ).

### 5.6. Concluding remarks

- In Chapter 5, we have applied the IRK-based CQ-BEM without any acceleration techniques to the 2-D elastic wave scattering problems by cracks in an infinite elastic solid and surface breaking cracks in an elastic half-space. Moreover, the contact boundary conditions on crack faces are considered, and the phenomena of higher- and sub-harmonic generation are investigated by the presented numerical method.
- The IRK-based CQ-BEM produces accurate solutions for the linear crack problems. We


Figure 5.37.: Fourier amplitude ratio of sub-harmonic frequency to fundamental one for various wavenumber $k_{T} a$, pre-opening displacement $u_{g} / u_{0}$, and incident angles $\theta^{\text {in }}$ when a surface breaking crack is subjected to an incident plane P wave with $n^{\text {in }}=15\left(\theta_{c}=\right.$ $45^{\circ}$ ).
have also numerically solved the fundamental nonlinear ultrasonic problems such as normal incidence of P and S waves to a straight-line crack in order to validate the presented contact model. From these results, it could be confirmed that the proposed IRK-based CQ-BEM can accurately solve the crack problems with contact boundary conditions.

- We conducted the higher-harmonic simulation for a straight-line crack subjected to an incident plane P wave varying $u_{g} / u_{0}$ or $\sigma^{\text {st }} / \sigma_{0}$. From the numerical results, the 2 nd higherharmonic wave is generated most strongly when $u_{g} / u_{0}=\sigma^{\text {st }} / \sigma_{0}=0.0$ if the center frequency of incident wave is comparatively low. However, the 2nd higher-harmonic wave is


Figure 5.38.: (a) Time variation and (b) normalized frequency spectrum of far-field amplitude of backscattered $P$ wave when a surface breaking crack is subjected to an incident plane P wave $\left(k_{T} a=3.7, u_{g} / u_{0}=0.0, \theta_{c}=45^{\circ}\right.$, and $\left.\theta^{\text {in }}=75^{\circ}\right)$.


Figure 5.39.: Fourier amplitude ratio of sub-harmonic frequency to fundamental one for various pre-opening displacement $u_{g} / u_{0}$ when $k_{T} a=3.7, \theta_{c}=45^{\circ}$, and $\theta^{\text {in }}=75^{\circ}$.
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Figure 5.40.: Displacement fields around a surface breaking crack from $f^{\text {in }} t=10.0$ to 12.0 when $\theta_{c}=45^{\circ}, \theta^{\text {in }}=75^{\circ}, k_{T} a=3.7$, and $u_{g} / u_{0}=0.0$.


Figure 5.41.: History of displacement at point E in the lower right of Fig. 5.40 from $f^{\mathrm{in}} t=10.0$ to 12.0 when $\theta_{c}=45^{\circ}, \theta^{\text {in }}=75^{\circ}, k_{T} a=3.7$, and $u_{g} / u_{0}=0.0$.


Figure 5.42.: Frequency responses for the model in Fig. 5.33 using the frequency-domain BEM and assuming that crack faces are always separated. The norm $\|\left[\boldsymbol{u} \| / u_{0}\right.$ at the origin O in Fig. 5.33 for various $\theta^{\text {in }}$ and $k_{T} a$ is plotted when (a) $\theta_{c}=0^{\circ}$, (b) $15^{\circ}$, (c) $30^{\circ}$, and (d) $45^{\circ}$.
generated most strongly under some compressive static stress if the center frequency of incident wave is comparatively high. The border frequency of this phenomenon is near the first mode quasi-eigenfrequency of the linear system (about $k_{T} a=1.2$ ).

- We have dealt with the scattering problems by a half-sine-shaped crack and two straight-line cracks arranged in parallel in an infinite elastic solid in this chapter. The torsional and bending vibrations with the double period of the incident wave are generated as the nonlinear subharmonic resonance. In addition, the characteristic of frequency response greatly depends on the crack shape and incident angle, and it seems that this characteristic is significantly related to the probability of sub-harmonic generation.
- We also implemented the 2-D simulation of nonlinear ultrasonic due to a surface breaking crack in an elastic half-space. The bending vibration of convex part with the double period of the incident wave is generated as the nonlinear sub-harmonic resonance. Similarly to the case of interior cracks, the characteristic of frequency response seems to be important for the sub-harmonic generation. However, the frequency behavior of sub-harmonic generation is different from the case of the interior crack.


## Chapter 6

## 3-D Simulation of Nonlinear Ultrasonic Waves Due to Interior Cracks

In this chapter, the boundary element formulations and numerical results for the 3-D simulation of sub-harmonic generation are presented. We consider the scattering problems by cracks in an infinite domain. The fast CQ-BEM proposed in Chapter 3 is extended to the 3-D crack problems with contact boundary conditions. The Galerkin method is used for spatial discretization here, similarly to Chapter 5.

For 2-D problems, the regularization of hypersingular integrals to the strong singular one is enough to use the tip element as shown in Chapter 5. However, the analytical integration over elements at the crack front in 3-D problems is much more complicated than that in 2-D. Therefore, we regularize the hypersingular integrals to weakly singular ones, and all of the integrations over elements are evaluated numerically. Regularization techniques for the hypersingular BIE have been developed by many researchers [93]. For instance, the weakly singular formulations have been developed for the 3-D acoustic and elastic wave problems by Liu and Rizzo [44, 45]. Also, the direct numerical integration method of hypersingular integral has been developed by Guiggiani et al. [27]. In this study, we use the regularization method proposed by Nishimura and Kobayashi [61]. Their method is based on the stress function representation of differentiated fundamental solution and can relax the hypersingular integrals to weakly ones.

First, the formulation of time-domain BIE for crack problem is briefly explained. Second, the regularization and discretization are presented, and some remarks related with the application of FMM are summarized. Then, the computational cost and accuracy of the proposed CQ-FMBEM are demonstrated by solving linear crack problems. Finally, we implement 3-D sub-harmonic simulations and discuss the phenomena through obtained numerical results.

### 6.1. Problem statement and BIE

We show the initial and boundary conditions for 3-D crack problems in time-domain. Let $S$ be a smooth curved crack surface in $\mathbb{R}^{3}$ bounded by a smooth edge $\partial S$ as depicted in Fig. 6.1. $D$ is a homogeneous, isotropic, and linearly elastic solid, and $S$ consists of $S^{+}$and $S^{-}$called positive and
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Figure 6.1.: Analysis model for elastic wave scattering by a crack in a 3-D infinite domain.
negative sides of crack face, respectively ( $S=S^{+} \cup S^{-}$and $S^{+} \cap S^{-}=\emptyset$ ). $\boldsymbol{n}$ is the unit normal vector to the crack face, and the superscript $\pm$ indicates its each side. Disregarding the body force, the problem is to find the solution $\boldsymbol{u}$ which satisfies the following equations:

$$
\begin{align*}
& c_{T}^{2} \nabla^{2} \boldsymbol{u}(\boldsymbol{x}, t)+\left(c_{L}^{2}+c_{T}^{2}\right) \nabla \nabla \cdot \boldsymbol{u}(\boldsymbol{x}, t)=\ddot{\boldsymbol{u}}(\boldsymbol{x}, t) \quad \boldsymbol{x} \in D\left(\equiv \mathbb{R}^{3} \backslash S\right),  \tag{6.1}\\
& \boldsymbol{t}^{+}(\boldsymbol{x}, t)+\boldsymbol{t}^{-}(\boldsymbol{x}, t)=\mathbf{0} \quad \boldsymbol{x} \in S,  \tag{6.2}\\
& {[\boldsymbol{u}](\boldsymbol{x}, t)\left(\equiv \boldsymbol{u}^{+}(\boldsymbol{x}, t)-\boldsymbol{u}^{-}(\boldsymbol{x}, t)\right)=\mathbf{0} \quad \boldsymbol{x} \in \partial S,}  \tag{6.3}\\
& \boldsymbol{u}^{\mathrm{sc}}(\boldsymbol{x}, 0)=\dot{\boldsymbol{u}}^{\mathrm{sc}}(\boldsymbol{x}, 0)=\mathbf{0} \quad \boldsymbol{x} \in D . \tag{6.4}
\end{align*}
$$

Similarly to 2-D case in Chapter 5, the variational formulation of hypersingular BIE with weight function $\psi$ can be derived as follows:

$$
\begin{align*}
\int_{S^{+}} \psi(\boldsymbol{x}) \boldsymbol{t}^{+}(\boldsymbol{x}, t) d S_{x} & =\int_{S^{+}} \psi(\boldsymbol{x}) \boldsymbol{t}^{\mathrm{i} ;++}(\boldsymbol{x}, t) d S_{x} \\
& -\int_{0}^{t} \int_{S^{+}} \psi(\boldsymbol{x}) \text { p.f. } \int_{S^{+}} \boldsymbol{W}^{+}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot[\boldsymbol{u}](\boldsymbol{y}, \tau) d S_{y} d S_{x} d \tau \tag{6.5}
\end{align*}
$$

The superscript + is hereinafter omitted. In Eq. (6.5), $\boldsymbol{W}$ is the 3-D hypersingular kernel in timedomain. Similarly to the 2-D case, it can be written as follows:

$$
\begin{equation*}
W_{b j}(\boldsymbol{x}, \boldsymbol{y}, t)=n_{a}(\boldsymbol{x}) n_{k}(\boldsymbol{y}) C_{b a i c} C_{j k p q} \frac{\partial}{\partial x_{c}} \frac{\partial}{\partial y_{q}} U_{i p}(\boldsymbol{x}, \boldsymbol{y}, t) . \tag{6.6}
\end{equation*}
$$

### 6.2. Regularization of BIE

In this section, the regularization of variational BIE (6.5) is presented. First, the stress function representation of differentiated fundamental solution in Laplace-domain is shown because we use the CQM and evaluate the integration of hypersingular kernel in Laplace-domain. According to [61], the stress function representation for differentiated fundamental solutions in Laplace-domain
elastodynamic problems is shown as follows:

$$
\begin{array}{r}
C_{b a i c} C_{j k p q} \frac{\partial}{\partial x_{c}} \frac{\partial}{\partial y_{q}} \hat{U}_{i p}(\boldsymbol{x}, \boldsymbol{y}, s)=e_{a c m} e_{b d s} e_{j p n} e_{k q t} \frac{\partial}{\partial x_{c}} \frac{\partial}{\partial x_{d}} \frac{\partial}{\partial y_{p}} \frac{\partial}{\partial y_{q}} \hat{\Phi}_{m s n t}(\boldsymbol{x}, \boldsymbol{y}, s) \\
+\hat{\Psi}_{a b j k}(\boldsymbol{x}, \boldsymbol{y}, s)+D_{a b j k} \delta(\boldsymbol{x}-\boldsymbol{y}), \tag{6.7}
\end{array}
$$

where $\hat{\boldsymbol{\Phi}}$ is a function of order $r$ as $r \downarrow 0$, and $\hat{\boldsymbol{\Psi}}$ is a function which has an integrable singularity at $\boldsymbol{x}=\boldsymbol{y}$. In addition, $\boldsymbol{D}$ is a constant tensor, and this term is canceled in the BIE. The specific expressions of $\hat{\boldsymbol{\Phi}}$ and $\hat{\boldsymbol{\Psi}}$ for isotropic media are given as follows:

$$
\begin{gather*}
\hat{\Phi}_{m s n t}(\boldsymbol{x}, \boldsymbol{y}, s)=-\frac{1}{4 \pi(\lambda+\mu)} \frac{\mu}{s_{T}^{2}}\left\{2 \lambda \delta_{m s} \delta_{n t}+(\lambda+2 \mu)\left(\delta_{m t} \delta_{s n}+\delta_{s t} \delta_{m n}\right)\right\} \\
\times\left(\frac{\mathrm{e}^{-s_{L} r}}{r}-\frac{\mathrm{e}^{-s_{T} r}}{r}\right),  \tag{6.8}\\
\begin{array}{r}
\hat{\Psi}_{a b j k}(\boldsymbol{x}, \boldsymbol{y}, s)=\frac{1}{4 \pi(\lambda+\mu)}\left[\mu s_{T}^{2}\left\{\lambda \delta_{a b} \delta_{j k} \mu\left(\delta_{a j} \delta_{b k}+\delta_{a k} \delta_{b j}\right)\right\}\left(\frac{s_{L}^{2}}{s_{T}^{2}} \frac{\mathrm{e}^{-s_{L} r}}{r}-\frac{s_{T}^{2}}{s_{L}^{2}} \frac{\mathrm{e}^{-s_{T} r}}{r}\right)\right. \\
-\left\{\lambda^{2} \delta_{a b} \delta_{j k} \delta_{p q}+\mu^{2}\left(\delta_{a p} \delta_{j q} \delta_{b k}+\delta_{b p} \delta_{k q} \delta_{a j}+\delta_{a p} \delta_{k q} \delta_{b j}+\delta_{b p} \delta_{j q} \delta_{a k}\right)\right. \\
\left.\left.\quad+2 \lambda \mu\left(\delta_{a b} \delta_{j p} \delta_{k q}+\delta_{j k} \delta_{a p} \delta_{b q}\right)\right\} \frac{\partial}{\partial x_{p}} \frac{\partial}{\partial x_{q}}\left(\frac{\mathrm{e}^{-s_{L} r}}{r}-\frac{\mathrm{e}^{-s_{T} r}}{r}\right)\right] .
\end{array}
\end{gather*}
$$

In addition, this decomposition has been extended to anisotropic elastodynamics by Becache et al. [11].

Taking into account the application of CQM, we consider the following integral containing the Laplace-domain hypersingular kernel $\hat{\boldsymbol{W}}$ corresponding to the second term in the right-hand side of Eq. (6.5):

$$
\begin{equation*}
\hat{I}^{W}=\int_{S} \psi(\boldsymbol{x}) \text { p.f. } \int_{S} \hat{W}_{b j}(\boldsymbol{x}, \boldsymbol{y}, s) \phi(\boldsymbol{y}) d S_{y} d S_{x}, \tag{6.10}
\end{equation*}
$$

where $\phi$ is the spatial shape function for $[\boldsymbol{u}]$. Substituting Eq. (6.7) into Eq. (6.10) yields the following expression:

$$
\begin{align*}
\hat{I}^{W}= & \int_{S} \psi(\boldsymbol{x}) n_{a}(\boldsymbol{x}) \\
& \times \text { p.f. } \int_{S} \phi(\boldsymbol{y}) n_{k}(\boldsymbol{y}) e_{a c m} e_{b d s} e_{j p n} e_{k q t} \frac{\partial}{\partial x_{c}} \frac{\partial}{\partial x_{d}} \frac{\partial}{\partial y_{p}} \frac{\partial}{\partial y_{q}} \hat{\Phi}_{m s n t}(\boldsymbol{x}, \boldsymbol{y}, s) d S_{y} d S_{x} \\
& +\int_{S} \psi(\boldsymbol{x}) n_{a}(\boldsymbol{x}) \int_{S} \hat{\Psi}_{a b j k}(\boldsymbol{x}, \boldsymbol{y}, s) \phi(\boldsymbol{y}) n_{k}(\boldsymbol{y}) d S_{y} d S_{x} . \tag{6.11}
\end{align*}
$$

case 1


Figure 6.2.: Two types of triangular tip element for crack front.

Using Stokes' theorem and taking Eq. (6.3) into account, Eq. (6.11) can be regularized as follows:

$$
\begin{array}{r}
\hat{I}^{W}=\int_{S} e_{a c m} n_{a}(\boldsymbol{x}) \frac{\partial \psi(\boldsymbol{x})}{\partial x_{c}} \int_{S} e_{k q t} n_{k}(\boldsymbol{y}) \frac{\partial \phi(\boldsymbol{y})}{\partial y_{q}} e_{b d s} e_{j p n} \frac{\partial}{\partial x_{d}} \frac{\partial}{\partial y_{p}} \hat{\Phi}_{m s n t}(\boldsymbol{x}, \boldsymbol{y}, s) d S_{y} d S_{x} \\
-\oint_{\partial S} \psi(\boldsymbol{x}) \int_{S} e_{k q t} n_{k}(\boldsymbol{y}) \frac{\partial \phi(\boldsymbol{y})}{\partial y_{q}} e_{b d s} e_{j p n} \frac{\partial}{\partial x_{d}} \frac{\partial}{\partial y_{p}} \hat{\Phi}_{m s n t}(\boldsymbol{x}, \boldsymbol{y}, s) d S_{y} d x_{m} \\
\quad+\int_{S} \psi(\boldsymbol{x}) n_{a}(\boldsymbol{x}) \int_{S} \hat{\Psi}_{a b j k}(\boldsymbol{x}, \boldsymbol{y}, s) \phi(\boldsymbol{y}) n_{k}(\boldsymbol{y}) d S_{y} d S_{x} \tag{6.12}
\end{array}
$$

The second term in Eq. (6.12) includes the contour integral over the crack front with respect to $\boldsymbol{x}$. If we select the weight function $\psi$ as $\psi=0$ on $\partial S$, this term vanishes. The second derivative of $\hat{\boldsymbol{\Phi}}$ in the first term of Eq. (6.12) has weak singularity of order $1 / r$ as $r \downarrow 0$.

### 6.3. Discretization of BIE

The IRK-based CQM [48] is used for time discretization. For spatial discretization, the piecewise linear interpolation is used for $[\boldsymbol{u}]$ except elements which are located at the crack front. We utilize two types of tip element as depicted in Fig. 6.2 in order to accurately calculate COD near the crack front using flatly triangular elements. As shown in Fig. 6.2, $\boldsymbol{m}_{1}$ and $\boldsymbol{m}_{2}$ are the unit tangential and normal vectors to the crack front, respectively. The specific expressions of shape function $\phi_{I}^{u}$ for the two types of tip element are shown as follows:

## case 1

$$
\phi_{1}^{u}(\boldsymbol{y})=\sqrt{\frac{\boldsymbol{m}_{2} \cdot\left(\boldsymbol{y}-\boldsymbol{y}_{2}\right)}{\boldsymbol{m}_{2} \cdot\left(\boldsymbol{y}_{1}-\boldsymbol{y}_{2}\right)}}, \quad \phi_{2}^{u}(\boldsymbol{y})=\phi_{3}^{u}(\boldsymbol{y})=0 .
$$

case 2

$$
\begin{aligned}
& \phi_{1}^{u}(\boldsymbol{y})=\frac{\boldsymbol{m}_{1} \cdot\left(\boldsymbol{y}-\boldsymbol{y}_{3}\right)}{\boldsymbol{m}_{1} \cdot\left(\boldsymbol{y}_{1}-\boldsymbol{y}_{3}\right)} \sqrt{\frac{\boldsymbol{m}_{2} \cdot\left(\boldsymbol{y}-\boldsymbol{y}_{2}\right)}{\boldsymbol{m}_{2} \cdot\left(\boldsymbol{y}_{1}-\boldsymbol{y}_{2}\right)}}, \quad \phi_{2}^{u}(\boldsymbol{y})=0, \\
& \phi_{3}^{u}(\boldsymbol{y})=\frac{\boldsymbol{m}_{1} \cdot\left(\boldsymbol{y}-\boldsymbol{y}_{1}\right)}{\boldsymbol{m}_{1} \cdot\left(\boldsymbol{y}_{3}-\boldsymbol{y}_{1}\right)} \sqrt{\frac{\boldsymbol{m}_{2} \cdot\left(\boldsymbol{y}-\boldsymbol{y}_{2}\right)}{\boldsymbol{m}_{2} \cdot\left(\boldsymbol{y}_{3}-\boldsymbol{y}_{2}\right)}} .
\end{aligned}
$$

Note that the derivatives of shape function for tip element have additional singularity of order $1 / \sqrt{r}$ corresponding to stress singularity at the crack front.

On the other hand, the piecewise constant shape function $\phi^{t}$ is used for the interpolation of $\boldsymbol{t}$ in order to describe the discontinuity of traction between two adjacent elements. Therefore, the weight functions for displacement $\psi^{u}$ and traction $\psi^{t}$ are different because the Galerkin method is used in this study. For simplicity, all of the weight functions $\psi^{u}$ are however taken as piecewise linear functions. Thus, $\psi^{u} \neq \phi^{u}$ on tip elements.

If the $m$-stage Radau IIA method [33] is used for the IRK-based CQM, and the boundary $S$ is divided into $M_{e}$ flatly triangular elements composed of $M_{d}$ nodal points, the discretized BIEs for $[\boldsymbol{u}]$ and $\boldsymbol{t}$ at $n$-th and $i$-th sub-step in time are written as follows:

$$
\begin{align*}
& \sum_{J=1}^{M_{d}} \sum_{j=1}^{m}\left[\mathcal{W}_{I J}^{i j ; 0} \cdot[\boldsymbol{u}]_{J}^{j ; n}\right]=-\sum_{\alpha=1}^{M_{e}} \boldsymbol{t}_{\alpha}^{i ; n} \phi_{\alpha}^{t} \int_{\operatorname{supp}\left(\psi_{I}^{u}\right) \cap S_{\alpha}} \psi_{I}^{u}(\boldsymbol{x}) d S_{x} \\
& \quad+\int_{\operatorname{supp}\left(\psi_{I}^{u}\right)} \psi_{I}^{u}(\boldsymbol{x}) \boldsymbol{t}^{\mathrm{in}}\left(\boldsymbol{x},\left(n+c_{i}\right) \Delta t\right) d S_{x}-\sum_{k=0}^{n-1} \sum_{J=1}^{M_{d}} \sum_{j=1}^{m} \mathcal{W}_{I J}^{i j ; n-k} \cdot[\boldsymbol{u}]_{J}^{j ; k}  \tag{6.13}\\
& \boldsymbol{t}_{\alpha}^{i ; n} \phi_{\alpha}^{t} \phi_{\alpha}^{t} \int_{S_{\alpha}} d S_{x}=\phi_{\alpha}^{t} \int_{S_{\alpha}} \boldsymbol{t}^{\mathrm{in}}\left(\boldsymbol{x},\left(n+c_{i}\right) \Delta t\right) d S_{x} \\
& -\sum_{k=0}^{n} \sum_{J=1}^{M_{d}} \sum_{j=1}^{m} \tilde{\mathcal{W}}_{\alpha J}^{i j ; n-k} \cdot[\boldsymbol{u}]_{J}^{j ; k} \tag{6.14}
\end{align*}
$$

where $\int_{S_{\alpha}} d S_{x}$ in the left hand side of Eq. (6.14) is equal to the area of $\alpha$-th element. $\mathcal{W}_{I J}^{i j ; \kappa}$ and $\tilde{\mathcal{W}}_{\alpha J}^{i j ; \kappa}$ in Eqs. (6.13) and (6.14) are influence functions and given as follows:

$$
\begin{align*}
\mathcal{W}_{I J}^{i j ; \kappa}= & \tilde{\mathcal{F}}_{l \kappa}^{-1}\left[\sum_{\beta=1}^{m}\left(\boldsymbol{E}_{\beta}\left(\zeta_{l}\right)\right)_{i j} \mathcal{Z}_{I J}^{\beta ; l}\right]  \tag{6.15}\\
\left(\mathcal{Z}_{I J}^{\beta ; l}\right)_{b j}= & \int_{\operatorname{supp}\left(\psi_{I}^{u}\right)} e_{a c m} n_{a}(\boldsymbol{x}) \frac{\partial \psi_{I}^{u}(\boldsymbol{x})}{\partial x_{c}} \\
& \times \int_{\operatorname{supp}\left(\phi_{J}^{u}\right)} e_{k q t} n_{k}(\boldsymbol{y}) \frac{\partial \phi_{J}^{u}(\boldsymbol{y})}{\partial y_{q}} e_{b d s} e_{j p n} \frac{\partial}{\partial x_{d}} \frac{\partial}{\partial y_{p}} \hat{\Phi}_{m s n t}\left(\boldsymbol{x}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) d S_{y} d S_{x} \\
& +\int_{\operatorname{supp}\left(\psi_{I}^{u}\right)} \psi_{I}^{u}(\boldsymbol{x}) n_{a}(\boldsymbol{x}) \int_{\operatorname{supp}\left(\phi_{J}^{u}\right)} \hat{\Psi}_{a b j k}\left(\boldsymbol{x}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) \phi_{J}^{u}(\boldsymbol{y}) n_{k}(\boldsymbol{y}) d S_{y} d S_{x}  \tag{6.16}\\
\tilde{\mathcal{W}}_{\alpha J}^{i j ; \kappa}= & \tilde{\mathcal{F}}_{l \kappa}^{-1}\left[\sum_{\beta=1}^{m}\left(\boldsymbol{E}_{\beta}\left(\zeta_{l}\right)\right)_{i j} \tilde{\mathcal{Z}}_{\alpha J}^{\beta ; l}\right]  \tag{6.17}\\
\left(\tilde{\mathcal{Z}}_{\alpha J}^{\beta ; l}\right)_{b j}= & -\phi_{\alpha}^{t} \oint_{\partial S_{\alpha}} \int_{\operatorname{supp}\left(\phi_{J}^{u}\right)} e_{k q t} n_{k}(\boldsymbol{y}) \frac{\partial \phi_{J}^{u}(\boldsymbol{y})}{\partial y_{q}} e_{b d s} e_{j p n} \frac{\partial}{\partial x_{d}} \frac{\partial}{\partial y_{p}} \hat{\Phi}_{m s n t}\left(\boldsymbol{x}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) d S_{y} d x_{m} \\
& +\phi_{\alpha}^{t} \int_{S_{\alpha}} n_{a}(\boldsymbol{x}) \int_{\operatorname{supp}\left(\phi_{J}^{u}\right)}^{\hat{\Psi}_{a b j k}\left(\boldsymbol{x}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) \phi_{J}^{u}(\boldsymbol{y}) n_{k}(\boldsymbol{y}) d S_{y} d S_{x}} \tag{6.18}
\end{align*}
$$
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Figure 6.3.: Schematic of element subdivision and coordinate transformation for case 1 tip element in Fig. 6.2.

Table 6.1.: Relation between coordinate systems $\left(d_{1}, d_{2}\right)$ and $\left(d_{1}^{*}, d_{2}^{*}\right)$ for sub-elements $E_{1}, E_{2}$, and $E_{3}$ in Fig. 6.3.

| $E_{1}$ | $E_{2}$ | $E_{3}$ |
| :--- | :--- | :--- |
| $d_{1}=\left(d_{1}^{*}\right)^{2}$ | $d_{1}=d_{1}^{*}$ | $d_{1}=1-\left(1-d_{1}^{*}\right)^{2}$ |
| $d_{2}=1-\left(1-d_{2}^{*}\right)^{2}$ | $d_{2}=1-\left(1-d_{2}^{*}\right)^{2}$ | $d_{2}=1-\left(1-d_{2}^{*}\right)^{2}$ |

where $\partial S_{\alpha}$ indicates the edge of $S_{\alpha}$. Note that there are only weakly singular integrals in Eqs. (6.16) and (6.18). Therefore, applying the element subdivision [43] and the transformation of local coordinate system, we can accurately evaluate all of the integrals in Eqs. (6.16) and (6.18) using the standard Gaussian quadrature.

### 6.4. Numerical integration over element surfaces

In this study, we use the element subdivision [43] and the transformation of local coordinate system in order to cancel the weak singularities of order $1 / r$ and $1 / \sqrt{r}$. The similar regularization technique has been presented in [21]. For instance, we present regularization for the case 1 in Fig. 6.2 when field point $\boldsymbol{x}$ is located on the same element. The integrals with respect to $\boldsymbol{x}$ in Eqs. (6.16) and (6.18) are evaluated by the standard Gaussian quadrature after the calculation of integrals with respect to $y$.

We summarize the procedure of the regularization as follows:

1. The element subdivision method is applied in order to regularize the singularity of order $1 / r$ at the point $\boldsymbol{x}=\boldsymbol{y}$. The definitions of sub-elements $E_{1}, E_{2}$, and $E_{3}$ are shown in the above of Fig. 6.3. Then, the coordinate system of each sub-element is transformed into the local one ( $d_{1}, d_{2}$ ). We select $\left(d_{1}, d_{2}\right)$ for each element as shown in the middle of Fig. 6.3, and the ranges of $d_{1}$ and $d_{2}$ for each element are $[0,1]$. If the kernel function is $A(\boldsymbol{y})$, the integral is transformed as follows:

$$
\begin{equation*}
\int_{E_{i}} A(\boldsymbol{y}) d S_{y}=\int_{0}^{1} \int_{0}^{1} A(\boldsymbol{d}) J_{d} d d_{1} d d_{2} \quad(i=1,2, \text { or } 3) \tag{6.19}
\end{equation*}
$$

where $J_{d}$ is the Jacobian of the coordinate transformation and can cancel the singularity of order $1 / r$ at $d_{2}=0$ in the middle of Fig. 6.3.
2. In order to regularize the additional singularity of order $1 / \sqrt{r}$ caused by the derivatives of shape function $\phi^{u}$ at the crack front, the additional transformation of local coordinate system is introduced. The coordinate system $\left(d_{1}, d_{2}\right)$ is changed to $\left(d_{1}^{*}, d_{2}^{*}\right)$ using the relations between old and new ones in Table 6.1 for each element as follows:

$$
\begin{equation*}
\int_{0}^{1} \int_{0}^{1} A(\boldsymbol{d}) J_{d} d d_{1} d d_{2}=\int_{0}^{1} \int_{0}^{1} A\left(\boldsymbol{d}^{*}\right) J_{d} J_{d}^{*} d d_{1}^{*} d d_{2}^{*} \tag{6.20}
\end{equation*}
$$

where $J_{d}^{*}$ is also the Jacobian of the coordinate transformation. Consequently, the singularity of each sub-element is canceled by each $J_{d}^{*}$.
3. The coordinate system $\left(d_{1}^{*}, d_{2}^{*}\right)$ is transformed to $\left(f_{1}, f_{2}\right)$, where the intervals of $f_{1}$ and $f_{2}$ are $[-1,1]$. Then, the integrations over each sub-element are evaluated by the standard Gaussian quadrature.

The other cases of integration such as case 2 tip element or the case that $\boldsymbol{x}$ is located at the edge of element, can be regularized in a similar way.

### 6.5. Application of FMM

The computational time and required memory often become significant issues for solving 3-D problems. Therefore, the proposed CQ-BEM is accelerated by the FMM as presented in Chapter 3.
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The multipole and local expansions for non-regularized hypersingular kernel are used because the FMM for the regularized one requires much more computational time [100, 101]. The difference of accuracy between the FMM with and without regularization is not significant because the FMM calculation is implemented only for far-field contributions. In Chapter 3, we explained the computational algorithm of the CQ-FMBEM. Therefore, the multipole and local expansions and some remarks for this problem are presented here.

In order to derive the multipole and local expansions, $\mathrm{W}_{b ; I J}^{i ; k ; \beta ; l}$ and $\tilde{\mathrm{W}}_{b ; \alpha J}^{i ; k ; \beta ; l}$ are defined by

$$
\begin{align*}
& \mathrm{W}_{b ; I J}^{i ; k ; \beta ; l}=\left[\int_{\operatorname{supp}\left(\psi_{I}^{u}\right)} \psi_{I}^{u}(\boldsymbol{x}) \int_{\operatorname{supp}\left(\phi_{J}^{u}\right)} \hat{W}_{b h}\left(\boldsymbol{x}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) \phi_{J}^{u}(\boldsymbol{y}) d S_{y} d S_{x}\right]\left[\mathbf{u}_{h}\right]_{J}^{i ; k ; \beta ; l},  \tag{6.21}\\
& \tilde{\mathrm{~W}}_{b ; I J}^{i ; k ; \beta ; l}=\left[\phi_{\alpha}^{t} \int_{S_{\alpha}} \int_{\operatorname{supp}\left(\phi_{J}^{u}\right)} \hat{W}_{b h}\left(\boldsymbol{x}, \boldsymbol{y}, \lambda_{\beta}^{l}\right) \phi_{J}^{u}(\boldsymbol{y}) d S_{y} d S_{x}\right]\left[\mathbf{u}_{h}\right]_{J}^{i ; k ; \beta ; l}, \tag{6.22}
\end{align*}
$$

where

$$
\left[\mathbf{u}_{h}\right]_{j}^{i ; k ; \beta ; l}=\sum_{j=1}^{m}\left(\boldsymbol{E}_{\beta}\left(\zeta_{l}\right)\right)_{i j}\left[u_{h}\right]_{J}^{j ; k} .
$$

The scaled multipole expansions for $\mathrm{W}_{b ; I J}^{i ; k ; \beta ; l}$ and $\tilde{\mathrm{W}}_{b ; \alpha J}^{i, k ; \beta ; l}$ without regularization are given by

$$
\begin{aligned}
& \mathrm{W}_{b ; I J}^{i, k ; \beta ; l}=\sum_{v=0}^{\infty} \sum_{w=-v}^{v}\left[A_{v}\left\{C_{b c a d} \int_{\operatorname{supp}\left(\psi_{I}^{u}\right)} n_{c}(\boldsymbol{x}) \psi_{I}^{u}(\boldsymbol{x}) \frac{\partial^{2}}{\partial x_{a} \partial x_{d}} \varrho^{\varrho} \mathcal{O}_{v, w}^{L}\left(\boldsymbol{x}-\boldsymbol{y}_{0}\right) d S_{x}\right\}\right. \\
& \times{ }_{\varrho} \mathcal{M}_{v, w ; J}^{W_{L} ; i ; k ; \beta ; l}\left(\boldsymbol{y}_{0}\right)
\end{aligned}
$$

$$
\begin{align*}
& \tilde{\mathrm{W}}_{b ; I J}^{i ; k ; \beta ; l}=\sum_{v=0}^{\infty} \sum_{w=-v}^{v}\left[A_{v}\left\{C_{b c a d} \phi_{\alpha}^{t} \int_{S_{\alpha}} n_{c}(\boldsymbol{x}) \frac{\partial^{2}}{\partial x_{a} \partial x_{d}} \varrho \mathcal{O}_{v, w}^{L}\left(\boldsymbol{x}-\boldsymbol{y}_{0}\right) d S_{x}\right\} \varrho \mathcal{M}_{v, w ; J}^{W_{L} ; i ; k ; \beta ; l}\left(\boldsymbol{y}_{0}\right)\right.  \tag{6.23}\\
& \left.+B_{v} e_{o c e}\left\{C_{b c a d} \phi_{\alpha}^{t} \int_{S_{\alpha}} n_{c}(\boldsymbol{x}) \frac{\partial^{2}}{\partial x_{d} \partial x_{e}}{ }_{e} \mathcal{O}_{v, w}^{T}\left(\boldsymbol{x}-\boldsymbol{y}_{0}\right) d S_{x}\right\}{ }_{\varrho} \mathcal{M}_{o, v, w ; J}^{W_{T} ; i ; k ; ; ; l}\left(\boldsymbol{y}_{0}\right)\right]_{s=\lambda_{\beta}^{l}}, \tag{6.24}
\end{align*}
$$

where ${ }_{\varrho} \mathcal{M}_{v, w ; J}^{W_{L} ; i ; k ; \beta ; l}$ and ${ }_{\varrho} \mathcal{M}_{o, v, w ; J}^{W_{T} ; i ; k ; \beta ; l}$ are the scaled multipole moments with respect to P and S waves, respectively, and given by

$$
\begin{align*}
& { }_{\varrho} \mathcal{M}_{v, w ; J}^{W_{L} ; i ; k ; \beta ; l}\left(\boldsymbol{y}_{0}\right)=\left[\mathbf{u}_{h}\right]_{J}^{i ; k ; \beta ; l} \int_{\operatorname{supp}\left(\phi_{J}\right)} C_{h f p q} n_{f}(\boldsymbol{y})\left[\frac{\partial}{\partial y_{p} \partial y_{q}} \varrho \overline{\mathcal{F}}_{v, w}^{L}\left(\boldsymbol{y}-\boldsymbol{y}_{0}\right)\right] \phi_{J}(\boldsymbol{y}) d S_{y},  \tag{6.25}\\
& { }_{\varrho} \mathcal{M}_{o, v, w ; J}^{W_{T} ; i ; k ; \beta ; l}\left(\boldsymbol{y}_{0}\right)=\left[\mathbf{u}_{h}\right]_{J}^{i ; k ; \beta ; l} \int_{\operatorname{supp}\left(\phi_{J}\right)} e_{\text {oup }} C_{h f p q} n_{f}(\boldsymbol{y})\left[\frac{\partial}{\partial y_{q} \partial y_{u}}{ }_{\varrho} \overline{\mathcal{F}}_{v, w}^{T}\left(\boldsymbol{y}-\boldsymbol{y}_{0}\right)\right] \phi_{J}(\boldsymbol{y}) d S_{y} . \tag{6.26}
\end{align*}
$$

Note that the double integrals with respect to $\boldsymbol{x}$ and $\boldsymbol{y}$ are separated, and therefore, far-feild contributions can be rapidly evaluated using the FMM. The same translation theorems as $\mathrm{U}_{b ; \alpha \gamma}^{i ; ; ; \beta ; l}$ and $\mathrm{T}_{b ; \alpha \gamma}^{i, k ; \beta ; l}$ in Chapter 3 can be used for M2M, M2L, and L2L calculations.

However, the modified fast multipole algorithm for the Galerkin BEM (see Chapter 3 in [101]), has to be taken in order to ensure the following two identities because we canceled some terms in the regularization procedure from Eq. (6.11) to Eq. (6.12) using Eq. (6.3) and $\psi^{u}=0$ on $\partial S$.

$$
\begin{align*}
& \int_{\operatorname{supp}\left(\psi_{I}^{u}\right)} \psi_{I}^{u}(\boldsymbol{x}) \text { p.f. } \int_{\operatorname{supp}\left(\phi_{J}^{u}\right)} \hat{W}_{b j}(\boldsymbol{x}, \boldsymbol{y}, s) \phi_{J}^{u}(\boldsymbol{y}) d S_{y} d S_{x} \\
& =\int_{\operatorname{supp}\left(\psi_{I}^{u}\right)} e_{a c m} n_{a}(\boldsymbol{x}) \frac{\partial \psi_{I}^{u}(\boldsymbol{x})}{\partial x_{c}} \\
& \quad \times \int_{\operatorname{supp}\left(\phi_{J}^{u}\right)} e_{k q t} n_{k}(\boldsymbol{y}) \frac{\partial \phi_{J}^{u}(\boldsymbol{y})}{\partial y_{q}} e_{b d s} e_{j p n} \frac{\partial}{\partial x_{d}} \frac{\partial}{\partial y_{p}} \hat{\Phi}_{m s n t}(\boldsymbol{x}, \boldsymbol{y}, s) d S_{y} d S_{x} \\
& \quad+\int_{\operatorname{supp}\left(\psi_{I}^{u}\right)} \psi_{I}^{u}(\boldsymbol{x}) n_{a}(\boldsymbol{x}) \int_{\operatorname{supp}\left(\phi_{J}^{u}\right)} \hat{\Psi}_{a b j k}(\boldsymbol{x}, \boldsymbol{y}, s) \phi_{J}^{u}(\boldsymbol{y}) n_{k}(\boldsymbol{y}) d S_{y} d S_{x}  \tag{6.27}\\
& \phi_{\alpha}^{t} \int_{S_{\alpha}} \text { p.f. } \int_{\operatorname{supp}\left(\phi_{J}^{u}\right)} \hat{W}_{b j}(\boldsymbol{x}, \boldsymbol{y}, s) \phi_{J}^{u}(\boldsymbol{y}) d S_{y} d S_{x} \\
& = \\
& \quad-\phi_{\alpha}^{t} \int_{\partial S_{\alpha}} \int_{\operatorname{supp}\left(\phi_{J}^{u}\right)} e_{k q t} n_{k}(\boldsymbol{y}) \frac{\partial \phi_{J}^{u}(\boldsymbol{y})}{\partial y_{q}} e_{b d s} e_{j p n} \frac{\partial}{\partial x_{d}} \frac{\partial}{\partial y_{p}} \hat{\Phi}_{m s n t}(\boldsymbol{x}, \boldsymbol{y}, s) d S_{y} d x_{m}  \tag{6.28}\\
& \quad+\phi_{\alpha}^{t} \int_{S_{\alpha}} n_{a}(\boldsymbol{x}) \int_{\operatorname{supp}\left(\phi_{J}^{u}\right)} \hat{\Psi}_{a b j k}(\boldsymbol{x}, \boldsymbol{y}, s) \phi_{J}^{u}(\boldsymbol{y}) n_{k}(\boldsymbol{y}) d S_{y} d S_{x} .
\end{align*}
$$

Eq. (6.27) holds if $\psi_{I}^{u}$ and $\phi_{J}^{u}$ are equal to zero at the edges of $\operatorname{supp}\left(\psi_{I}^{u}\right)$ and $\operatorname{supp}\left(\phi_{J}^{u}\right)$, respectively. Therefore, a set of multipole moments corresponding to $\phi_{J}^{u}$ is calculated for one $\boldsymbol{y}_{0}$ as shown in Fig. 6.4 (a). The coefficients of local expansion have to be calculated in a similar way. Then, the far-field contributions can be evaluated by using the fast multipole algorithm. Correspondingly to this fast multipole algorithm, the near-field contributions have to be evaluated as node to node. Similarly, Eq. (6.28) holds if $\phi_{J}^{u}=0$ at the edges of $\operatorname{supp}\left(\phi_{J}^{u}\right)$. Also in this case, a set of multipole moments corresponding to $\phi_{J}^{u}$ has to be calculated for one $\boldsymbol{y}_{0}$ as shown in Fig. 6.4 (b). As a result, the nearfield contributions have to be evaluated as node to element. Taking into account these calculation ways and two identities (6.27) and (6.28), the counterpart of direct matrix-vector product can be evaluated by using the FMM. Other numerical procedures of CQ-FMBEM are same as the ones in Chapter 3.

### 6.6. Nonlinear boundary conditions and numerical procedure

The nonlinear boundary conditions and numerical procedure are briefly summarized in this section. In order to simultaneously solve discretized BIEs (6.13) and (6.14), the appropriate boundary conditions should be selected at each time step. We consider three types of state in a similar way to Section 4.2.1. The boundary conditions for separation, stick, and slip states are summarized as
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Figure 6.4.: Schematic of potential calculation to ensure (a) Eq. (6.27) and (b) Eq. (6.28).
follows:

$$
\left\{\begin{array}{lll}
\boldsymbol{t}=\mathbf{0} & \text { : separation, }  \tag{6.29a}\\
{[\boldsymbol{u}] \cdot \boldsymbol{n}=u_{g},} & {\left[\dot{\boldsymbol{u}_{s}}\right]=\mathbf{0}} & \text { : stick, } \\
{[\boldsymbol{u}] \cdot \boldsymbol{n}=u_{g},} & \boldsymbol{t}_{s}=\mu_{d}(\boldsymbol{t} \cdot \boldsymbol{n}) \frac{\left[\dot{\boldsymbol{u}_{s}}\right]}{\left|\left[\dot{\boldsymbol{u}_{s}}\right]\right|} & \text { : slip, }
\end{array}\right.
$$

where the vectors with the subscript $s$ indicate the ones which consist of the tangential components to the crack face. The transition conditions for the iterative calculation are also summarized as follows:

$$
\begin{cases}{[\boldsymbol{u}] \cdot \boldsymbol{n} \geq u_{g}} & : \text { separation } \rightarrow \text { stick, }  \tag{6.30a}\\ \boldsymbol{t} \cdot \boldsymbol{n}>0 & : \text { stick or slip } \rightarrow \text { separation, } \\ \left|\boldsymbol{t}_{s}\right| \geq \mu_{s}|\boldsymbol{t} \cdot \boldsymbol{n}| & : \text { stick } \rightarrow \text { slip, } \\ \frac{\left[\dot{\boldsymbol{u}_{s}}\right] \cdot\left[\dot{\boldsymbol{u}_{s}}\right]^{\text {prev }}}{\left|\left[\dot{\boldsymbol{u}_{s}}\right]\right|\left|\left[\dot{\boldsymbol{u}_{s}}\right]^{\text {prev }}\right|}<\cos \left(\theta^{\text {stop }}\right) & : \text { slip } \rightarrow \text { stick, }\end{cases}
$$

where $\theta^{\text {stop }}$ is given by $90^{\circ}$. If the left inequalities in Eq. (6.30) are satisfied, the corresponding right transition occurs.


Figure 6.5.: A penny-shaped crack with radius $a$ subjected to an incident plane $P$ wave.


Figure 6.6.: Mesh structure of a penny-shaped crack when $M_{e}=656$ and $M_{d}=361$.

Using boundary conditions (6.29), discretized BIEs (6.13) and (6.14) can be simultaneously solved. The iterative algorithm is similar to the case of interface crack of bi-material in Section 4.3. In addition, discretized BIEs (6.13) and (6.14) are modified for the velocity of COD tangential to the crack face as well as Section 4.2.2.

### 6.7. Numerical results

In this section, numerical results of the proposed CQ-FMBEM for 3-D crack problems are presented. First, the linear problem is numerically solved in order to verify the accuracy and to demonstrate the computational efficiency. Second, the higher-harmonic simulation is carried out to validate the contact model of crack faces. Finally, numerical results of sub-harmonic generation due to cracks in an infinite domain are shown and compared with the ones for the 2-D case.

### 6.7.1. Linear problem

In advance of the nonlinear ultrasonic simulation, the numerical results for the traction-free crack are shown. The time histories of COD and SIF are computed for the accuracy verification when a
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Figure 6.7.: (a) Vertical COD at each several time-steps and (b) time variations of normalized dynamic SIF when a penny-shaped crack is subjected to normal incidence of plane $P$ wave.
penny-shaped crack is subjected to normal incidence of plane P wave as depicted in Fig. 6.5. The incident plane P wave is given by

$$
\begin{equation*}
u_{i}^{\mathrm{in}}(\boldsymbol{x}, t)=-u_{0} \delta_{i 3} \frac{c_{L} t-x_{3}}{a} H\left(c_{L} t-x_{3}\right) . \tag{6.31}
\end{equation*}
$$

The crack surface is divided into 656 flatly triangular elements as depicted in Fig. 6.6, and time increment $\Delta t$ is given by $c_{T} \Delta t / a=0.1$. Poisson's ratio of base material $\nu$ is given by $\nu=0.25$ in order to compare with reference solutions, and the CQ-FMBEM with RK3 is used here.

Vertical COD at several time steps on the positive part of $x_{1}$-axis is shown in Fig. 6.7 (a). The vertical COD at $x_{1} / a=0.0$ is constantly raised until about $c_{T} t / a=0.6$ because the diffracted P wave arrives at about $c_{T} t / a=0.58$. From $c_{T} t / a=0.9$ to 1.2 , the behavior of COD around the


Figure 6.8.: Computational time of CQ-FMBEM using RK3 for 3-D crack problems varying the number of elements $M_{e}$ when $N=128$.


Figure 6.9.: Computational time of CQ-FMBEM using RK3 for 3-D crack problems varying the number of time steps $N$ when $M_{e}=1464$.
center of the crack is greatly different from an early time due to diffracted surface waves.
Next, the dynamic SIF of mode I is computed by the present method. According to [84], the dynamic SIF corresponding to mode I can be calculated by

$$
\begin{equation*}
K_{I}(t)=-\frac{\mu \sqrt{2 \pi}}{4(1-\nu)} \lim _{\varepsilon \rightarrow 0} \frac{1}{\sqrt{\varepsilon}}[\boldsymbol{u}](\varepsilon, t) \cdot \boldsymbol{n}(\varepsilon), \tag{6.32}
\end{equation*}
$$
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where $\varepsilon$ indicates the distance from the crack front. We normalize the dynamic SIF using the exact solution of static problems $K_{I}^{\text {st }}=2 \sigma_{33} \sqrt{a / \pi}$. The time history of dynamic SIF is presented in Fig. 6.7 (b). The solutions obtained by Hirose and Achenbach [35] are plotted in the same figure for comparison. They have used the conventional TD-BEM in which the collocation method is used for time and spatial discretization. On the other hand, this problem in frequency-domain can be come to a Fredholm integral equation of the second kind using the axisymmetric property, and it has been numerically solved by Rahman [68]. The transient solutions constructed by the inverse Fourier transform, which are called the "reference solutions", are also presented in Fig. 6.7 (b). The reference solutions have slight oscillation at about $c_{T} t / a=2.1$ and 4.3 , when the waveform is rapidly fluctuated. However, the reference solutions are considered as most accurate in Fig. 6.7 (b). The behavior of solutions obtained by the proposed method and Hirose and Achenbach are very similar and both solutions converge to the static solution. At about $c_{T} t / a=2.1$ and 4.3 , the solutions obtained by the proposed method seem to be more accurate.

The computational efficiency of the proposed method is confirmed by solving the same problem for different $N$ and $M_{e}$. The computational time varying the number of elements $M_{e}$ is shown in Fig. 6.8 when $N=128$. The solid line in the figure indicates the regression one of numerical results. As shown in Fig. 6.8, the computational complexity for $M_{e}$ seems to be about $O\left(M_{e} \log M_{e}\right)$. On the other hand, the computational time varying the number of time steps $N$ is shown in Fig. 6.9 when $M_{e}=1464$. When about $N<200$, the computational complexity seems to be $O(N)$. However, the order of computational time seems to be $O(N \log N)$ for comparatively large $N$. This is because calculation of the influence functions for near-field contribution is most time-consuming with small $N$, and its complexity is $O\left(N M_{e}\right)$. Consequently, it seems that the total computational complexity of the proposed method is about $O\left(N M_{e} \log N \log M_{e}\right)$.

### 6.7.2. Higher-harmonic simulation

In order to validate the contact model of crack faces for 3-D problems, the numerical results of higher-harmonic simulation are presented here. Hereinafter, the CQ-FMBEM with RK2 is used for all nonlinear ultrasonic simulations. The analysis model in Fig. 6.5 is also used for this simulation, and we confirm that our model can reproduce the clapping motion and friction on crack faces similarly to the 2-D case in Section 5.5.2. The following sinusoidal burst wave with $n^{\text {in }}$ cycles is used as the incident wave for the nonlinear ultrasonic simulation.

$$
\left\{\begin{array}{l}
\boldsymbol{u}^{\mathrm{in}}(\boldsymbol{x}, t)=u_{0} \boldsymbol{d}_{\varphi} \sin \left(2 \pi \Lambda_{\varphi}\right) H\left(\Lambda_{\varphi}\right) H\left(n^{\text {in }}-\Lambda_{\varphi}\right),  \tag{6.33a}\\
\Lambda_{\varphi}=f^{\text {in }}\left(t-\frac{\boldsymbol{p} \cdot(\boldsymbol{x}-\boldsymbol{\chi})}{c_{\varphi}}\right) .
\end{array}\right.
$$

We assume that $\boldsymbol{d}_{T H}=(0,1,0)$ and $\boldsymbol{d}_{T V}=\boldsymbol{d}_{T H} \times \boldsymbol{p}$. The far-field approximation of scattered wave (see Appendix B) is used for the spectrum analysis. The time increment is taken as $f^{\mathrm{in}} \Delta t=0.05$, and Poisson's ratio of base material is given by $\nu=0.3$ supposing steel. The friction coefficients are thus given by the top row of Table 4.2. $n^{\text {in }}$ is given by $n^{\text {in }}=15$ here.


Figure 6.10.: Time variations of (a) COD at the center point of a crack and (b) far-field amplitude of backscattered P wave when a penny-shaped crack is subjected to an incident plane P wave. (c) is normalized frequency spectrum of far-field amplitude.

First, numerical results of P wave incidence are presented when $\theta^{\text {in }}=0^{\circ}, k_{T} a=3.0$, and $u_{g} / u_{0}=0.0$. Time histories of vertical COD at the center point of a crack are shown in Fig. 6.10 (a). Time histories and normalized frequency spectra of far-field amplitude of backscattered P wave are also presented in Fig. 6.10 (b), and (c), respectively. As shown in Fig. 6.10 (a), the vertical COD
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Figure 6.11.: Time variations of (a) tangential traction at the center point of a crack and (b) far-field amplitude of backscattered SV wave when a penny-shaped crack is subjected to an incident plane SV wave, and $\sigma^{\text {st }} / \sigma_{0}=1.0$. (c) is normalized frequency spectrum of far-field amplitude.
in the nonlinear case cannot take negative values due to contact conditions. From Fig. 6.10 (b), the waveform of $\Omega_{L} /\left(a u_{0}\right)$ is distorted by the clapping motion. Therefore, the frequency spectrum of $\Omega_{L} /\left(a u_{0}\right)$ in the nonlinear case contains higher-harmonic components as shown in Fig. 6.10 (c).


Figure 6.12.: Elastic wave scattering by (a) a saddle-shaped crack and (b) two penny-shaped cracks arranged in parallel.

Also in the 3-D case, it is confirmed that all (2nd, 3rd, 4th, etc.) orders of higher-harmonic waves are generated.

Second, numerical results of SV wave incidence are presented when $\theta^{\text {in }}=0^{\circ}, k_{T} a=3.0$, and $u_{g} / u_{0}=0.0$. In this case, the static compressive stress $\sigma^{\text {st }}$ has a positive value over a crack uniformly in order to generate the dynamic friction force. $\sigma^{\text {st }}$ is given by $\sigma^{\text {st }} / \sigma_{0}=1.0$ here. Time histories of tangential traction at the center point of a crack are shown in Fig. 6.11 (a). Time histories and normalized frequency spectra of far-field amplitude of backscattered SV wave are also presented in Fig. 6.11 (b), and (c), respectively. As shown in Fig. 6.11 (a), the tangential traction becomes similar to square wave due to dynamic friction force, and its amplitude corresponds to the dynamic friction coefficient $\mu_{d}$. From Fig. 6.11 (b), the waveform of $\Omega_{T V} /\left(a u_{0}\right)$ is distorted due to the friction force, and the amplitude is smaller than the linear one. Therefore, the 3rd higherharmonic component is contained in the nonlinear case as shown in Fig. 6.11 (c). It is known that odd order of higher-harmonic waves are generated due to pure shear motion with contact [89], and that is also reproduced. From the above, we can confirm that the presented numerical method can accurately simulate the clapping motion and dynamic friction on crack faces.

### 6.7.3. Sub-harmonic simulation

In order to confirm that the sub-harmonic generation can be caused in the 3-D model, we present some numerical results in this section. The similar models to the ones in Section 5.5.3 is used for the 3-D sub-harmonic simulation. Therefore, a saddle-shaped crack and two penny-shaped cracks arranged in parallel in an infinite elastic solid depicted in Fig. 6.12 are considered as the analysis models. The time increment is taken as $f^{\mathrm{in}} \Delta t=0.05$, and the material constants are same as the higher-harmonic simulation in the previous section. The incident plane wave is assumed to be P


Figure 6.13.: Frequency responses for the model in Fig. 6.12 (a) using the frequency-domain BEM and assuming that crack faces are always separated. The norm $\|[\boldsymbol{u}]\| / u_{0}$ at point F in Fig. 6.12 (a) for various $\theta^{\text {in }}$ and $k_{T} a$ is plotted when (a) $w / a=1.0$ and (b) 2.0.
wave, and $\varphi=L$ in Eq. (6.33).

## Sub-harmonic generation by a saddle-shaped crack

First, we presented numerical results of wave scattering by a saddle-shaped crack in an infinite elastic solid as depicted in Fig. 6.12 (a). In the 2-D simulation, the nonlinear torsional vibration is caused at the inner part of a curved crack, and sub-harmonic waves are generated under certain conditions as presented in Section 5.5.3. Therefore, the similar model with finite width $w$ in 3-D is considered. Only the cases that $h / a=2.0$ and $\theta^{\text {in }}=60^{\circ}$ are presented here because sub-harmonic waves are generated in a comparatively wide range of $k_{T} a$ and $u_{g} / u_{0}$ in the 2-D case as shown in Fig. 5.16.

In advance of the sub-harmonic simulation, the frequency response analysis varying $w / a$ is conducted in order to predict the probability of sub-harmonic generation. The norm $\|[\boldsymbol{u}]\| / u_{0}$ at point F in Fig. 6.12 (a) for various $k_{T} a$ and $\theta^{\text {in }}$ is plotted in Fig. 6.13. From Fig. 6.13 (a), the peak of $\|[\boldsymbol{u}]\| / u_{0}$ is located at about $k_{T} a=1.2$ in the case that $w / a=1.0$. As shown in Fig. 6.13 (b), the results in the case that $w / a=2.0$ are similar to the 2-D ones in Fig. 5.31 (e), and the peak


Figure 6.14.: Fourier amplitude ratio of sub-harmonic frequency to fundamental one for various preopening displacement $u_{g} / u_{0}$ when a saddle-shaped crack is subjected to an incident plane P wave $\left(w / a=1.0, \theta^{\text {in }}=60^{\circ}\right.$, and $\left.n^{\text {in }}=15\right)$.
of $\|[\boldsymbol{u}]\| / u_{0}$ is located at about $k_{T} a=0.7$. Comparing Fig. 6.13 (a) and (b), $\|[\boldsymbol{u}]\| / u_{0}$ is more gentle in the case that $w / a=1.0$ than $w / a=2.0$. Therefore, it is expected that the sub-harmonic generation occurs in the case that $w / a=2.0$ similarly to the 2-D case although that may be not caused in the case that $w / a=1.0$.

It is difficult to conduct the same number of numerical simulations as the 2-D case because of the computational cost for the 3-D simulation. Therefore, we present numerical results varying the preopening displacement $u_{g} / u_{0}$ for several center wavenumbers of the incident wave $k_{T} a . A_{0.5 \omega} / A_{\omega}$ for various $u_{g} / u_{0}$ in the case that $w / a=1.0$ is presented in Fig. 6.14. $k_{T} a$ is changed from 1.0 to 5.0 with increments of 1.0 in Fig. 6.14 (a), and we could not confirm the sub-harmonic generation. According to the tendency of the 2-D results in Section 5.5.3, the sub-harmonic generation occurs at $k_{T} a$ which is a little larger than the double of the first peak of frequency response. In this case, the first peak of frequency response is located at about $k_{T} a=1.2$, so that $k_{T} a$ is changed from 2.2 to 2.8 with fine increments in Fig. 6.14 (b). Although we could not find the sub-harmonic generation here, $A_{0.5 \omega} / A_{\omega}$ in the case that $k_{T} a=2.8$ becomes very large as shown in Fig. 6.14 (b). Therefore, $A_{0.5 \omega} / A_{\omega}$ only in this case is plotted in Fig. 6.15 with a different vertical axis. The maximum value


Figure 6.15.: Fourier amplitude ratio of sub-harmonic frequency to fundamental one for various preopening displacement $u_{g} / u_{0}$ when a saddle-shaped crack is subjected to an incident plane P wave ( $k_{T} a=2.8, w / a=1.0, \theta^{\text {in }}=60^{\circ}$, and $n^{\text {in }}=15$ ).


Figure 6.16.: (a) Time variation and (b) normalized frequency spectrum of far-field amplitude of backscattered P wave when a saddle-shaped crack is subjected to an incident plane P wave ( $k_{T} a=2.8, u_{g} / u_{0}=3.4, w / a=1.0, \theta^{\text {in }}=60^{\circ}$, and $n^{\text {in }}=15$ ).
of $A_{0.5 \omega} / A_{\omega}$ is about 0.95 as we can see from Fig. 6.15. In order to investigate what happened here, the time history and frequency spectrum of far-field amplitude of backscattered P wave are shown


Figure 6.17.: Fourier amplitude ratio of sub-harmonic frequency to fundamental one for various preopening displacement $u_{g} / u_{0}$ when a saddle-shaped crack is subjected to an incident plane P wave $\left(w / a=2.0, \theta^{\text {in }}=60^{\circ}\right.$, and $\left.n^{\text {in }}=15\right)$.
in Fig. 6.16 when $k_{T} a=2.8, u_{g} / u_{0}=3.4$. The frequency spectrum is normalized by $A_{\omega}$. From Fig. 6.16 (a), the waveform of $\Omega_{L} /\left(a u_{0}\right)$ is strongly distorted, and the amplitude is very small in the middle. The frequency spectrum is also distorted, and the peak is unstable and shifted as shown in Fig. 6.16 (b). As a result, $A_{\omega}$ is small, and $A_{0.5 \omega} / A_{\omega}$ becomes large.

Next, $A_{0.5 \omega} / A_{\omega}$ for various $u_{g} / u_{0}$ in the case that $w / a=2.0$ is presented in Fig. 6.17. In Fig. 6.17 (a), $k_{T} a$ is changed from 1.0 to 5.0 with increments of 1.0 , and we could not confirm the sub-harmonic generation from these cases. The first peak of frequency response is located at about $k_{T} a=0.7$, and therefore, $k_{T} a$ is changed from 1.2 to 1.8 with fine increments in Fig. 6.17 (b). There are two slight peaks at around $k_{T} a=1.2$ and $u_{g} / u_{0}=2.6$, and $k_{T} a=1.4$ and $u_{g} / u_{0}=1.6$ as indicated by arrows, and we can confirm the sub-harmonic generation under these conditions. For instance of the sub-harmonic generation, the time history and normalized frequency spectrum of farfield amplitude of backscattered P wave are shown in Fig. 6.18 when $k_{T} a=1.4$ and $u_{g} / u_{0}=2.6$. As shown in Fig. 6.18, the large and small amplitude is periodically repeated, and the slight peak of $A_{0.5 \omega} / A_{\omega}$ is confirmed. However, they are not clear because $n^{\text {in }}=15$. In order to show more clear sub-harmonic generation, the waveform and frequency spectrum in the case that $n^{\text {in }}=30$ are


Figure 6.18.: (a) Time variation and (b) normalized frequency spectrum of far-field amplitude of backscattered P wave when a saddle-shaped crack is subjected to an incident plane P wave ( $k_{T} a=1.4, u_{g} / u_{0}=2.6, w / a=2.0, \theta^{\text {in }}=60^{\circ}$, and $n^{\text {in }}=15$ ).
presented in Fig. 6.19. It can be confirmed from Fig. 6.19 (a) that the waveform becomes stable in the state that large and small amplitude is repeated periodically. The more clear peak of $A_{0.5 \omega} / A_{\omega}$ can be seen in Fig. 6.19 (b) than in Fig. 6.18 (b). $A_{0.5 \omega} / A_{\omega}$ in this case is much smaller than that in the 2-D case. However, it is expected that $A_{0.5 \omega} / A_{\omega}$ becomes large as $w / a$ increases because the case that $w / a \rightarrow \infty$ is equivalent to the 2-D one. The sub-harmonic generation can be caused for the model in Fig. 6.12 (a) with sufficiently large $w / a$.

## Sub-harmonic generation by two penny-shaped cracks arranged in parallel

Second, we present numerical results of the wave scattering by two penny-shaped cracks arranged in parallel in an infinite elastic solid as depicted in Fig. 6.12 (b). In the 2-D simulation, the nonlinear bending vibration is caused at the part between two straight-line cracks, and sub-harmonic waves are generated under certain conditions as presented in Section 5.5.3. Therefore, it is expected that similar bending vibrations are generated in the 3-D case for the model in Fig. 6.12 (b). Only the normal incidence is considered here because the sub-harmonic waves can be observed in the 2-D case except $\theta^{\text {in }}=90^{\circ}$.

In advance of the sub-harmonic simulation, the frequency response analysis varying $h / a$ is con-


Figure 6.19.: (a) Time variation and (b) normalized frequency spectrum of far-field amplitude of backscattered P wave when a saddle-shaped crack is subjected to an incident plane P wave ( $k_{T} a=1.4, u_{g} / u_{0}=2.6, w / a=2.0, \theta^{\text {in }}=60^{\circ}$, and $n^{\text {in }}=30$ ).


Figure 6.20.: Frequency responses for the model in Fig. 6.12 (b) using the frequency-domain BEM and assuming that crack faces are always separated. The norm $\|[\boldsymbol{u}]\| / u_{0}$ at point G in Fig. 6.12 (b) for various $h / a$ and $k_{T} a$ is plotted when $\theta^{\text {in }}=0^{\circ}$.
ducted in order to predict the probability of sub-harmonic generation. The norm $\|[\boldsymbol{u}]\| / u_{0}$ at point G in Fig. 6.12 (b) for various $k_{T} a$ is plotted in Fig. 6.20. From Fig. 6.20, the results are very similar
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Figure 6.21.: Fourier amplitude ratio of sub-harmonic frequency to fundamental one for various pre-opening displacement $u_{g} / u_{0}$ when two penny-shaped cracks arranged in parallel are subjected to an incident plane P wave $\left(h / a=0.5, \theta^{\text {in }}=0^{\circ}\right.$, and $\left.n^{\text {in }}=15\right)$.
to the 2-D ones in Fig. 5.32. Therefore, it is expected that sub-harmonic waves are generated in the cases that $h / a=0.5$ and 1.0.
$A_{0.5 \omega} / A_{\omega}$ for various $u_{g} / u_{0}$ in the case that $h / a=0.5$ is presented in Fig. 6.21. In Fig. 6.21 (a), $k_{T} a$ is changed from 1.0 to 5.0 with increments of 1.0 , and a peak of $A_{0.5 \omega} / A_{\omega}$ is observed around $k_{T} a=3.0$ and $u_{g} / u_{0}=3.2$. In order to investigate the transition of $A_{0.5 \omega} / A_{\omega}$ varying


Figure 6.22.: (a) Time variation and (b) normalized frequency spectrum of far-field amplitude of backscattered $P$ wave when two penny-shaped cracks arranged in parallel are subjected to an incident plane P wave $\left(k_{T} a=3.0, u_{g} / u_{0}=3.2, h / a=0.5, \theta^{\text {in }}=0^{\circ}\right.$, and $n^{\text {in }}=15$ ).
$k_{T} a, A_{0.5 \omega} / A_{\omega}$ for $k_{T} a=2.2$ to 2.8 and 3.2 to 3.8 with fine increments are shown in Fig. 6.17 (b) and (c), respectively. There are several peaks of $A_{0.5 \omega} / A_{\omega}$ in Fig. 6.17 (b) and (c), specifically around $k_{T} a=2.8$ and $u_{g} / u_{0}=3.4, k_{T} a=3.2$ and $u_{g} / u_{0}=2.8, k_{T} a=3.4$ and $u_{g} / u_{0}=3.2$, and $k_{T} a=3.6$ and $u_{g} / u_{0}=2.8$ as indicated by arrows. Under these conditions, the sub-harmonic generation can be confirmed. For instance of the sub-harmonic generation, the time history and normalized frequency spectrum of far-field amplitude of backscattered P wave are shown in Fig. 6.22 when $k_{T} a=3.0, u_{g} / u_{0}=3.2$. As shown in Fig. 6.22, the large and small amplitude is periodically repeated around the last part, and the peak of $A_{0.5 \omega} / A_{\omega}$ is confirmed. However, they are not clear because $n^{\text {in }}=15$. In order to show more clear sub-harmonic generation, the waveform and frequency spectrum in the case that $n^{\text {in }}=30$ are presented in Fig. 6.23. From Fig. 6.23 (a), it is confirmed that the waveform becomes stable in the state that large and small amplitude is repeated periodically. The more clear peak of $A_{0.5 \omega} / A_{\omega}$ can be seen in Fig. 6.23 (b) than in Fig. 6.22 (b).

Next, $A_{0.5 \omega} / A_{\omega}$ for various $u_{g} / u_{0}$ in the case that $h / a=1.0$ is presented in Fig. 6.24. In Fig. 6.24 (a), $k_{T} a$ is changed from 1.0 to 5.0 with increments of 1.0 , and we could not confirm the sub-harmonic generation in these cases. The first peak of the frequency response is located at about


Figure 6.23.: (a) Time variation and (b) normalized frequency spectrum of far-field amplitude of backscattered P wave when two penny-shaped cracks arranged in parallel are subjected to an incident plane P wave $\left(k_{T} a=3.0, u_{g} / u_{0}=3.2, h / a=0.5, \theta^{\text {in }}=0^{\circ}\right.$, and $n^{\text {in }}=30$ ).
$k_{T} a=1.6$, and therefore, $k_{T} a$ is changed from 3.2 to 3.8 with fine increments in Fig. 6.24 (b). However, We could not find the sub-harmonic generation in these cases. As a result, it seems to be harder for the 3-D model in Fig. 6.12 (b) than the 2-D model in Fig. 5.11 (b) that the sub-harmonic generation is caused. This may be because the width of cracks is finite, and the effect of multiple reflection is weaker in the 3-D case than the 2-D case.

### 6.8. Concluding remarks

- In Chapter 6, we have successfully applied the new CQ-FMBEM to the 3-D nonlinear ultrasonic simulation for cracks in an infinite elastic solid. The validity of our proposed method was confirmed through numerical results of normal incidence of P and S waves to a pennyshaped crack. We have also succeeded in the simulation of sub-harmonic generation due to interior cracks with contact boundary conditions in 3-D.
- From numerical results for the linear problem, the accuracy and efficiency of the CQ-FMBEM for crack problems were confirmed. The computational complexity of the CQ-FMBEM is


Figure 6.24.: Fourier amplitude ratio of sub-harmonic frequency to fundamental one for various pre-opening displacement $u_{g} / u_{0}$ when two penny-shaped cracks arranged in parallel are subjected to an incident plane P wave $\left(h / a=1.0, \theta^{\text {in }}=0^{\circ}\right.$, and $\left.n^{\text {in }}=15\right)$.
$O\left(N M_{e} \log N \log M_{e}\right)$. The far-field contributions can be rapidly calculated for the Galerkin formulation because double integrals with respect to source and field points are separated in the multipole expansion.

- For the case that a saddle-shaped crack is subjected to an incident plane P wave, we conducted the numerical simulation with two kinds of finite width $w$. We could observe the subharmonic generation in the case that $w / a=2.0$ from numerical results but not for $w / a=1.0$. As a result, it has been confirmed that the sub-harmonic generation occurs if $w$ is sufficiently large.
- For the case that two penny-shaped cracks arranged in parallel are subjected to an incident plane P wave, we conducted the simulation with two kinds of interval $h$. It could also be found that the sub-harmonic generation is caused if sufficiently small $h$ similarly to the 2-D case. However, we could not see the sub-harmonic generation in the case that $h / a=1.0$. Therefore, the finite width may also be significant in this case.


## Chapter 7

## Final Remarks

In this dissertation, we have investigated the acceleration of CQ-BEM for 3-D acoustic and elastic wave problems. The proposed fast CQ-BEM is accurate and efficient for the large-scale wave problems especially dealing with the (semi-) infinite domain. The application of the fast CQ-BEM to the nonlinear ultrasonic simulation has also been performed, and the behavior of nonlinear ultrasonic waves has been investigated through numerical results. The results obtained by this study are summarized as follows:

Chapter 1 We have explained the background of this study about the NLUT based on CAN and the TD-BEM. To investigate the behavior of higher-harmonic generation and the mechanism of sub-harmonic one, we focused numerical simulation as the theoretical approach. In the previous researches, the behavior of higher-harmonic generation due to an interface crack has not been investigated in full 3-D, and there are a few reports of sub-harmonic simulation. Therefore, it is necessary to carry out these simulations and to quantitatively analyze them. For this type of problems, the TD-BEM is considered as an appropriate numerical method because of its accuracy and efficiency. However, the conventional TD-BEM has some problems such as instability in time-marching process and large computational complexity. Therefore, we mentioned the importance of the stabilization and acceleration of the TD-BEM in this chapter.

Chapter 2 The IRK-based CQ-BEM formulation and its important aspects are presented in this chapter. This numerical method produces more accurate numerical solutions than the linear multistep-based one although the required memory and computational time increase in the same $N$ and $M_{e}$. However, it is sometimes difficult to satisfy accuracy requirements using the linear multistep-based CQ-BEM. Therefore, we strongly recommend to use the IRK-based CQ-BEM because of its high performance in accuracy.

Chapter 3 We have successfully accelerated the IRK-based CQ-BEM in this chapter. The original computational complexity and required memory of the IRK-based CQ-BEM are $O\left(m^{2} N^{2} M_{e}^{2}\right)$ even if we use an iterative solver. As the result of the acceleration based on the FMM and the rapid convolution algorithm, the computational complexity and required memory can be
reduced to $O\left(m N M_{e} \log N \log M_{e}\right)$ and $O\left(m N M_{e}\right)$, respectively. We have also presented its applicability to the elastic wave and coupled acoustic-elastic wave problems.

Chapter 4 The 3-D simulation of nonlinear ultrasonic waves due to an interface crack with contact boundary conditions between two semi-infinite elastic solids, has been performed in this chapter. The appropriate boundary element formulation for this problem has been proposed in order to accurately compute the tangential velocity of displacement. We have been carried out some numerical simulations of the higher-harmonic generation and validated the numerical model of interface crack through obtained numerical results. For normal incidence of P and S waves, the reflection and transmission coefficients between two materials significantly effect in the static compressive stress. For oblique incidence of P wave, the amplitude of scattered wave rapidly fluctuates due to the behavior of reflection and transmission coefficients near the critical angle.

Chapter 5 The long-time analyses of the nonlinear ultrasonic generation by interior and surface breaking cracks in 2-D have been implemented by the non-accelerated CQ-BEM. Verification and validation of the proposed CQ-BEM have been conducted by solving the fundamental problems. From the simulation of higher-harmonic waves due to a straight-line crack, it was found that there is optimal static compressive stress for the 2nd higher-harmonic generation related with the normalized wavenumber of the incident wave. On the other hand, we have successfully conducted the numerical simulation of the sub-harmonic generation under certain conditions. From numerical results, we have investigated the relation between the characteristic of frequency response and the probability of sub-harmonic generation. As a result, the sub-harmonic generation is caused due to interior cracks with some pre-opening displacements when the frequency of the incident wave is a little larger than the first mode quasi-eigenfrequency of the linear system. However, the behavior of sub-harmonic generation due to a surface breaking crack is different, and that occurs when the frequency of the incident wave is about triple of the first mode quasi-eigenfrequency of the linear system.

Chapter 6 The 3-D simulation of nonlinear ultrasonic waves due to cracks in an infinite elastic solid has been conducted by the fast CQ-BEM presented in Chapter 3. Therefore, the fast CQ-BEM has been extended to the 3-D crack problem and verified by solving linear problems. We also presented the computational complexity through some numerical results. The crack model has also been validated by solving the fundamental nonlinear problems such as a penny-shaped crack subjected to normal incidence of P and S waves. From the numerical results of the nonlinear ultrasonic simulation, it was confirmed that the sub-harmonic generation is caused under the similar conditions to the 2-D cases.

In this study, we succeeded in reproducing the sub-harmonic waves due to the CAN in the 2-D and 3-D numerical simulations as presented in Chapters 5 and 6. As a result, the sub-harmonic generation greatly depends on the situation such as size, shape, and arrangement of cracks and existence of free-surface. Therefore, it is difficult to use these phenomena for the NDE if there is
no information of flaws in advance of measurement, and the applicability is limited. However, it is important to completely reveal the mechanism and to make the range of applicability clear. Also, it may be expected that the sub-harmonic generation phenomenon is used for other engineering fields.

In the future, we are going to extend the proposed 3-D numerical method of nonlinear ultrasonic simulation to the scattering problems by a surface breaking crack similarly to the 2-D case. However, for performing many numerical simulations, the proposed CQ-BEM is not sufficiently fast. Therefore, we are going to continue the acceleration of the CQ-BEM. Also, we should compare obtained numerical results with experimental data and consider the consistency between numerical and experimental approaches.

The FDM and FEM are usually used for the time-dependent (nonlinear) problems because of their robustness, computational efficiency, and ease of formulation. On the other hand, the stability of TD-BEM has been improved and accelerated by some special techniques recently as shown in this dissertation. The author hopes that the TD-BEM is more widely used in the engineering fields.

## Appendix A

## Translation Operators and Recursions

The translation operators for the fundamental solution of the modified Helmholtz equation $(\mathrm{E} \mid \mathrm{F})_{n, l}^{m, j}$ are obtained using the analogous manner as the Helmholtz equation [23].

$$
\begin{align*}
& (\mathrm{M} \mid \mathrm{M})_{a, c}^{b, d}\left(\boldsymbol{y}_{0} \rightarrow \boldsymbol{y}_{1}\right)=\sum_{e=|a-c|}^{a+c}(-1)^{d} \mathcal{A}_{c, e} W_{-b, d, b-d}^{a, c, e} F_{e, d-b}\left(\boldsymbol{y}_{0}-\boldsymbol{y}_{1}\right),  \tag{A.1}\\
& (\mathrm{M} \mid \mathrm{L})_{a, c}^{b, d}\left(\boldsymbol{y}_{1} \rightarrow \boldsymbol{x}_{1}\right)=\sum_{e=|a-c|}^{a+c}(-1)^{a+d} \mathcal{A}_{c, e} W_{-b, d, b-d}^{a, c, e} O_{e, d-b}\left(\boldsymbol{x}_{1}-\boldsymbol{y}_{1}\right),  \tag{A.2}\\
& (\mathrm{L} \mid \mathrm{L})_{a, c}^{b, d}\left(\boldsymbol{x}_{1} \rightarrow \boldsymbol{x}_{0}\right)=\sum_{e=|a-c|}^{a+c}(-1)^{d} \mathcal{A}_{c, e} W_{-b, d, b-d}^{a, c, e} F_{e, d-b}\left(\boldsymbol{x}_{1}-\boldsymbol{x}_{0}\right), \tag{A.3}
\end{align*}
$$

where $\mathcal{A}_{a, b}=(2 a+1)(2 b+1)$ and $W_{b, d, f}^{a, c, e}$ is expressed using Wigner-3j symbol $(:::)$ [57] as follows:

$$
W_{b, d, f}^{a, c, e}=\left(\begin{array}{ccc}
a & c & e  \tag{A.4}\\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
a & c & e \\
b & d & f
\end{array}\right)
$$

The recursions of $(\mathrm{E} \mid \mathrm{F})_{a, c}^{b}$ are following [28]:

$$
\begin{align*}
& a_{a b}^{+}(\mathrm{E} \mid \mathrm{E})_{a+1, c}^{b}=-a_{a b}^{-}(\mathrm{E} \mid \mathrm{E})_{a-1, c}^{b}+a_{c-1, b}^{+}(\mathrm{E} \mid \mathrm{E})_{a, c-1}^{b}+a_{c+1, b}^{-}(\mathrm{E} \mid \mathrm{E})_{a, c+1}^{b}  \tag{A.5}\\
& b_{a,-b}^{+}(\mathrm{E} \mid \mathrm{E})_{a+1, c}^{b+1}=b_{a,-b}^{-}(\mathrm{E} \mid \mathrm{E})_{a-1, c}^{b+1}+b_{c-1,-b}^{+}(\mathrm{E} \mid \mathrm{E})_{a, c-1}^{b}-b_{c+1,-b}^{-}(\mathrm{E} \mid \mathrm{E})_{a, c+1}^{b}  \tag{A.6}\\
& a_{a b}^{+}(\mathrm{M} \mid \mathrm{L})_{a+1, c}^{b}=-a_{a b}^{-}(\mathrm{M} \mid \mathrm{L})_{a-1, c}^{b}-a_{c-1, b}^{+}(\mathrm{M} \mid \mathrm{L})_{a, c-1}^{b}-a_{c+1, b}^{-}(\mathrm{M} \mid \mathrm{L})_{a, c+1}^{b}  \tag{A.7}\\
& b_{a,-b}^{+}(\mathrm{M} \mid \mathrm{L})_{a+1, c}^{b+1}=b_{a,-b}^{-}(\mathrm{M} \mid \mathrm{L})_{a-1, c}^{b+1}-b_{c-1,-b}^{+}(\mathrm{M} \mid \mathrm{L})_{a, c-1}^{b}+b_{c+1,-b}^{-}(\mathrm{M} \mid \mathrm{L})_{a, c+1}^{b} \tag{A.8}
\end{align*}
$$

where coefficients $a_{a b}^{+}, a_{a b}^{-}, b_{a b}^{-}$, and $b_{a b}^{-}$are defined as follows:

$$
\begin{array}{ll}
a_{a b}^{+}=\frac{\sqrt{(a+b+1)(a-b+1)}}{2 a+1}, & a_{a b}^{-}=\frac{\sqrt{(a+b)(a-b)}}{2 a+1} \\
b_{a b}^{+}=\frac{\sqrt{(a-b+1)(a-b+2)}}{2 a+1}, & b_{a b}^{-}=\frac{\sqrt{(a+b)(a+b-1)}}{2 a+1} \tag{A.10}
\end{array}
$$

## A. Translation Operators and Recursions

The initial values for the recursion $(\mathrm{E} \mid \mathrm{F})_{0, c}^{0}$ are given as follows:

$$
\begin{align*}
& (\mathrm{M} \mid \mathrm{M})_{0, c}^{0}=(2 c+1) i_{c}\left(s_{\varphi}\left|\boldsymbol{y}_{0}-\boldsymbol{y}_{1}\right|\right)  \tag{A.11}\\
& (\mathrm{M} \mid \mathrm{L})_{0, c}^{0}=(2 c+1) k_{c}\left(s_{\varphi}\left|\boldsymbol{y}_{1}-\boldsymbol{x}_{1}\right|\right)  \tag{A.12}\\
& (\mathrm{L} \mid \mathrm{L})_{0, c}^{0}=(2 c+1) i_{c}\left(s_{\varphi}\left|\boldsymbol{x}_{1}-\boldsymbol{x}_{0}\right|\right) \tag{A.13}
\end{align*}
$$

Using the relations $(\mathrm{E} \mid \mathrm{F})_{a, c}^{b}=(\mathrm{E} \mid \mathrm{F})_{a, c}^{-b}$,

$$
\begin{equation*}
(\mathrm{E} \mid \mathrm{E})_{a, c}^{b}=\frac{2 c+1}{2 a+1}(\mathrm{E} \mid \mathrm{E})_{c, a}^{b}, \quad(\mathrm{M} \mid \mathrm{L})_{a, c}^{b}=\frac{2 c+1}{2 a+1}(-1)^{a+c}(\mathrm{M} \mid \mathrm{L})_{c, a}^{b} \tag{A.14}
\end{equation*}
$$

and recursions (A.5)-(A.8) with appropriate computational procedure, the translation operators $(\mathrm{E} \mid \mathrm{F})_{a, c}^{b}$ can be calculated in $O\left(N_{t}^{3}\right)$ computational time. Then, the scaling of the translation operators $(\mathcal{E} \mid \mathcal{F})_{a, c}^{b}$ can be calculated to replace $i_{c}(z)$ and $k_{c}(z)$ in Eqs. (A.11)-(A.13) with $\breve{i}_{c}(z)$ and $\breve{k}_{c}(z)$, respectively. Notice that the plus or minus signs in these recursions are different from the ones [28] for the Helmholtz equation.

## Appendix B

## Far-field Approximation of Scattered Waves

We explain the calculation method of far-field approximation of scattered waves.

## B.1. Inclusions and cracks in 2-D and 3-D

Replacing the fundamental solutions in the integral representation of the scattered wave with the far-field approximated ones, the far-field scattered waves can be evaluated. Therefore, the far-field scattered wave $\boldsymbol{u}^{\text {sc;far }}$ from inclusions with surface $S$ and cracks with one side of crack faces $S^{+}$in an infinite elastic solid can be described as follows:

$$
\begin{align*}
\boldsymbol{u}^{\mathrm{sc} ; \mathrm{far}}(\boldsymbol{x}, t)= & \int_{0}^{t} \int_{S} \boldsymbol{U}^{\mathrm{far}}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot \boldsymbol{t}(\boldsymbol{y}, \tau) d S_{y} d \tau \\
& \quad-\int_{0}^{t} \int_{S} \boldsymbol{T}^{\mathrm{far}}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot \boldsymbol{u}(\boldsymbol{y}, \tau) d S_{y} d \tau  \tag{B.1}\\
\boldsymbol{u}^{\mathrm{sc} ; \mathrm{far}}(\boldsymbol{x}, t)= & -\int_{0}^{t} \int_{S^{+}} \boldsymbol{T}^{+; \mathrm{far}}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot[\boldsymbol{u}](\boldsymbol{y}, \tau) d S_{y} d \tau \tag{B.2}
\end{align*}
$$

where the superscript "far" indicates the far-field approximated function. Defining that $x=|\boldsymbol{x}|$ and $\hat{\boldsymbol{x}}=\boldsymbol{x} / x$ and considering $x \gg|\boldsymbol{y}|$ as the far-field condition, we can approximate as $r \simeq x-\hat{\boldsymbol{x}} \cdot \boldsymbol{y}$ and $\partial r / \partial x_{i} \simeq \hat{x}_{i}$. Consequently, the far-field approximated fundamental solutions corresponding to displacement and traction for 2-D elastodynamic problems in time-domain can be respectively obtained as follows:

$$
\begin{align*}
U_{i j}^{\mathrm{far}}(\boldsymbol{x}, \boldsymbol{y}, t)=\frac{1}{\mu \sqrt{8 \pi x}} \sqrt{\frac{2}{\pi}}\left\{\begin{array}{l}
\frac{c_{T}^{2}}{c_{L}^{2}} \hat{x}_{i} \hat{x}_{j} \frac{H\left(t-\frac{x-\hat{\boldsymbol{x}} \cdot \boldsymbol{y}}{c_{L}}\right)}{\sqrt{\left(\frac{t}{x}+\frac{1}{c_{L}}\right)\left(t-\frac{x-\hat{\boldsymbol{x}} \cdot \boldsymbol{y}}{c_{L}}\right)}} \\
\\
\\
\left.+\left(\delta_{i j}-\hat{x}_{i} \hat{x}_{j}\right) \frac{H\left(t-\frac{x-\hat{\boldsymbol{x}} \cdot \boldsymbol{y}}{c_{T}}\right)}{\sqrt{\left(\frac{t}{x}+\frac{1}{c_{T}}\right)\left(t-\frac{x-\hat{\boldsymbol{x}} \cdot \boldsymbol{y}}{c_{T}}\right)}}\right\}
\end{array},\right.
\end{align*}
$$

$$
\begin{gather*}
T_{i j}^{\mathrm{far}}(\boldsymbol{x}, \boldsymbol{y}, t)=-\frac{1}{\sqrt{8 \pi x}} \sqrt{\frac{2}{\pi}}\left\{\frac{\left(c_{L}^{2}-2 c_{T}^{2}\right) \delta_{i k} \hat{x}_{j}+2 c_{T}^{2} \hat{x}_{i} \hat{x}_{j} \hat{x}_{k}}{c_{L}^{3} \sqrt{\left(\frac{t}{x}+\frac{1}{c_{L}}\right)\left(t-\frac{x-\hat{\boldsymbol{x}} \cdot \boldsymbol{y}}{c_{L}}\right)}} n_{k}(\boldsymbol{y}) \delta\left(t-\frac{x-\hat{\boldsymbol{x}} \cdot \boldsymbol{y}}{c_{L}}\right)\right. \\
\left.+\frac{\delta_{j k} \hat{x}_{i}+\delta_{i j} \hat{x}_{k}-2 \hat{x}_{i} \hat{x}_{j} \hat{x}_{k}}{c_{T} \sqrt{\left(\frac{t}{x}+\frac{1}{c_{T}}\right)\left(t-\frac{x-\hat{\boldsymbol{x}} \cdot \boldsymbol{y}}{c_{T}}\right)}} n_{k}(\boldsymbol{y}) \delta\left(t-\frac{x-\hat{\boldsymbol{x}} \cdot \boldsymbol{y}}{c_{T}}\right)\right\} \tag{B.4}
\end{gather*}
$$

Similarly, the counterparts for 3-D problems are given by

$$
\begin{align*}
& U_{i j}^{\mathrm{far}}(\boldsymbol{x}, \boldsymbol{y}, t)=\frac{1}{4 \pi x \mu} {\left[\frac{c_{T}^{2}}{c_{L}^{2}} \hat{x}_{i} \hat{x}_{j} \delta\left(t-\frac{x-\hat{\boldsymbol{x}} \cdot \boldsymbol{y}}{c_{L}}\right)+\left(\delta_{i j}-\hat{x}_{i} \hat{x}_{j}\right) \delta\left(t-\frac{x-\hat{\boldsymbol{x}} \cdot \boldsymbol{y}}{c_{T}}\right)\right], }  \tag{B.5}\\
& T_{i j}^{\mathrm{far}}(\boldsymbol{x}, \boldsymbol{y}, t)=-\frac{1}{4 \pi x}\left\{\left[\frac{c_{T}^{2}}{c_{L}^{3}} \hat{x}_{i}\left(\frac{c_{L}^{2}}{c_{T}^{2}}-2\right) \delta_{j k}+2 \hat{x}_{i} \hat{x}_{j} \hat{x}_{k}\right] n_{k}(\boldsymbol{y}) \dot{\delta}\left(t-\frac{x-\hat{\boldsymbol{x}} \cdot \boldsymbol{y}}{c_{L}}\right)\right. \\
&\left.+\frac{1}{c_{T}}\left[\delta_{i k} \hat{x}_{j}+\delta_{i j} \hat{x}_{k}-2 \hat{x}_{i} \hat{x}_{j} \hat{x}_{k}\right] n_{k}(\boldsymbol{y}) \dot{\delta}\left(t-\frac{x-\hat{\boldsymbol{x}} \cdot \boldsymbol{y}}{c_{T}}\right)\right\} . \tag{B.6}
\end{align*}
$$

Substituting Eqs. (B.3)-(B.6) into Eqs. (B.1) and (B.2) yields the following forms because the far-field scattered wave can be completely separated into $\mathrm{P}, \mathrm{SV}$, SH wave components in 3-D and P and $\mathrm{SV}(\mathrm{S})$ ones in 2-D.

$$
\begin{align*}
& \left.\boldsymbol{u}^{\text {sc;far }} \boldsymbol{x}, t\right)= \\
& \begin{cases}\frac{1}{4 \pi x}\left[\hat{\boldsymbol{x}} \Omega_{L}\left(\hat{\boldsymbol{x}}, t-\frac{x}{c_{L}}\right)+\hat{\boldsymbol{v}} \Omega_{T V}\left(\hat{\boldsymbol{x}}, t-\frac{x}{c_{T}}\right)+\hat{\boldsymbol{h}} \Omega_{T H}\left(\hat{\boldsymbol{x}}, t-\frac{x}{c_{T}}\right)\right] & \text { for 3-D, } \\
\frac{1}{\sqrt{8 \pi x}}\left[\hat{\boldsymbol{x}} \Omega_{L}\left(\hat{\boldsymbol{x}}, t-\frac{x}{c_{L}}\right)+\hat{\boldsymbol{v}} \Omega_{T}\left(\hat{\boldsymbol{x}}, t-\frac{x}{c_{T}}\right)\right] & \text { for 2-D, }\end{cases} \tag{B.7}
\end{align*}
$$

where $\hat{\boldsymbol{v}}$ and $\hat{\boldsymbol{h}}$ are the displacement vectors of SV and SH waves, respectively. $\Omega_{\varphi}(\varphi=L, T V$, or $T H$ ) is the far-field amplitude and indicates the invariable waveform of the scattered wave at farfield. The scattered waves at far-field are attenuated by distance in order of $O(1 / \sqrt{x})$ and $O(1 / x)$ for 2-D and 3-D cases, respectively, as shown in Eq. (B.7).

If we use the CQM formulation for evaluation of the far-field scattered waves, the equivalent scattered far-field can be obtained by using the far-field approximated Laplace-domain fundamental solutions. The approximated 2-D Laplace-domain fundamental solutions are obtained by using the asymptotic behavior of the modified Bessel function $K_{0}$ as follows:

$$
\begin{equation*}
K_{0}\left(s_{\varphi} r\right) \sim \sqrt{\frac{\pi}{2 \mathrm{i} s_{\varphi} x}} \exp \left[-s_{\varphi} x+\frac{\pi}{4} \mathrm{i}\right] \exp \left[s_{\varphi} \hat{\boldsymbol{x}} \cdot \boldsymbol{y}\right] . \tag{B.8}
\end{equation*}
$$

On the other hand, the 3-D counterparts are obtained by using the approximations $r \simeq x-\hat{\boldsymbol{x}} \cdot \boldsymbol{y}$ and $\partial r / \partial x_{i} \simeq \hat{x}_{i}$.


Figure B.1.: Interface crack of two-layered elastic solid.

## B.2. Interface cracks between two semi-infinite elastic solids in 3-D

The far-field scattered waves by an interface crack are evaluated in Chapter 4. Therefore, the corresponding far-field approximated Green's function is shown. The far-field scattered waves can be evaluated by replacing $T^{+}$in Eq. (B.2) with Green's function for the two-layered semi-infinite elastic solid. The far-field approximated Green's functions can be obtained from the integral representation of the fundamental solutions using the ray theory [2] and the stationary phase method [80]. The ray theory has been applied to the BEM in order to improve the accuracy and efficiency by Kimoto and Hirose [41].

Let $S^{I}$ and $S^{I I}$ be each side of crack faces as depicted in Fig. B.1. The integral form of far-field scattered wave from interface cracks is given by

$$
\begin{equation*}
\boldsymbol{u}^{\mathrm{sc} ; f \mathrm{far} ; I(I I)}(\boldsymbol{x}, t)=-\int_{0}^{t} \int_{S^{I(I)}} \boldsymbol{H}^{\mathrm{far} ; I(I) \rightarrow I(I)}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot[\boldsymbol{u}](\boldsymbol{y}, \tau) d S_{y} d \tau \tag{B.9}
\end{equation*}
$$

where $\boldsymbol{H}^{\text {far; } I \rightarrow I}$ indicates the far-field approximation of traction Green's function for the twolayered elastic solid when the source and field points are located in $D^{I}$ and $D^{I I}$, respectively. Considering that inhomogeneous waves are generated over the critical angles, the scattered waves should be evaluated in frequency-domain. Therefore, the approximations of frequency-domain Green's function are shown here. The far-field approximation of frequency-domain traction Green's function for the two-layered elastic solid can be written as follows:

$$
\begin{align*}
& \tilde{H}_{i p}^{I(I I) \rightarrow I(I) ; \operatorname{far}}(\boldsymbol{x}, \boldsymbol{y}, \omega)=-\sum_{\alpha=L, T V} \sum_{\beta=L, T V} \frac{n_{j}(\boldsymbol{y}) C_{p j k q}^{I(I I)} \zeta_{q}^{ \pm}}{4 \pi x \mu^{I(I I)} c_{\alpha}^{I(I I)}} \\
& \times\left. A_{k}^{ \pm \alpha, \beta} d_{i}^{ \pm \alpha, \beta} \mathrm{i} \omega \exp \left[\mathrm{i} \omega\left\{\frac{x}{c_{\beta}^{I I(I)}}-\frac{\boldsymbol{\zeta}^{ \pm} \cdot \boldsymbol{y}}{c_{\alpha}^{I(I I)}}\right\}\right]\right|_{\zeta_{1}=\frac{c_{\alpha}^{I(I)}}{c_{\beta}^{I I(I)}} \hat{x}_{1}, \zeta_{2}=\frac{c_{\alpha}^{I(I)}}{c_{\beta}^{I(I)}} \hat{x}_{2}} \\
& -\left.\frac{n_{j}(\boldsymbol{y}) C_{p j k q}^{I(I I)} \zeta_{q}^{ \pm}}{4 \pi x \mu^{I(I I)} c_{T}^{I(I I)}} A_{k}^{ \pm T H, T H} d_{i}^{ \pm T H, T H} \mathrm{i} \omega \exp \left[\mathrm{i} \omega\left\{\frac{x}{c_{T}^{I I(I)}}-\frac{\dot{\zeta}^{ \pm} \cdot \boldsymbol{y}}{c_{T}^{I(I I)}}\right\}\right]\right|_{\zeta_{1}=\frac{c_{T}^{c_{T}^{I(I)}} \hat{c}_{T}^{I I}, \zeta_{2}=\frac{c_{T}^{I(I)}}{c_{T}^{I(I)}} \hat{x}_{2}}{}, ~}, \tag{B.10}
\end{align*}
$$



Figure B.2.: Surface breaking crack in elastic half-space.
where

$$
\begin{equation*}
A_{k}^{ \pm \alpha, \beta}=T_{I(I) \rightarrow I(I)}^{\alpha, \beta}\left(\zeta^{ \pm}\right) \frac{\left(c_{T}^{I(I)}\right)^{2}}{c_{\alpha}^{I(I I)} c_{\beta}^{I I(I)}} \frac{\left|\hat{x}_{3}\right|}{\nu} d_{k}^{ \pm \alpha} . \tag{B.11}
\end{equation*}
$$

The superscripts on the material constants such as $C_{i j k l}$ and $\mu$ indicate each domain. In Eq. (B.11), $T_{I(I I) \rightarrow I(I)}^{\alpha, \beta}\left(\boldsymbol{\zeta}^{ \pm}\right)$is the transmission coefficient with propagation vector of the incident wave $\boldsymbol{\zeta}^{ \pm}$ when the wave mode is changed from $\alpha$ to $\beta$, and the wave is propagating from $D^{I(I)}$ to $D^{I(I)}$. The propagation vector $\zeta^{ \pm}$is defined by

$$
\begin{equation*}
\zeta^{ \pm}=\left(\zeta_{1}, \zeta_{2}, \pm \nu\right), \quad \nu=\sqrt{1-\left(\zeta_{1}\right)^{2}-\left(\zeta_{2}\right)^{2}}, \tag{B.12}
\end{equation*}
$$

and $\boldsymbol{d}^{ \pm \alpha}$ and $\boldsymbol{d}^{ \pm \alpha, \beta}$ are the displacement vector before and after the transmission, respectively. The sign $\pm$ has to be select to converge $\exp [\cdot]$ in Eq. (B.10). The Laplace-domain counterpart of Eq. (B.10) can be obtained by replacing $\omega$ with is. Only for $y_{3}=0$, the closed form of time-domain counterpart of Eq. (B.10) is available. Therefore, the time-domain expression can be used for the case in Chapter 4.

## B.3. Surface breaking cracks in 2-D elastic half-space

The far-field scattered waves by surface breaking cracks in an elastic half-space are evaluated in Chapter 5. Therefore, the corresponding far-field approximated Green's function is shown. Let $S_{c}$ be one side of crack faces as depicted in Fig. B.2. The integral form of far-field scattered wave from surface breaking cracks in an elastic half-space is given by

$$
\begin{equation*}
\boldsymbol{u}^{\mathrm{sc} ; \mathrm{far}}(\boldsymbol{x}, t)=-\int_{0}^{t} \int_{S_{c}} \boldsymbol{H}^{\mathrm{far}}(\boldsymbol{x}, \boldsymbol{y}, t-\tau) \cdot[\boldsymbol{u}](\boldsymbol{y}, \tau) d S_{y} d \tau \tag{B.13}
\end{equation*}
$$

where $\boldsymbol{H}^{\mathrm{far}}$ indicates the far-field approximation of traction Green's function for the elastic halfspace. The far-field approximation of frequency-domain traction Green's function for the elastic
half-space can be written as follows:

$$
\begin{align*}
& \tilde{H}_{i p}^{\mathrm{far}}(\boldsymbol{x}, \boldsymbol{y}, \omega)=\tilde{T}_{i p}^{\mathrm{far}}(\boldsymbol{x}, \boldsymbol{y}, \omega)-\sum_{\alpha=L, T V} \sum_{\beta=L, T V} \frac{n_{j}(\boldsymbol{y}) C_{p j k q} \zeta_{q}^{ \pm}}{\mu c_{\alpha} \sqrt{8 \pi k_{\beta} x}} \\
& \quad \times\left. B_{k}^{ \pm \alpha, \beta} d_{i}^{\mp \alpha, \beta} \mathrm{i} \omega \exp \left[\mathrm{i} \omega\left\{\frac{x}{c_{\beta}}-\frac{\boldsymbol{\zeta}^{ \pm} \cdot \boldsymbol{y}}{c_{\alpha}}\right\}+\frac{\mathrm{i} \pi}{4}\right]\right|_{\zeta_{1}=\frac{c_{\alpha}}{c_{\beta}} \hat{x}_{1}},  \tag{B.14}\\
& B_{k}^{ \pm \alpha, \beta}=R^{\alpha, \beta}\left(\boldsymbol{\zeta}^{ \pm}\right) \frac{\left(c_{T}\right)^{2}}{c_{\alpha} c_{\beta}} \frac{\left|\hat{x}_{3}\right|}{\nu} d_{k}^{ \pm \alpha}, \tag{B.15}
\end{align*}
$$

where $\tilde{\boldsymbol{T}}^{\text {far }}$ is the far-field approximation of the full-space traction fundamental solution. $\boldsymbol{\zeta}^{ \pm}$and $\nu$ for 2-D are different from the previous 3-D ones and they are defined by

$$
\begin{equation*}
\zeta^{ \pm}=\left(\zeta_{1}, \pm \nu\right), \quad \nu=\sqrt{1-\left(\zeta_{1}\right)^{2}} . \tag{B.16}
\end{equation*}
$$

## Appendix C

## Free-field for two-layered elastic solid

We explain the calculation method of the free-field for a two-layered semi-infinite elastic solid subjected to the incident plane wave as depicted in Fig. C.1. In this study, the $n^{\text {in }}$ cycles sinusoidal burst plane wave with amplitude $u_{0}$ such as Eq. (4.19), is utilized for the incident wave in the nonlinear ultrasonic simulations. If the incident wave $\boldsymbol{u}^{\text {in }}$ is emitted from $D^{I}$, it can be written using the center circular frequency $\omega^{\text {in }}$ as follows:

$$
\left\{\begin{array}{l}
\boldsymbol{u}^{\mathrm{in}}(\boldsymbol{x}, t)=u_{0} \boldsymbol{d}_{\varphi}^{\mathrm{in}} \sin \left(\Lambda_{\varphi}^{I}\right) H\left(\Lambda_{\varphi}^{I}\right) H\left(2 \pi n^{\mathrm{in}}-\Lambda_{\varphi}^{I}\right)  \tag{C.1a}\\
\Lambda_{\varphi}^{I}=\omega^{\mathrm{in}}\left(t-\frac{\boldsymbol{p}^{\mathrm{in}} \cdot(\boldsymbol{x}-\boldsymbol{\chi})}{c_{\varphi}^{I}}\right)
\end{array}\right.
$$

If the incident angle is smaller than the critical one, it is easy to evaluate the propagation vectors after reflection and transmission using Snell's law. In this case, the reflection and transmission coefficients can be calculated easily from the given interface conditions and must be real values [73]. Consequently, the free-field can be calculated in time-domain directly. However, it is difficult to evaluate the free-field in time-domain if the incident angle is over the critical one. Therefore, we numerically construct the time-domain free-field using the inverse Fourier transform of the frequency-domain one.

Taking into account that $n^{\text {in }}$ is integer, the Fourier transform of the Eq. (C.1) is given by

$$
\begin{align*}
\mathcal{F}\left[\boldsymbol{u}^{\mathrm{in}}(\boldsymbol{x}, t)\right] & (\boldsymbol{x}, \omega)=\int_{-\infty}^{\infty} \boldsymbol{u}^{\mathrm{in}}(\boldsymbol{x}, t) \mathrm{e}^{\mathrm{i} \omega t} d t \\
& =\frac{u_{0} \boldsymbol{d}_{\varphi}^{\mathrm{in}} \omega^{\mathrm{in}}}{\left(\omega^{\mathrm{in}}\right)^{2}-\omega^{2}}\left\{\left(1-\exp \left[\frac{2 n^{\mathrm{in}} \mathrm{i} \pi \omega}{\omega^{\mathrm{in}}}\right]\right) \exp \left[\frac{\mathrm{i} \omega}{c_{\alpha}^{I}} \boldsymbol{p}^{\mathrm{in}} \cdot(\boldsymbol{x}-\boldsymbol{\chi})\right]\right\}, \tag{C.2}
\end{align*}
$$

where $\omega$ is the circular frequency, and $\mathcal{F}$ indicates the Fourier transform. Assuming continuity of displacement and traction on the interface, the following displacement fields of the reflected and transmitted waves in frequency-domain can be obtained by solving the reflection and transmission problem of an incident plane wave for a two-layered elastic solid.

## C. Free-field for two-layered elastic solid



Figure C.1.: Reflection and transmission of the incident plane wave on the interface between two elastic solids.

$$
\begin{align*}
\mathcal{F}\left[\boldsymbol{u}^{\mathrm{ref} ; I}(\boldsymbol{x}, t)\right](\boldsymbol{x}, \omega)= & \sum_{\beta=L, T V} \frac{u_{0} \boldsymbol{d}_{\beta}^{\mathrm{ref}} \omega^{\mathrm{in}}}{\left(\omega^{\mathrm{in}}\right)^{2}-\omega^{2}} R^{\varphi, \beta}\left(\boldsymbol{p}^{\mathrm{in}}\right) \\
& \times\left\{\left(1-\exp \left[\frac{2 n^{\mathrm{in}} \mathrm{i} \pi \omega}{\omega^{\mathrm{in}}}\right]\right) \exp \left[\frac{\mathrm{i} \omega}{c_{\beta}^{I}} \boldsymbol{p}_{\beta}^{\mathrm{ref}} \cdot(\boldsymbol{x}-\boldsymbol{\chi})\right]\right\}  \tag{C.3}\\
\mathcal{F}\left[\boldsymbol{u}^{\text {trans } ; I I}(\boldsymbol{x}, t)\right](\boldsymbol{x}, \omega)= & \sum_{\beta=L, T V} \frac{u_{0} \boldsymbol{d}_{\beta}^{\text {trans }} \omega^{\text {in }}}{\left(\omega^{\mathrm{in}}\right)^{2}-\omega^{2}} T^{\alpha, \beta}\left(\boldsymbol{p}^{\mathrm{in}}\right) \\
& \times\left\{\left(1-\exp \left[\frac{2 n^{\mathrm{in}} \mathrm{i} \pi \omega}{\omega^{\text {in }}}\right]\right) \exp \left[\frac{\mathrm{i} \omega}{c_{\beta}^{I I}} \boldsymbol{p}_{\beta}^{\text {trans }} \cdot(\boldsymbol{x}-\boldsymbol{\chi})\right]\right\} \tag{C.4}
\end{align*}
$$

where $R^{\varphi, \beta}\left(\boldsymbol{p}^{\text {in }}\right)$ and $T^{\varphi, \beta}\left(\boldsymbol{p}^{\text {in }}\right)$ are the reflection and transmission coefficients, respectively, when the incident plane wave is propagating to the $\boldsymbol{p}^{\text {in }}$ direction and its mode is changed from $\varphi$ to $\beta$. The time-domain free-field can be evaluated by means of the inverse Fourier transform after the calculation of Eqs. (C.3) and (C.4). For elastic half-space, the free-field can be evaluated in a similar way.

We show the reflection and transmission coefficients for the steel-aluminum interface which is used in Chapter 4. Therefore, the material constants in Table 4.1 are used. The positive directions of propagation and vibration are shown as the big and small arrows in Fig. C.1, respectively. The detailed calculation method of the reflection and transmission coefficients can be found in e.g. [3, 80, 73].

The real and imaginary parts of reflection and transmission coefficients for P wave incidence are shown in Fig. C.2. As shown in Fig. C.2, there is a critical angle which corresponds to the transmitted P wave when $\theta^{\text {in }} \simeq 65^{\circ}$. The similar graphs corresponding to SV wave incidence are shown in Fig. C.3. There are two critical angles which correspond to the transmitted and reflected P waves when $\theta^{\text {in }} \simeq 29^{\circ}$ and $32^{\circ}$, respectively. If the reflection and transmission coefficients are complex values, the corresponding phase shift is caused.


Figure C.2.: (a) Real parts and (b) imaginary parts of reflection and transmission coefficients of P wave incidence for various incident angles $\theta^{\mathrm{in}}$.


Figure C.3.: (a) Real parts and (b) imaginary parts of reflection and transmission coefficients of SV wave incidence for various incident angles $\theta^{\mathrm{in}}$.
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