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One of the biggest problems in applying stereo vision techniques in field robotics is how to acquire
3D terrain maps under extreme light conditions. Through multiple exposures, the dynamic range of
images can be increased. In this paper, instead of using existing lighting enhancement methods such
as exposure fusion to increase the texture of 2D image, we propose that the matching costs of the
images grabbed with multiple exposures are directly summed by weight. Compared with the previous
methods such as exposure fusion, with the proposed method, it is not necessary to fuse the 2D images
captured with multiple exposures, and for each pixel of the matching image, the local information
in its local window can be better retained. Since it is possible that the camera is moved between
exposures when the images are grabbed, the images captured with multiple exposures are aligned to
the image acquired with auto exposure. In order to evaluate the performance of the proposed method,
two different stereo matching algorithms were used: a local window-based method and semi-global
method. Through experiments in laboratory and outdoors with a stereo vision camera fixed on a
tripod and held in the hand, it was verified that the proposed method consistently allowed more valid
points to be obtained and the 3D model of terrain can be built more accurately. Especially when the
local window-based method was used, the proposed method performed much better.
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1. Introduction

Humanitarian demining is the action of clearing mines and unexploded ordnance from an area of
land to allow the local population to safely return to live there. In manual demining operations, a
human deminer systematically scans the ground with a mine metal detector. This process is time
consuming, expensive and can be dangerous to the deminers. The actual clearing of a minefield
is a very risky task even for highly trained professionals. Most automatic demining systems tend
to explode the ordnances without defusing them. However, this method is not totally safe and
always followed by a careful manual inspection afterwards. A robotic system to assist human
deminers, named Gryphon, has been developed at Tokyo Institute of Technology since 2002.
The Gryphon platform consists of an all-terrain vehicle, mounted with a robotic manipulator
that carries a mine metal detector, and it is able to autonomously scan the interested area. The
control system of the Gryphon platform was developed to be as easy as possible to be used,
because it is not feasible to use highly trained engineers in the field. This leads to the fact
that Gryphon platform was intended to be used by personnel with a minimum basic training,
working for governments of humanitarian agencies. The consequence for the fact is that the
entire platform must be cheap, robust, and easy to maintain. Since no assumption of the grounds
shape can be made a priori, it is necessary that system is able to perform 3D acquisition of the
scene. Considering robustness to various field conditions, cost, precision and processing speed, a
Bumblebee stereo vision camera from Point Grey Research was selected. The 3D terrain model
is built with the stereo vision camera and the Gryphon automatically scans areas with moving
mine sensors at a constant distance from the ground.

The luminance of an object is measured in lux or candelas per square meter (1lux = 1cd/m2).
The range of the luminance of an object is called the dynamic range and defined as the ratio of
the maximum luminance value to the minimum luminance value within the specimen. Intensity
values of scenes in the real world can have a very broad dynamic range. From outdoor shade
to outdoor sunlight, the scene luminance could be changed from 100 lux to 100,000 lux. For a
digital camera, it is possible that the image acquired with auto exposure saturates in some areas
while keeping others visibly underexposed. This is particularly true for scenes that have areas of
both low and high illumination. In field, for some lighting conditions, the stereo correspondence
algorithm is unable to find enough features to perform a depth analysis. The scan can become
totally impossible or even more, the manipulator is wrongly positioned and hits obstacles or
mines. The problem was reproduced in laboratory and reported in [1]. The depth map calculated
from the stereo pair lacked so many features that only a small fraction of it was actually used
to compute the 3D information. The limitation comes from the camera’s dynamic range, which
represents the limits of luminance range that a given device can capture. The dynamic range
of cameras is limited by the charge-coupled devices (CCD), analog-to-digital conversion (ADC)
and film characteristics [2]. In [3], the authors pointed that sunlit scenes and the scenes with
shiny materials and artificial light sources, often have extreme differences in radiance values that
are impossible to capture without either under-exposing or saturating the film. To cover the full
dynamic range in such a scene, a series of photographs can be taken with different exposures.
Through multiple exposures, the dynamic range of images is increased. By using a reduced
exposure time, one may sacrifice lowlight detail in exchange for improved detail in areas of high
illumination, and this is demonstrated in the short exposure image of Figure 3. Similarly, by
increasing exposure time, a better representation of lowlight areas may be gotten, at the cost
of losing information in areas of high illumination and an example of this is shown in the long
exposure image of Figure 3.

In [4], a system architecture was introduced for terrain mapping using a stereo vision camera.
As presented in Figure 1, traditionally, the 2D images captured with multiple exposures are
fused with exposure fusion [5]. With the resulting fused images the disparity image is computed
through stereo matching and the 3D terrain map is reconstructed. In our previous work [6],
instead of using existing lighting enhancement methods such as exposure fusion to increase the
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Figure 1. The previous system architecture for 3D terrain mapping using a stereo vision camera.

texture of the 2D image, the stereo matching was directly done using the images grabbed with
multiple exposures.

In the real application, it is possible that the camera is moved when the images are grabbed
with multiple exposures. So it is crucial to properly align the input images before fusing a high
dynamic range image. Image registration is the process of overlaying images (two or more) of
the same scene taken at different times, from different viewpoints, and/or by different sensors
[7]. There are two major image alignment algorithms: pixel-based methods and feature-based
alignment methods. Feature-based approaches have the advantage of being more robust against
scene movement, and are potentially faster if implemented the right way [8]. In [9], after capturing
high dynamic range images from a set of photographs taken at different exposures, the key-points
or feature-points in these images were searched. The key-points were used to find matrices, which
transform a set of images to a single coordinate system.

In [10], a taxonomy of dense, two-frame stereo methods was presented. This taxonomy is
designed to assess the different components and design decisions made in individual stereo algo-
rithms. The stereo algorithms generally perform (subsets of) the following four steps [10]:

• Matching cost computation;
• Cost aggregation;
• Disparity computation or optimization;
• Disparity refinement.

In this paper, we focus on the second step ”Cost aggregation” and improve our former method
[6]. The images grabbed with short and long exposures are aligned to the image captured with
auto exposure. The matching costs of the resulting registered images and the image grabbed
with auto exposure are directly summed by weight. In order to evaluate the performance of our
proposed method, two different stereo matching algorithms were used: a local, window-based
method and semi-global method. Through experiments in laboratory and outdoors with a stereo
vision camera fixed on a tripod and held in the hand, it was verified that with the proposed
method, more valid 3D points could be obtained and the terrain maps could be reconstructed
more accurately. Especially when the local window-based method was used, the proposed method
performed much better. The remainder of the paper is structured as follows. Section 2 introduces
the proposed method in detail and the experimental results are presented in Section 3. In section
4 we present conclusion.

3



April 21, 2016 Advanced Robotics Manuscript

Figure 2. The proposed system architecture for 3D terrain mapping using a stereo vision camera.

Figure 3. The images were grabbed with multiple exposures. With exposure fusion, these images were fused.

2. Proposed system architecture for 3D terrain mapping with a stereo vision
camera

The proposed system architecture for 3D terrain mapping with a stereo vision camera is presented
in Figure 2 and introduced in detail in this section. The images grabbed with multiple exposures
are aligned to the image captured with auto exposure. Compared with the previous system
architecture presented in Figure 1, with the proposed system architecture, stereo matching is
directly done with the resulting registered images and the exposure fusion is not needed.

2.1 Acquiring images with multiple exposures

In order to acquire the images with multiple exposures, it is important to properly set the
exposure parameters of camera, alternating between a long exposure to capture the shadows
and a short exposure to capture the highlights. Using a method described in [11], the shutter
times for short and long exposures are set. We assume that the brightness value is in the range
of 0 to 255. For the short exposure, it is required that fewer than pshort (e.g. 1%) of the pixels
in the image are bright which have values above Bshort (e.g. 217). If there are too many bright
pixels, the exposure time is decreased for the subsequent short exposures. Similarly, for the long
exposure it is required that fewer than plong (e.g. 1%) of pixels are dark which have values less
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(a) Key points detected with SURF and matched pairs of key points. (b) Aligned image.

Figure 4. The key points of the images grabbed in short (or long) exposure and auto exposure are detected with SURF.
After matching the descriptor vectors of the key points, the key points pairs are obtained. RANSAC is performed to estimate
the homography matrix and the image acquired with short (or long) exposure is aligned to the image acquired with auto
exposure according to the homography matrix.

than Blong (e.g. 38), otherwise the exposure time is increased for the subsequent long exposures.
The camera gain is kept as low as possible to minimize noise, only raising it when the camera
shutter time setting is not available for the camera [11]. One example is shown in Figure 3, and
the images grabbed with multiple exposures are presented.

2.2 Image alignment

In the real application, since it is possible that the camera is moved between exposures when the
images are grabbed, it is important to register the images. With a method similar to [12, 13],
the correspondence relationship between the images grabbed with short (or long) exposure and
auto exposure are calculated with image alignment algorithm and the image acquired with short
(or long) exposure is aligned to the image acquired with auto exposure. As shown in Figure 4,
the key points of the images grabbed in short (or long) exposure and auto exposure are detected
with Speeded Up Robust Features (SURF) [14]. After matching the descriptor vectors of the
key points, the key points pairs are obtained and denoted as (xi, yi) in the image with short
(or long) exposure and (x

′

i, yi)
′

in the image with auto exposure respectively. They are related
with (1), where H is an arbitrary 3x3 matrix and itself homogeneous [8]. Random sample
consensus (RANSAC) [15] is performed to estimate the homography matrix H through solving
the optimization problem (2), where NR is the number of the key points pairs which are used to
estimate the parameter H. According to the homography matrix H, the image acquired with
short (or long) exposure is aligned to the image acquired with auto exposure.x′

i

y
′

i
1

 ∼ H

xiyi
1

 , (1)

where

H =

h11 h12 h13

h21 h22 h23

h31 h32 h33

 .

min

NR∑
i=1

(x
′

i −
h11xi + h12yi + h13

h31xi + h32yi + h33
)
2

+ (y
′

i −
h21xi + h22yi + h23

h31xi + h32yi + h33
)
2

(2)
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Figure 5. For each pixel p, the matching costs Vp,1, Vp,2 and Vp,3 for the images captured with auto, short and long
exposures can be calculated respectively. For the matching image, its matching cost Vp,S is directly summed by weight.

2.3 Proposed method of aggregating matching cost: matching costs of the images
grabbed with multiple exposures are directly summed by weight

In this paper, matching cost was defined based on intensity (luminance) instead of colour, which
is stored as 8-bit unsigned integers in the range of 0 to 255. It is simple to extend this matching
cost to colour by computing the costs for each colour channel separately and then summing
the matching costs over all channels. Matching cost can be calculated with the methods such
as Absolute Difference (AD), Squared Difference (SD), Census Transform (CT) and so on. As
shown in Figure 5, for the image of the k−th image (auto, short and long exposures in sequence,
k = 1, 2, 3), for each pixel p (p = (x, y)), its matching cost is defined to be Vp,k. The matching
cost of the matching image is defined as Vp,S .

For the grayscale image of the k − th image, the intensity of the pixel p is defined as I(p, k)
(0 ≤ I(p, k) ≤ 255) and the exposure quality φep,k is calculated with (3) based on how close it is

to 127.5 [5]. σe was set to be 0.2 in this paper. The exposure quality weight we
p,k is computed

with (4).

φep,k = exp(−(I(p, k) − 127.5)2

2(255σe)
2 ) (3)

we
p,k =

φep,k∑3
k=1 φ

e
p,k

(4)

For each pixel p, N(p) is the set of pixels surrounding it in its neighborhood with the window
size of Lw x Lh pixels, where Lw and Lh are the width and height of the window in pixels
respectively. For the grayscale image of the k − th image, the intensity difference of the pixel p
is defined as Sc

p,k and calculated with (5) by comparing its intensity with the pixels in its local

neighborhood N(p). The intensity diversity φcp,k is calculated with (6) and σc was set to be 0.2

in this paper. The intensity diversity weight wc
p,k is computed with (7).

Sc
p,k =

∑
q∈N(p)

f(I(p, k), I(q, k)), (5)
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Figure 6. For each pixel p of the images grabbed with auto, short and long exposures, its weight wp,k was calculated with
the proposed method. The intensity diversity weight of each pixel was calculated with a window of 15x15 pixels. In the
weight image, for each pixel p, the red colour means that the auto exposure image has the biggest weight, the green colour
means that the short exposure image has the biggest weight and the blue colour means that the long exposure image has
the biggest weight. It is noticed that the pixel which is well exposured has the biggest weight.

where

f(x, y) =

{
1 if x < y,
0 else.

φcp,k = exp(−
(Sc

p,k − 0.5Lc)
2

2(Lcσc)
2 ), (6)

where

Lc = LwLh − 1.

wc
p,k =

φcp,k∑3
k=1 φ

c
p,k

(7)

For each pixel p of the k − th image, its weight wp,k is calculated with (8) through summing
the exposure quality weight we

p,k and intensity diversity weight wc
p,k. λc was set to be 0.1 in this

paper. As shown in Figure 5, for each pixel p, the matching cost Vp,S of the matching image is
calculated with (9) based on the matching costs Vp,1, Vp,2, Vp,3 and the weights wp,1, wp,2, wp,3.

wp,k = we
p,k + λcw

c
p,k (8)

Vp,S =

3∑
k=1

wp,kVp,k (9)

One example is shown in Figure 6. For each pixel p of the images grabbed with auto, short
and long exposures, its weight wp,k was calculated with the proposed method. The intensity
diversity weight of each pixel was calculated with a window of 15x15 pixels. In the weight image,
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for each pixel p, the red colour means that the auto exposure image has the biggest weight, the
green colour means that the short exposure image has the biggest weight and the blue colour
means that the long exposure image has the biggest weight. From this figure, it is noticed that
the pixel which is well exposured has the biggest weight.

3. Experimental results

In order to evaluate the performance of the stereo matching algorithm described in this paper, a
Bumblebee XB3 stereo vision camera from Point Grey Research was used and the experiments
were done in laboratory and outdoors. The Bumblebee XB3 stereo vision camera is a 3-sensor
multi-baseline IEEE-1394b (800Mb/s) stereo vision camera designed for improved accuracy and
pre-calibrated for lens distortions and camera misalignments. The colour images grabbed with
stereo vision camera were converted to gray images, with which the matching costs of the match-
ing image were calculated. The stereo matching with image size of 640x480 pixels and disparity
range of 100 pixels was done with local window-based method and SGM respectively.

3.1 Stereo matching methods

Census transform was used to calculate the matching cost in this paper. It is able to deal with
radiometric changes since it is a non-parametric local transform which relies on the relative
ordering of local intensity values and not on the intensity values themselves [16]. The census
transform encodes the local neighborhood (e.g. window with a window size of 11x11 pixels)
around each pixel into a bit cost that only stores whether the compared neighboring pixel has
a lower value than the center pixel or not. For the matching image (left image or right image of
a stereo pair), its matching cost between two pixels in the matching image and reference image
of a stereo pair is the Hamming distance of their census transform in their local windows.

Using the image alignment method described in this paper, the images grabbed with short and
long exposures were aligned to the image grabbed with auto exposure. For the image grabbed
with auto exposure and the registered images of the photographs captured with short and long
exposures, for each pixel p, its matching costs Vp,1, Vp,2 and Vp,3 can be computed. The image
grabbed with auto exposure and the registered images of the photographs captured with short
and long exposures were fused with exposure fusion [5], and for the resulting fused image,
the matching cost of each pixel p is defined as Vp,E . For each pixel p, the matching cost of
the matching image is defined as Vp,M . In order to evaluate the performance of the proposed
method, the matching cost Vp,M is calculated with the following four methods.

• Auto exposure. Vp,M is set to be Vp,1.
• Exposure fusion. Vp,M is set to be Vp,E .
• Multiple images. Vp,M is set to be Vp,D, which is calculated with (10) through directly

summing the matching costs Vp,1, Vp,2 and Vp,3. .

Vp,D =
3∑

k=1

Vp,k (10)

• Multiple images by weight. Vp,M is set to be Vp,S , which is calculated with (9) using the
proposed method. The intensity diversity weight of each pixel was calculated with same
window size of census transform.

Since the performance of a matching cost depends on the algorithm which uses it, two different
stereo algorithms were used: a local window-based method [16] and semi-global matching (SGM)
[17]. For the local window-based method, after computing the matching costs, the disparity
with the lowest matching cost was selected with winner-takes-all. The SGM is adopted as the

8
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optimization technique to stereo matching for it is more advantageous since it delivers denser
results with far fewer outliers. Many applications have proved that SGM is of high quality and
can reconstruct thin or small objects. In this paper, the stereo matching was done with SGM by
summing the matching costs in four directions (up, down, left and right).

The uniqueness check invalidates disparities if the minimum cost is not unique. With the
method described in [18], the sub-pixel disparity refinement is obtained through interpolating the
three matching costs (the winning cost value and its neighbors). The occlusions and mismatches
are distinguished by the left/right consistency check, which invalidates disparities if the disparity
with the left/right images stereo matching and its corresponding disparity of with the right/left
images stereo matching differ by more than one pixel.

3.2 Experiments of mapping a flat terrain

Experiments were done to reconstruct the 3D map of a flat terrain. Since the terrain for mapping
is almost flat, in order to evaluate the stereo matching result, the best-fit plane was estimated
with RANSAC. The distance of a point to the estimated plane is defined as dt(dt ≥ 0). Points
with the distance dt smaller than DT were considered to be valid. DT was set to be 40.0 mm
in this paper. The number of valid points is defined to be NV and it is the most important
criteria to evaluate the performance of the stereo matching methods. The average distance to
the estimated plane is define as dV and calculated with (11) using the valid points.

dV =
1

NV

∑
dt≤DT

dt (11)

3.2.1 Experiment in laboratory with stereo vision camera fixed on a tripod

Experiments were done in laboratory with the stereo vision camera fixed on a tripod and the
grabbed images of the right camera are presented in Figure 7(a). The image grabbed with auto,
short and long exposures were fused with exposure fusion and the resulting fused image is shown
in Figure 7(a). The colour images were converted to grayscale images as shown in Figure 7(b).
As an example, using the method described in this paper, the intensity diversity weight of each
pixel was calculated with a window of 15x15 pixels and the resulting weight image is shown in
Figure 7(b).

First, stereo matching was done with the local window-based method. For example, with a
window of 15x15 pixels, the disparity images calculated with four different methods are shown in
Figure 8(a). As it is overexposure and texture-less in the top left of the image grabbed with auto
exposure, with the method “auto exposure”, the disparity values for the pixels in this part were
not calculated. With the window size changed from 7x7 to 23x23 pixels, Figure 9 shows the valid
point number NV and the average distance to the estimated plane dV . It shows that compared
with the methods “Auto exposure” and “Exposure fusion”, with the methods “Multiple images”
and “Multiple images by weight”, more valid points can be obtained and the average point to
estimated plane distance becomes smaller. Especially when the window size is small, the methods
“Multiple images” and “Multiple images by weight” performed much better.

Next, stereo matching was done with SGM. For example, with a window of 11x11 pixels, the
disparity images computed with four different methods are shown in Figure 8(b). Since it is
overexposure in the top left of the image grabbed with auto exposure, even when SGM was
used, the disparity values for the pixels in this part still were not calculated with the method
“Auto exposure”. With the window size changed from 7x7 to 15x15 pixels, Figure 10 presents
the valid point number NV and the average distance to the estimated plane dV . It shows that
the valid point numbers of the methods “Exposure fusion”, “Multiple images” and “Multiple
images by weight” are quite close and bigger than the result of the method “Auto exposure”.
However, the proposed method “Multiple images by weight” performs best with the smallest

9
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(a) The images were grabbed with multiple exposures. With

exposure fusion, these images were fused.

(b) Using the method described in this paper, with the in-

tensity diversity weight of each pixel was calculated with a
window of 15x15 pixels, the weight image was calculated.

Figure 7. The images were acquired in laboratory with the stereo vision camera fixed on a tripod.

(a) With the window size of 15x15 pixels, the disparity im-

ages were calculated with local window-based method.

(b) With the window size of 11x11 pixels, the disparity im-

ages were calculated with SGM.

Figure 8. For the images shown in Figure 7, using four methods to calculate the matching costs of the matching images,
the disparity images were calculated.
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(a) Valid point number NV .
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(b) Average distance to the estimated plane dV .

Figure 9. For the images shown in Figure 7, using four methods to calculate the matching costs of the matching images,
the stereo matching was computed with local window-based method. The window size is changed from 7x7 to 23x23 pixels.
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(b) Average distance to the estimated plane dV .

Figure 10. For the images shown in Figure 7, using four methods to calculate the matching costs of the matching images,
the stereo matching was done with SGM. The window size is changed from 7x7 to 15x15 pixels.

(a) The images were grabbed with multiple exposures. The images
grabbed with short and long exposures were aligned to the image cap-

tured with auto exposure. With exposure fusion, the image grabbed with

auto exposure and the registered images of the photographs captured
with short and long exposures were fused.

(b) Using the method described in this paper,
with the intensity diversity weight of each pixel

was calculated with a window of 15x15 pixels,

the weight image was calculated.

Figure 11. The images were acquired in laboratory with the stereo vision camera held in the hand.

average distance to the estimated plane dV .

3.2.2 Experiments in laboratory with the stereo vision camera held in the hand

The experiments were done in laboratory with the stereo vision camera held in the hand and
the grabbed images of the right camera are shown in Figure 11(a). With the image alignment
mothod described in this paper, the key points of the images grabbed with short (long) and
auto exposures were detected with SURF and matched with RANSAC. The images grabbed
with short and long exposures were aligned to the image captured with auto exposure and
the aligned images are shown in Figure 11(a). The image grabbed with auto exposure and the
registered images of the photographs captured with short and long exposures were fused with
exposure fusion and the resulting fused image is shown in Figure 11(a). The grayscale images
are shown in Figure 11(b). As an example, the intensity diversity weight was calculated with a
window of 15x15 pixels and the resulting weight image is shown in Figure 11(b).

First, stereo matching was done with local window-based method. For example, with a window
of 15x15 pixels, the disparity images calculated with four different methods are shown in Fig-
ure 12(a). With the window size changed from 7x7 to 23x23 pixels, Figure 13 presents the valid
point number NV and the average distance to the estimated plane dV . It shows that compared
with the methods “Auto exposure” and “Exposure fusion”, with the methods “Multiple images”
and “Multiple images by weight”, more valid points are obtained and the average point to esti-
mated plane distance becomes smaller. Especially when the window size is small, the methods
“Multiple images” and “Multiple images by weight” performed much better.
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(a) With the window size of 15x15 pixels, the disparity im-
ages were calculated with local window-based method.

(b) With the window size of 11x11 pixels, the disparity im-
ages were calculated with SGM.

Figure 12. For the images shown in Figure 11, using four methods to calculate the matching costs of the matching images,
the disparity images were calculated.
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(b) Average distance to the estimated plane dV .

Figure 13. For the images shown in Figure 11, using four methods to calculate the matching costs of the matching images,
the stereo matching was computed with local window-based method. The window size is changed from 7x7 to 23x23 pixels.
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(a) Valid point number NV .
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(b) Average distance to the estimated plane dV .

Figure 14. For the images shown in Figure 11, using four methods to calculate the matching costs of the matching images,
the stereo matching was done with SGM. The window size is changed from 7x7 to 15x15 pixels.

Next, stereo matching was done with SGM. For example, with a window of 11x11 pixels, the
disparity images computed with four different methods are shown in Figure 12(b). With the
window size changed from 7x7 to 15x15 pixels, Figure 14 illustrates the valid point number NV

and the average distance to the estimated plane dV . It shows that the proposed method “Multiple
images by weight” performs best with biggest NV and its dV is smaller than the results of the
methods “Auto exposure” and “Exposure fusion”.
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(a) The images were grabbed with multiple exposures. With
exposure fusion, these images were fused.

(b) With the intensity diversity weight was calculated with
a window of 15x15 pixels, the weight image was calculated.

Figure 15. The images were acquired outdoors with the stereo vision camera fixed on a tripod.

(a) With the window size of 15x15 pixels, the disparity im-

ages were calculated with local window-based method.

(b) With the window size of 11x11 pixels, the disparity im-

ages were calculated with SGM.

Figure 16. For the images shown in Figure 15, using four methods to calculate the matching costs of the matching images,
the disparity images were calculated.

3.2.3 Outdoor experiments with the stereo vision camera fixed on a tripod

The experiments were done outdoors with the stereo vision camera fixed on a tripod. The
grabbed images of the right camera and the fused image are shown in Figure 15 (a). The grayscale
images are presented in Figure 15(b). As an example, the intensity diversity weight was calculated
with a window of 15x15 pixels and the resulting weight image is shown in Figure 15(b).

First, stereo matching was done with local window-based method. For example, with a win-
dow of 15x15 pixels, the disparity images computed with four different methods are shown in
Figure 16(a). Since it is overexposure in the top of the image grabbed with auto exposure, the
disparity values for the pixels in this part were not calculated with the method “Auto expo-
sure”. With the window size changed from 7x7 to 23x23 pixels, Figure 17 presents the valid
point number NV and the average distance to the estimated plane dV . It depicts that compared
with the method “Exposure fusion”, with the methods “Multiple images” and “Multiple images
by weight”, more valid points are obtained and the average point to estimated plane distance

13
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(a) Valid point number NV .
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(b) Average distance to the estimated plane dV .

Figure 17. For the images shown in Figure 15, using four methods to calculate the matching costs of the matching images,
the stereo matching was computed with local window-based method. The window size is changed from 7x7 to 23x23 pixels.
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(a) Valid point number NV .
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(b) Average distance to the estimated plane dV .

Figure 18. For the images shown in Figure 15, using four methods to calculate the matching costs of the matching images,
the stereo matching was done with SGM. The window size is changed from 7x7 to 15x15 pixels.

becomes smaller. Especially when the window size is small, the methods “Multiple images” and
“Multiple images by weight” performed much better. It is noticed that in some window sizes it
appears that the average distance to the estimated plane dV calculated with the method “Auto
exposure” is smallest and the method “Auto exposure” performs “best”. However, compared
with other methods, its NV is smallest. Besides, since the disparity values for the pixels in the
top of the image were not calculated with the method “Auto exposure” as shown in Figure 16(a),
the top part of the image was not used to calculated its dV . For these reasons, the method “Auto
exposure” actually performs worst.

Next, stereo matching was done with SGM. For example, with a window of 11x11 pixels,
the disparity images calculated with four different methods are shown in Figure 16(b). As it is
overexposure in the top of the image grabbed with auto exposure, even when SGM was used,
the disparity values for the pixels in this part still were not calculated with the method “Auto
exposure”. With the window size changed from 7x7 to 15x15 pixels, Figure 18 presents the valid
point number NV and the average distance to the estimated plane dV . It shows that the valid
point numbers of the methods “Exposure fusion”, “Multiple images” and “Multiple images by
weight” are quite close and bigger than the result of the method “Auto exposure”. However, the
methods “Multiple images” and “Multiple images by weight” perform better than the method
“Exposure fusion” with a smaller average distances to the estimated plane.

3.2.4 Outdoor experiments with the stereo vision camera held in the hand

The experiments were done outdoors with the stereo vision camera held in the hand and
the grabbed images of the right camera are shown in Figure 19(a). The images grabbed with
short and long exposures were aligned to the image captured with auto exposure. The aligned
images and resulting fused image are shown in Figure 19(a). The grayscale images are shown
in Figure 19(b). As an example, the intensity diversity weight was calculated with a window of
15x15 pixels and the weight image is shown in Figure 19(b).

First, stereo matching was done with local window-based method. For example, with a win-
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(a) The images were grabbed with multiple exposures. The images
grabbed with short and long exposures were aligned to the image cap-

tured with auto exposure. With exposure fusion, the image grabbed with

auto exposure and the registered images of the photographs captured
with short and long exposures were fused.

(b) With the intensity diversity weight was cal-
culated with a window of 15x15 pixels, the

weight image was calculated.

Figure 19. The images were acquired outdoors with the stereo vision camera held in the hand.

(a) With the window size of 15x15 pixels, the disparity im-
ages were calculated with local window-based method.

(b) With the window size of 11x11 pixels, the disparity im-
ages were calculated with SGM.

Figure 20. For the images shown in Figure 19, using four methods to calculate the matching costs of the matching images,
the disparity images were calculated.
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(a) Valid point number NV .
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(b) Average distance to the estimated plane dV .

Figure 21. For the images shown in Figure 19, using four methods to calculate the matching costs of the matching images,
the stereo matching was computed with local window-based method. The window size is changed from 7x7 to 23x23 pixels.
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(a) Valid point number NV .

7 9 11 13 15
0

2

4

6

8

10

12

Window width [pixels]

A
v

er
ag

e 
d

is
ta

n
ce

 t
o

 e
st

im
at

ed
 p

la
n

e 
[m

m
]

 

 

Auto exposure

Exposure fusion

Multiple images

Multiple images by weight

(b) Average distance to the estimated plane dV .

Figure 22. For the images shown in Figure 19, using four methods to calculate the matching costs of the matching images,
the stereo matching was done with SGM. The window size is changed from 7x7 to 15x15 pixels.

(a) The images were grabbed with multiple exposures. With
exposure fusion, these images were fused.

(b) With the intensity diversity weight was calculated with
a window of 15x15 pixels, the weight image was calculated.

Figure 23. The images were acquired for environment perception.

dow of 15x15 pixels, the disparity images calculated with four different methods are shown in
Figure 20(a). With the window size changed from 7x7 to 23x23 pixels, Figure 21 shows the
valid point number NV and the average distance to the estimated plane dV . It illustrates that
with the proposed method “Multiple images by weight”, more valid points can be obtained
and the average point to estimated plane distance becomes smaller compared with the methods
“Auto exposure” and “Exposure fusion”. Especially when the window size is small, the proposed
method “Multiple images by weight” performed much better.

Next, stereo matching was done with SGM. For example, with a window of 11x11 pixels,
the disparity images computed with four different methods are shown in Figure 20(b). With
the window size changed from 7x7 to 15x15 pixels, Figure 22 presents the valid point number
NV and the average distance to the estimated plane dV . It shows that the NV of the methods
“Exposure fusion” and “Multiple images by weight” are quite close and bigger than the results of
the methods “Auto exposure” and “Multiple images”. However, the proposed method “Multiple
images by weight” performs better than the method “Exposure fusion” with the smaller average
distance to the estimated plane dV .

3.3 Experiment of environment perception

The experiments were done for environment perception. The grabbed images of the right camera
and the resulting fused image are shown in Figure 23(a). The grayscale images are shown in
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(a) With the window size of 15x15 pixels, the disparity im-
ages were calculated with local window-based method.

(b) With the window size of 11x11 pixels, the disparity im-
ages were calculated with SGM.

Figure 24. For the images shown in Figure 23, using four methods to calculate the matching costs of the matching images,
the disparity images were calculated.
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(a) The stereo matching was computed with local window-
based method and the window size is changed from 7x7 to

23x23 pixels.
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(b) The stereo matching was done with SGM and the win-
dow size is changed from 7x7 to 15x15 pixels.

Figure 25. For the images shown in Figure 23, using four methods to calculate the matching costs of the matching images,
the valid point number NV .

Figure 23(b). As an example, the intensity diversity weight was calculated with a window of
15x15 pixels and the resulting weight image is shown in Figure 23(b).

First, stereo matching was done with local window-based method. For example, with a win-
dow of 15x15 pixels, the disparity images calculated with four different methods are shown in
Figure 24(a). With the window size changed from 7x7 to 23x23 pixels, Figure 25(a) shows the
valid point number. It illustrates that with proposed method “Multiple images by weight”, more
valid points can be obtained, especially when the window size is small.

Next, stereo matching was done with SGM. For example, with a window of 11x11 pixels, the
disparity images computed with four different methods are shown in Figure 24(b). With the
window size changed from 7x7 to 15x15 pixels, the valid point number is shown in Figure 25(b).
From Figure 25(b), it shows that the proposed method “Multiple images by weight” performs
better than other methods with more valid points.
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3.4 Discussion

Compared with the method “Exposure fusion”, for each pixel of the matching image, the local
information in its local window acquired from the images grabbed with auto, short and long
exposures is better retained when the matching cost is aggregated with the methods “Multi-
ple images” and “Multiple images by weight”. With the proposed method “Multiple images
by weight”, the matching cost value obtained from the pixel which is well exposed and has
significantly different intensity values in its local window becomes dominant and the useful in-
formation in the local window can be well retained. For this reason, the experimental results
show that compared with the methods “Auto exposure” and “Exposure fusion”, the proposed
method consistently allowed more valid points to be obtained and the 3D terrain model can be
built more accurately. Since the matching cost is not smoothed when it is computed with the
method “Multiple images”, the method “Multiple images” performed worse than the proposed
method with less valid points.

4. Conclusion

In order to apply stereo vision techniques in field robotics to acquire 3D terrain maps in extreme
light conditions, a series of photographs are taken with multiple exposures. Since it is possible
that the camera is moved when the images are grabbed with multiple exposures, the images
acquired with short and long exposures are aligned to the image grabbed with auto exposure. A
stereo matching algorithm, the matching costs of the images grabbed with multiple exposures are
directly summed by weight, is proposed in this paper. Compared with the traditional methods
such as “Exposure fusion”, with the proposed method, it is not needed to fuse the images grabbed
with multiple exposures, and for each pixel of the matching image, the local information in its
local window acquired from the images grabbed with multiple exposures can be better retained.
Experiments were done in laboratory and outdoors with a stereo vision camera fixed on a tripod
and held in the hand, and the stereo matching were done with a local window-based method and
SGM. The experiments were also done for environment perception. Through the experiments,
it was verified that compared with the methods “Auto exposure” and “Exposure fusion”, the
proposed method consistently allowed more valid points to be obtained and the 3D terrain
model can be built more accurately. Especially when the local window-based method was used,
compared with other methods, the proposed method performed much better. Field experiments
are planned to be conducted with the Gryphon system in Angola in the near future to further
evaluate the proposed method. The proposed methods can be used in other applications.
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