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Abstract

We propose a concept selection algorithm for zero-

shot event detection. A major approach to zero-shot

event detection, which detects an event specified by a

textual query from a video database, is to utilize a set

of concept detectors built by using the other database.

For example, to detect an event “Attempting a bike

trick”, detectors of concepts such as “bike”, “helmet”

are selected and utilized. Our proposed method not

only finds the textually similar concepts, but also val-

idate them based on senses of meaning. In the ex-

periments on the TRECVID dataset, our method im-

proved the APs in 6 of 20 events.

1 Introduction

Recently, the fast development of video services on

the Internet has led the demand for effective tech-

niques for video search. As a result, multimedia event

detection (MED) [1], which aims to find an user-

defined event, is receiving research attention.

In MED, the detection using the relevant concepts

is also useful for the detection of the whole event. For

example, the event detection of “Attempting a bike

trick” (Figure 1) can use concepts such as “bike”, “hel-

met”, etc. Therefore, the selection of the right con-

cepts is an important task. We propose a method to

deal with this problem.

We first choose concepts from a database of con-

cept detectors using textual similarity, and then we

eliminate irrelevant concepts based on the senses of

meaning of words. Specifically, word2vec tool [2] with

Google News dataset is used to produce a space of

word vectors, and similarity between words is mea-

sured by cosine similarity on this space.

From a database of concept detectors that is built

from datasets such as FCVID [3], Sports-1M [4], the

concepts that are most similar to the event are se-

Figure 1 Example events in the TRECVID

dataset.

lected. In order to avoid the misunderstanding con-

cepts that will degrade the MED system, WordNet [5]

is used to discover synonyms of words in the event,

and the number of occurrences in Google n-gram is

used to decide the right sense of meaning. After elim-

inating the misunderstanding concepts, the scores of

the selected concept detectors are combined to evalu-

ate the videos.

Our main contribution is the method that does not

only find the textually similar concepts, but also val-

idate them. These concept detectors help to increase

the effectiveness of the MED task. We evaluate the

system by conducting experiments on the TRECVID

dataset [1]. Our method demonstrates advantages in

events that contain multiple meaning words.

2 Related Work

For zero-shot event detection, a major approach is

to use concept detectors from the other database, pro-

posed by Ebadollahi et al [7] and Merler et al [8]. Here,

a concept is an object, a scene, or an action. Some



previous studies have investigated effective concept

databases. For example, Habbibian et al [9] pointed

out that a database should consists more than 200 con-

cepts of both specific and generic. Liu et al [10] proved

that only a few of appropriate concepts for each event

are important. This shows that selecting the relevant

concepts for each event is an important problem.

To estimate the relevance, word similarity is often

used. Typically, word vector representation such as

word2vec [2] is introduced to measure word similarity

[11] [12] [13]. The word2vec gives a vector represen-

tation of each word by using a neural network called

skip-gram [14] trained on text corpus. Notably, it is

used in the system in [13], which performed the best

at the TRECVID 2015 Multimedia Event Detection

task, to select the relevant concepts.

3 Proposed Method

The overview of our proposed method is shown in

Figure 2. First, concepts are selected based on word

similarity from a given event (query). Second, our

concept elimination algorithm is applied to validate

these concepts. Third, event detection scores are com-

puted for each video by using concept detectors. Here,

concept detectors are assumed to be trained on video

data. The following subsections present details of each

step.

3.1 Concept Selection

Let E be an event given as a set of words, and C be

a set of concepts. We select pairs of a concept c ∈ C
and a word w ∈ E if the cosine similarity between

corresponding word vectors is larger than a predefined

threshold σ1. Here, word vectors are extracted by

using the word2vec tool [2].

3.2 Concept Elimination

In the concept elimination step, irrelevant concepts

are eliminated based on senses of meaning as follows.

1. List all senses of meaning that have a set of syn-

onyms of word w from WordNet. We skip senses

of meaning that have no synonym.

2. Score each synonym s by the number of occur-

rences of the word sequence of the event name,

which replaces w by s, in Google n-gram.

3. Select the sense of meaning that contains the syn-

onym with the highest score.

4. Eliminate the pair (c, w) if the average of the sim-

ilarities between the concept c and each synonym

Figure 2 Overview of our method.

of the selected sense of meaning for the word w is

lower than a predefined threshold σ2.

3.3 Scoring

Finally, we compute the event detection score from

the scores of selected concept detectors by

SE(X) =

∑
c∈Ω(E) α(E, c)fc(X)∑

c∈Ω(E) α(E, c)
, (1)

where Ω(E) is the set of relevant concepts of an event

E, fc(X) is a score for a concept c, and α(E, c) is

the average similarity between the concept c and each

synonym corresponding to E given in the Step 4 in

the algorithm presented in Section 3.1.

The score fc(X) is computed by a statistical model

such as a support vector machine (SVM) for each con-

cept. For example, SVMs trained with Gaussian mix-

ture model (GMM) supervectors of several types of

low-level visual or audio features can be introduced.

4 Experiments

4.1 Experimental setting

In our experiments, TRECVID Multimedia Event

Detection (MED) dataset [1] is used. We use 12,632

videos (Kindered subset) and 20 types of events

(MED14PS definition). Note that training data is not

given for zero-shot event detection.

We build a concept database from the following

datasets:

1. Fudan-Columbia Video Dataset (FCVID). This

dataset consists of 91,223 videos collected from

YouTube and Vimeo archives for 239 concepts.

The total duration is 4,232 hours.

2. Sports-1M Dataset. This dataset consists of

1,133,158 videos collected from YouTube for 487

concepts. We manually select 20 concepts of ac-

tions and object.



Figure 3 Example of eliminated concepts for events “Horse riding competition” and “Dog show”

Concept detectors are trained with GMM supervec-

tors [15] of dense trajectories (DT) with MBH de-

scriptors (DT-MBH) [16]. Word vectors are extracted

by using the word2vec tool from the Google News

dataset, which contains 100 billion words. We use pre-

trained word vectors for 3 million unique words. It has

117,000 synsets of English words. Google n-gram [6] is

to count the occurrences of word sequences. Here we

set the thresholds σ1 = 0.7, σ2 = 0.5. As a baseline,

we utilize the concept selection method proposed in

[13]. We also conduct a run that selects concept by

only setting a threshold of similarities.

The evaluation measure is mean average precision

(Mean AP), the geometric mean of AP among all 20

events. Average precision (AP) for each event is given

by

AP =
1

R

N∑
r=1

Pr(r)Rel(r), (2)

where N is the number of testing videos, R is the

number of positive videos, Pr(r) is the precision at the

rank r, and Rel(r) ∈ {0, 1} is the positive or negative

label of the r-th video.

4.2 Results

Our proposed method improved the mean AP from

7.39% to 10.59% with the performance improvement

for 6 of 20 events as shown in Figure 4. For these 6

events, we confirmed that our algorithm successfully

eliminated irrelevant concepts. For example, for an

event “Horse riding competition”,“pommel horse” is

eliminated as shown in Figure 3

The rest 14 events can be grouped into two: irrele-

vant concepts are not found and relevant concepts are

eliminated. For the first group, all concepts selected

based on word similarity were relevant, e.g., concepts

“cleaning carpet” and “cleaning floor” for “Cleaning

an appliance”. For the second group, our algorithm

failed to select the right sense of meaning. For exam-

ple, for “Dog show”, a concept “conformation show”

was wrongly eliminated since the word conformation

is not directly related to dogs. Dictionary of phrase is

needed to improve the performance for such events.

5 Conclusion

In this study, we have proposed a method to elim-

inate irrelevant concepts based on senses of meaning

after concept selection based on word similarity. Our

method improved the performance of zero-shot event

detection, for 6 of 20 events in the TRECVID dataset.

Mean AP was improved by 3.2. Our future work will

focus on dealing with not only separate words, but

also phrases in the event.
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