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We investigate common-noise-induced synchronization between two identical networks of coupled phase
oscillators exhibiting fully locked collective oscillations. Using the collective phase description method for fully
locked oscillators, we demonstrate that two noninteracting networks of coupled phase oscillators can exhibit
in-phase synchronization between the networks when driven by weak common noise. We derive the Lyapunov
exponent characterizing the relaxation time for synchronization and develop a method of obtaining the optimal
input pattern of common noise to achieve fast synchronization. We illustrate the theory using three representative
networks with heterogeneous, global, and local coupling. The theoretical results are validated by direct numerical
simulations.
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I. INTRODUCTION

An assembly of self-sustained oscillators can exhibit a rich
variety of synchronization phenomena [1–19]. Among them,
it is remarkable that uncoupled limit-cycle oscillators subject
to weak common noise can undergo in-phase synchroniza-
tion. This phenomenon is called the common-noise-induced
synchronization [20–27]. Here, each oscillatory element is
described by a stable limit-cycle solution to an ordinary
differential equation, and the phase description method for
ordinary limit-cycle oscillators [1–3,6–12] has been used
successfully to explain the synchronization mechanism. On
the basis of the phase description, methods of optimizing the
phase-response properties of limit-cycle oscillators to realize
efficient common-noise-induced synchronization have also
been developed [28–31,73].

Recently, the concept of common-noise-induced synchro-
nization has been extended to the following situations. In
Ref. [40], we investigated common-noise-induced synchro-
nization between two noninteracting populations of globally
coupled oscillators exhibiting coherent collective oscillations.
Here, the collective oscillation of each population is de-
scribed by a stable traveling solution to a nonlinear Fokker-
Planck equation representing phase-coherent states in globally
coupled noisy oscillators. Similar analysis has also been
performed for a model of neural activity waves by Kilpatrick
in Ref. [41]. In Ref. [42], we investigated common-noise-
induced synchronization between two noninteracting Hele-
Shaw cells exhibiting oscillatory convection. Here, oscillatory
convection is described by a stable limit-cycle solution to a
partial differential equation representing the dynamics of the
temperature field in the Hele-Shaw cell.

In this paper, as another, physically distinct situation, we
theoretically investigate common-noise-induced collective-

*ykawamura@jamstec.go.jp

phase synchronization between two noninteracting systems
of coupled individual-phase oscillators exhibiting fully locked
states. Using the collective phase description method for fully
locked states, we demonstrate that two noninteracting systems
of oscillator networks can be in-phase synchronized when
driven by weak common noise. Furthermore, we develop a
method of obtaining the optimal input pattern of common
noise to achieve fast synchronization and also derive an
analytical approximation formula for the optimal input pattern.
The theory is illustrated using three representative oscillator
networks with heterogeneous, global, and local coupling.
We also validate the theoretical results by direct numerical
simulations of the three oscillator networks.

This paper is organized as follows. In Sec. II, we briefly
review the collective phase description of fully locked states.
In Secs. III and IV, we theoretically and numerically analyze
common-noise-induced synchronization of phase oscillator
networks, respectively. Concluding remarks are given in
Sec. V.

II. COLLECTIVE PHASE DESCRIPTION OF
OSCILLATOR NETWORKS

In this section, for the sake of readability, we summarize
the collective phase description method for fully locked states
in networks of coupled noiseless nonidentical oscillators.
More details and other applications of this collective phase
description method are given in Refs. [43–46]. See also
Refs. [47–50] for related studies on the phase response and
frequency precision of coupled oscillator networks.

We consider a system of coupled phase oscillators described
by the following equation for j = 1,2, . . . ,N :

φ̇j (t) = ωj +
N∑

k=1

�jk(φj − φk) + εZ(φj )pj (t), (1)
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where φj (t) ∈ S1 is the phase of the j th oscillator at time
t in the system consisting of N oscillators, and ωj is the
natural frequency of the j th oscillator. The second term on
the right-hand side represents the phase coupling between
the oscillators, and the third term represents the effect of
a weak external forcing applied to each oscillator [74]. The
phase sensitivity function Z(φj ) and phase coupling function
�jk(φj − φk) are 2π -periodic functions. The external forcing
is denoted by pj (t), and the characteristic intensity of the
external forcing is given by ε � 0. When the external forcing
is absent, i.e., ε = 0, Eq. (1) is assumed to have a stable fully
phase-locked solution [7,8,52,53],

φj (t) = �(t) + ψj , �̇(t) = 	, (2)

where �(t) ∈ S1 is the collective phase of the system at time
t , 	 denotes the collective frequency, and the constant ψj

represents the relative phase of each individual oscillator in
the fully locked state. The collective frequency 	 is given by

	 = ωj +
N∑

k=1

�jk(ψj − ψk), (3)

which should be satisfied for arbitrary j .
When the external forcing is sufficiently weak, i.e., ε � 1,

the system of oscillators described by Eq. (1) is always near
the fully phase-locked solution, Eq. (2). Therefore, we can
approximately derive an equation for the collective phase �(t)
in the following form [43]:

�̇(t) = 	 + ε

N∑
j=1

Zj (�)pj (t), (4)

where

Zj (�) = vjZ(� + ψj ). (5)

Here, vj is the j th component of the left zero eigenvector
associated with the constant Jacobi matrix Ljk of Eq. (1) for
the fully phase-locked solution, Eq. (2), and the summation of
vj over the index j is normalized to unity, i.e.,

N∑
j=1

vjLjk = 0,

N∑
j=1

vj = 1, (6)

where

Ljk = δjk

∑
l �=j

�′
j l(ψj − ψl) − (1 − δjk)�′

jk(ψj − ψk). (7)

The Jacobi matrix Ljk takes the form of the Laplacian
matrix [17,18,54–56] associated with the effective adjacency
matrix, i.e., −�′

jk(ψj − ψk). That is, the Jacobi matrix Ljk

satisfies
∑N

k=1 Ljk = 0 for each j . Therefore, the right zero
eigenvector of Ljk is 1 = (1,1, . . . ,1)T. In Eq. (7), we have
used the Kronecker delta, δjk , and derivative notation �′

jk(φ) =
d�jk(φ)/dφ. The Jacobi matrix Ljk is generally asymmetric
and weighted. The collective phase � can be written as [43]

� =
N∑

j=1

vj (φj − ψj ), (8)

under linear approximation of the isochron [1–3,7,8]. The left
zero eigenvector v = (v1,v2, . . . ,vN ), which plays an essential
role in this paper, is also called the influence in Ref. [44].

In this paper, we further assume that the external forcing is
described as

pj (t) = ajq(t). (9)

That is, the node-dependence and time-dependence of the
external forcing are separated. In this case, the collective phase
Eq. (4) can be written in the following form:

�̇(t) = 	 + εζ (�)q(t), (10)

where the collective phase sensitivity function is given by

ζ (�) =
N∑

j=1

Zj (�)aj =
N∑

j=1

vjZ(� + ψj )aj . (11)

When both ψj = 0 and aj = 1 hold for all j , that is, when
the oscillators are completely synchronized and the external
forcing is uniformly applied to all the oscillators, the collec-
tive phase sensitivity function coincides with the individual
phase sensitivity function, i.e., ζ (�) = Z(�), owing to the
normalization condition of vj .

III. THEORETICAL ANALYSIS OF NOISE-INDUCED
SYNCHRONIZATION

In this section, by applying the collective phase description
method in Sec. II, we analytically investigate common-noise-
induced synchronization between noninteracting identical sys-
tems of phase oscillator networks. In particular, we develop a
method of obtaining the optimal input pattern of common noise
to achieve fast noise-induced synchronization. In addition, we
also derive an analytical approximation formula for the optimal
input pattern.

A. Collective phase reduction and Lyapunov exponent

We consider two noninteracting systems of phase oscillator
networks subject to weak common noise described by the
following equation for σ = 1,2 and j = 1,2, . . . ,N :

φ̇
(σ )
j (t) = ωj +

N∑
k=1

�jk

(
φ

(σ )
j − φ

(σ )
k

) + εZ
(
φ

(σ )
j

)
aj ξ (t).

(12)

The common noise ξ (t) is assumed to be white Gaussian noise
[57–59], the statistics of which are given by

〈ξ (t)〉 = 0, 〈ξ (t)ξ (s)〉 = 2δ(t − s). (13)

Here, we consider the Langevin phase Eq. (12) in the
Stratonovich interpretation [57–59]. We also assume that the
unperturbed system exhibits stable fully phase-locked collec-
tive oscillation and that the noise intensity ε2 is sufficiently
weak. Then, as in Eq. (10), we can derive a collective phase
equation from Eq. (12) as follows [75]:

�̇(σ )(t) = 	 + εζ (�(σ ))ξ (t), (14)

where the collective phase sensitivity function ζ (�) is given
by Eq. (11). Once the collective phase Eq. (14) is obtained,
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the Lyapunov exponent characterizing common-noise-induced
synchronization can be derived by following the argument in
Ref. [20]. From Eqs. (13) and (14), the Lyapunov exponent,
which quantifies the exponential growth rate of the small
difference between the two collective-phase variables, can be
written in the following form:

� = − ε2

2π

∫ 2π

0
d� [ζ ′(�)]2 � 0. (15)

Here, we have used the derivative notation ζ ′(�) =
dζ (�)/d�. Equation (15) shows that two noninteracting
systems of oscillator networks can be in-phase synchronized
when driven by weak common noise as long as the collective-
phase reduction approximation is valid. In the following
subsection, we develop a method of obtaining the optimal
input pattern of common noise to achieve fast noise-induced
synchronization of phase oscillator networks.

B. Optimal input pattern of common noise

From Eq. (11), the integrand in Eq. (15) is given by

[ζ ′(�)]2 =
N∑

j=1

N∑
k=1

vjvkZ
′(� + ψj )Z′(� + ψk)ajak, (16)

where Z′(φ) = dZ(φ)/dφ. From Eqs. (15) and (16), the
negative of the Lyapunov exponent normalized by the noise
intensity, −�/ε2, can be written in the following form:

− �

ε2
= 1

2π

∫ 2π

0
d� [ζ ′(�)]2 =

N∑
j=1

N∑
k=1

Kjkajak, (17)

where each element of the symmetric matrix K̂ is given by

Kjk = vjvk

2π

∫ 2π

0
d�Z′(� + ψj )Z′(� + ψk) = Kkj . (18)

Considering the 2π -periodicity of the phase sensitivity func-
tion Z(φ), we introduce the following Fourier series:

Z(φ) =
∞∑

n=−∞
Zne

inφ. (19)

Substituting Eq. (19) into Eq. (18), we obtain

Kjk = 2vjvk

∞∑
n=1

n2|Zn|2 cos[n(ψj − ψk)] = Kkj . (20)

By defining an N -dimensional column vector a ≡
(a1,a2, . . . ,aN )T, Eq. (17) can also be written as

− �

ε2
=

N∑
j=1

N∑
k=1

Kjkajak = a · K̂a, (21)

which is a quadratic form. By maximizing the negative of
normalized Lyapunov exponent, Eq. (21), we seek the optimal
input pattern of common noise for fast synchronization. As a
constraint, we introduce the following condition:

a · a =
N∑

j=1

a2
j = 1. (22)

That is, the total power of the input pattern is fixed at
unity. Under this constraint, we consider the maximization
of Eq. (21). For this purpose, we define the Lagrangian
F (a,λ) as

F (a,λ) =
N∑

j=1

N∑
k=1

Kjkajak − λ

⎛⎝ N∑
j=1

a2
j − 1

⎞⎠, (23)

where the Lagrange multiplier is denoted by λ. Setting the
derivative of the Lagrangian F (a,λ) to zero, we can obtain the
following equations:

∂F

∂al

= 2

(
N∑

k=1

Klkak − λal

)
= 0, (24)

∂F

∂λ
= −

( N∑
j=1

a2
j − 1

)
= 0, (25)

which are equivalent to the eigenvalue problem described by

K̂aμ = λμaμ, aμ · aμ = 1, (26)

for μ = 1,2, . . . ,N . These eigenvectors aμ and the corre-
sponding eigenvalues λμ satisfy

F (aμ,λμ) = λμ. (27)

Because the matrix K̂ is symmetric, the eigenvalues λμ are
real numbers. Consequently, under the constraint given by
Eq. (22), the optimal input pattern that maximizes Eq. (21)
coincides with the eigenvector associated with the largest
eigenvalue, i.e.,

λopt = max
μ

λμ. (28)

From Eq. (21), the Lyapunov exponent �opt for the optimal
pattern is given by

−�opt

ε2
= aopt · K̂aopt = λopt, (29)

where aopt is the eigenvector associated with the eigenvalue
λopt. Finally, we note that this optimization method can also
be considered as finding the first principal component [65]
of the quantity Z′

j (�) = vjZ
′(� + ψj ) for j = 1,2, . . . ,N .

A similar optimization method has also been applied to
noise-induced synchronization of oscillatory convection in
Refs. [42,76].

C. Analytical approximation of the optimal input pattern

In this subsection, we derive an analytical approximation
formula for the optimal input pattern by making use of the
simple functional form of the quantity Z′

j (�) = vjZ
′(� +

ψj ). The formula has a simple analytical relation to the left
zero eigenvector of the Jacobi matrix and therefore gives us
theoretical insights into how the optimal input pattern should
be for fast synchronization. Here, we assume that the relative
phase values are close to each other, i.e.,

ψj 
 ψk, (30)

which yields

cos[n(ψj − ψk)] 
 1, (31)
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and also gives the following approximation of Eq. (5):
Zj (�) = vjZ(� + ψj ) 
 vjZ(� + �0), where �0 is a con-
stant. Thus, under the assumption given by Eq. (30), the
symmetric matrix K̂ in Eq. (20) can be approximated by the
following matrix V̂ :

Kjk 
 Vjk ≡ cvjvk, c ≡ 2
∞∑

n=1

n2|Zn|2. (32)

As we explain below, the eigenvector associated with the
largest eigenvalue of V̂ is proportional to the transpose of
the left zero eigenvector associated with the Jacobi matrix as
follows:

aapp = vT

ρ
, λ̃app = cρ2, ρ2 ≡

N∑
j=1

v2
j . (33)

Here, ρ2 is the same as the quantity called the collective
fluctuation in Ref. [45]. The matrix V̂ is related to the following
projection matrix P̂ :

Pjk ≡ Vjk

λ̃app
= vjvk

ρ2
,

N∑
l=1

PjlPlk = Pjk. (34)

According to the linear algebra [66,67], the projection matrix
P̂ possesses a single unit eigenvalue with the eigenvector
parallel to vT and N − 1 zero eigenvalues with eigenvectors
perpendicular to vT. Therefore, it is ensured that λ̃app is the
unique largest eigenvalue of V̂ . Finally, the Lyapunov exponent
�app for the approximate input pattern is given by

−�app

ε2
= aapp · K̂aapp ≡ λapp 
 λ̃app. (35)

Note that λapp is generally not an eigenvalue of K̂ , whereas
λ̃app is an eigenvalue (the unique largest eigenvalue) of V̂ .

We here consider the special case in which the Jacobi matrix
given in Eq. (7) is balanced [56], i.e.,

∑
l �=j Ljl = ∑

l �=j Llj

for each j . In this case,
∑N

j=1 Ljk = 0 holds for each k; thus,
the left zero eigenvector of the Jacobi matrix Ljk that takes
the form of the balanced Laplacian matrix is given as follows
[44,45]:

v = 1T

N
. (36)

Therefore, the analytical approximation Eq. (33) for this case
yields

auni = 1√
N

, (37)

which gives a uniform input pattern. Finally, the Lyapunov
exponent �uni for the uniform input pattern is written in the
following form:

−�uni

ε2
= auni · K̂auni =

N∑
j=1

N∑
k=1

Kjk

N
≡ λuni. (38)

Note that λuni is generally not an eigenvalue of K̂ . The balanced
condition mentioned above is necessarily satisfied when the
Jacobi matrix given in Eq. (7) is symmetric, i.e., Ljk = Lkj .

IV. NUMERICAL ANALYSIS OF NOISE-INDUCED
SYNCHRONIZATION

In this section, to illustrate the theory developed in Sec. III,
we numerically investigate common-noise-induced synchro-
nization between noninteracting systems of phase oscillator
networks. The numerical methods for eigenvalue problems
and Langevin equations are summarized in Appendices A and
B, respectively.

A. Kuramoto-Sakaguchi-type phase models

In this subsection, we summarize the definition of
Kuramoto-Sakaguchi-type phase models [2,68,69], on which
we focus throughout this section. First, the phase-coupling
function �jk(φ) is given by

�jk(φ) = Ajk�(φ), �(φ) = − sin(φ + α), (39)

where the weighted symmetric adjacency matrix is denoted
by Ajk = Akj � 0, and the type of phase-coupling function is
assumed to be in-phase coupling, i.e., |α| < π/2. Second, the
phase sensitivity function Z(φ) is given by

Z(φ) = − sin(φ). (40)

That is, a system of phase oscillator networks is written in the
following form:

φ̇j (t) = ωj −
N∑

k=1

Ajk sin(φj − φk + α) − ε sin(φj )aj ξ (t),

(41)

where we have dropped the system index σ for simplicity. In
this case, the Jacobi matrix Ljk given in Eq. (7) is obtained as

Ljk = − δjk

∑
l �=j

Ajl cos(ψj − ψl + α)

+ (1 − δjk)Ajk cos(ψj − ψk + α), (42)

which is symmetric when α = 0 and/or when ψj = ψk for any
pair of j and k. In addition, the symmetric matrix Kjk given
in Eq. (20) is obtained as

Kjk = cvjvk cos(ψj − ψk), (43)

where c = 1/2. Finally, the collective phase sensitivity func-
tion ζ (�) is given by

ζ (�) =
N∑

j=1

Zj (�)aj , Zj (�) = −vj sin(� + ψj ). (44)

In the following subsections, we consider several representa-
tive cases exhibiting fully locked states.

B. Case 0: Two-oscillator systems

In this subsection, we consider two-oscillator systems in
which the adjacency matrix is given by A12 = A21 = 1 and
A11 = A22 = 0. That is, a two-oscillator system is described
by the following equations:

φ̇1(t) = ω1 − sin (φ1 − φ2 + α) − ε sin (φ1)a1ξ (t), (45)

φ̇2(t) = ω2 − sin (φ2 − φ1 + α) − ε sin (φ2)a2ξ (t). (46)
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This system is the simplest case and is analytically solvable as
follows. First, the phase difference in the fully locked state is
determined by

sin (ψ1 − ψ2) = η, η ≡ ω1 − ω2

2 cos α
, |η| < 1. (47)

Second, the collective frequency 	 is obtained as

	 = ω1 − η cos α −
√

1 − η2 sin α. (48)

Third, the left zero eigenvector v = (v1,v2) is given by

v1 = 1

2

(
1 + η tan α√

1 − η2

)
, (49)

v2 = 1

2

(
1 − η tan α√

1 − η2

)
. (50)

Finally, by defining the following quantities,

f = v2
1 + 2v1v2η + v2

2, (51)

g = v2
1 − 2v1v2η + v2

2, (52)

the largest eigenvalue λopt can be written as

λopt = v2
1 + v2

2 + √
fg

4
. (53)

In addition, the optimal input pattern aopt can be obtained as

aopt = ±
(

x√
x2 + y2

,
y√

x2 + y2

)T

, (54)

where

x = v2
1 − v2

2 +
√

fg, (55)

y = 2v1v2

√
1 − η2. (56)

Figure 1 shows the dependence of the left zero eigenvector
v and optimal input pattern aopt on the parameter η under the
phase shift α = π/4. We can find that v1 = v2 and a1 = a2

when η = 0, that is, when the two oscillators are identical.
Further, the signs of v2 and a2 simultaneously change from

-2.0
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0

0.0 0.2 0.4 0.6 0.8 1.0

v 1
,v

2,
a 1

,a
2

η

v1
v2
a1
a2

FIG. 1. Two-oscillator system. Dependence of the left zero
eigenvector and optimal input pattern, i.e., v1, v2, a1, and a2, on
the parameter η under the phase shift α = π/4. The normalization
conditions are v1 + v2 = 1 and a2

1 + a2
2 = 1.

positive to negative as the parameter η increases, and the
critical value of η under α = π/4 is given by η = 1/

√
2 
 0.7.

C. Case 1: Heterogeneously coupled systems

In this subsection, we consider heterogeneously coupled
systems (see also, e.g., Ref. [70]). Here, the adjacency matrix
Ajk is generated by the Barabási-Albert model [71,72], in
which the edge number of a new node to be added at each
growth step and the initial node number are denoted by m and
m0, respectively. The degree dj of the symmetric adjacency
matrix Ajk is given by

dj =
∑
l �=j

Ajl =
∑
l �=j

Alj . (57)

For this heterogeneously coupled system, we also consider the
following input pattern:

ahub = eh, h = arg max
j

dj , (58)

where the hth component of eh is unity and the other
components are zero. That is, common noise is applied only
to the hub, which possesses the largest degree. The Lyapunov
exponent �hub for this input pattern is written in the following
form:

−�hub

ε2
= ahub · K̂ahub = Khh ≡ λhub. (59)

Note that λhub is generally not an eigenvalue of K̂ . We also
define the effective in-degree d in

j and effective out-degree d out
j

associated with the effective adjacency matrix, −�′
jk(ψj −

ψk) = Ajk cos(ψj − ψk), as follows:

d in
j =

∑
l �=j

Ajl cos(ψj − ψl + α), (60)

d out
j =

∑
l �=j

Alj cos(ψl − ψj + α). (61)

Then, the Jacobi matrix can also be written in the follow-
ing form: Ljk = (1 − δjk)Ajk cos(ψj − ψk + α) − δjk d in

j . As
mentioned in Sec. III C, the Jacobi matrix Ljk is called
balanced when d in

j = d out
j for each j . Finally, the natural

frequencies are assumed to be identical, i.e., ωj = ω.
The network structure of the adjacency matrix Ajk gener-

ated by the Barabási-Albert model with N = 100 and m =
m0 = 2 and the degree dj of the symmetric adjacency matrix
Ajk are shown in Figs. 2(a) and 2(b), respectively. The node
index is labeled in descending order of dj ; therefore, the hub
is labeled h = 1, as shown in Fig. 2(a).

Figure 3 shows the numerical results for the heteroge-
neously coupled system with a phase shift of α = π/8.
First, the degree dj is shown in Fig. 3(a), which is a
reproduction of Fig. 2(b) for readability. Second, the relative
phase ψj is shown in Fig. 3(b). Although the oscillators are
identical, heterogeneous coupling induces phase differences
between them for a nonzero phase shift, α �= 0. Finally, the
left zero eigenvector vj and input pattern aj are shown in
Figs. 3(c) and 3(d), respectively. Although the coupling is
heterogeneous, the left zero eigenvector is almost uniform
even under a nonzero phase shift, α �= 0; precisely speaking,
the components corresponding to the high-degree nodes take
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FIG. 2. Heterogeneously coupled system. The coupling network is generated by the Barabási-Albert model with N = 100 and m = m0 = 2,
the oscillators are identical, i.e., ωj = ω, and the phase shift is α = π/8. (a) Network structure associated with the symmetric adjacency matrix
Ajk = Akj . (b) Degree dj = ∑

l �=j Ajl = ∑
l �=j Alj . (c) Effective adjacency matrix, i.e., −�′

jk = Ajk cos(ψj − ψk + α), in the fully locked
state. (d) Effective in-degree d in

j = ∑
l �=j Ajl cos(ψj − ψl + α) and effective out-degree d out

j = ∑
l �=j Alj cos(ψl − ψj + α).

relatively smaller values. The optimal input pattern is similar
to the approximate input pattern because the relative phase
values are rather close to each other.

Here, we remark on the result shown in Fig. 3(c), i.e.,
the left zero eigenvector vj . The effective adjacency matrix
−�′

jk(ψj − ψk) is shown in Fig. 2(c), and also both the
effective in-degree d in

j and effective out-degree d out
j are shown

in Fig. 2(d). For small j , i.e., for the high-degree nodes, the
effective in-degree d in

j is larger than the effective out-degree
d out

j . According to Refs. [44,45], the left zero eigenvector
can be roughly estimated as vj ∼ d out

j /d in
j . Therefore, the

components of v are relatively small for the high-degree
nodes.

The results for the negative phase shift α = −π/8 are also
shown in Appendix C as Fig. 8. The left zero eigenvector v

and optimal input pattern aopt do not depend on the sign of
the phase shift α because the natural frequencies are identical,
i.e., ωj = ω.

D. Case 2: Globally coupled systems

In this subsection, we consider globally coupled systems
(see also, e.g., Ref. [43]). That is, the weighted adjacency
matrix is given by

Ajk = 1

N
. (62)

The natural frequencies are assumed to be given by

ωj = ω + ωδ

(
1

2
− j

N

)
, (63)

where ωδ is the parameter of the frequency distribution. Note
that ωj is sorted in descending order.

Figure 4 shows the numerical results for the globally
coupled system with the parameters N = 100, ωδ = 0.5, and
α = π/4. First, the natural frequency ωj and relative phase ψj

are shown in Figs. 4(a) and 4(b), respectively. Although the
coupling is global, phase differences between the oscillators
exist owing to the frequency differences. Second, the left zero
eigenvector vj and input pattern aj are shown in Figs. 4(c)
and 4(d), respectively. The components of v are larger for
relatively larger frequencies ωj . The optimal input pattern is
similar to the approximate input pattern because the relative
phase values are rather close to each other.

The results for the negative phase shift α = −π/4 are also
shown in Appendix C as Fig. 9. In contrast to the case with a
positive phase shift, the components of the left zero eigenvector
v and optimal input pattern aopt are smaller for relatively larger
frequencies ωj under a negative phase shift.

E. Case 3: Locally coupled systems

In this subsection, we consider one-dimensional locally
coupled systems with periodic boundary conditions (see also,
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FIG. 3. Heterogeneously coupled system. The coupling network is generated by the Barabási-Albert model with N = 100 and m = m0 = 2,
the oscillators are identical, i.e., ωj = ω, and the phase shift is α = π/8. (a) Degree dj . (b) Relative phase ψj . (c) Left zero eigenvector vj .
(d) Input pattern aj . The optimal input pattern aopt and approximate input pattern aapp are shown. Note that the uniform input pattern auni is a
vector whose components are all 1/

√
N = 0.1. Note also that when the common noise is applied only to the hub, the input pattern is ahub = e1.
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FIG. 4. Globally coupled system. The parameters are N = 100, ωδ = 0.5, and α = π/4. (a) Natural frequency ωj under ω = 0. (b) Relative
phase ψj . (c) Left zero eigenvector vj . (d) Input pattern aj . The optimal input pattern aopt and approximate input pattern aapp are shown. Note
that the uniform input pattern auni is a vector whose components are all 1/

√
N = 0.1.
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FIG. 5. Locally coupled system. The parameters are N = 200, ωp = 0.25, and α = π/12. (a) Natural frequency ωj under ω = 0. (b)
Relative phase ψj scaled by π . (c) Left zero eigenvector vj . (d) Input pattern aj . The optimal input pattern aopt and approximate input pattern
aapp are shown. Note that the uniform input pattern auni is a vector whose components are all 1/

√
N 
 0.07.

e.g., Ref. [45]). That is, the adjacency matrix is given by

Ajk = δk, j+ + δk, j− , (64)

where j± = (j ± 1) mod N . The natural frequencies are
assumed to be given by

ωj = ω +
{
ωp (j = N/2),

0 (j �= N/2),
(65)

where ωp is the frequency parameter of a pacemaker located
at j = N/2.

Figure 5 shows the numerical results for the locally coupled
system with the parameters N = 200, ωp = 0.25, and α =
π/12. First, the natural frequency ωj and relative phase ψj

are shown in Figs. 5(a) and 5(b), respectively. The relative
phase depends linearly on the distance from the pacemaker
located at j = N/2. This type of phase pattern is called the
target pattern. Second, the left zero eigenvector vj and input
pattern aj are shown in Figs. 5(c) and 5(d), respectively. The
left zero eigenvector depends exponentially on the distance
from the pacemaker located at j = N/2 and is localized near
the pacemaker. Because the relative phases broaden owing to
the phase waves from the pacemaker, the optimal input pattern
differs significantly from the approximate input pattern. That
is, the optimal input pattern shows an exponential decay with
oscillations, whereas the approximate input pattern (i.e., the
left zero eigenvector) decays monotonously.

Figure 6 shows snapshots of NZj (�) = −Nvj sin(� +
ψj ) for several values of the collective phase �. Each snapshot
shows oscillation as a function of j owing to the broad
range of relative phases ψj ; this oscillatory behavior of the

locally coupled system is in sharp contrast to the behavior of
the heterogeneously and globally coupled systems, in which
the relative phase values are rather close to each other. The
optimal input pattern is the first principal component of
Z′

j (�) = −vj cos(� + ψj ), as mentioned in Sec. III B, so
the optimal input pattern shows an exponential decay with
oscillations, as in the snapshot of Zj (�) or Z′

j (�).

F. Direct numerical simulations

In this subsection, we demonstrate common-noise-induced
collective-phase synchronization between two noninteracting
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FIG. 6. Locally coupled system. Snapshots of NZj (�) =
−Nvj sin(� + ψj ) for �/π = 0.0, 0.5, 1.0, and 1.5. The parameters
are N = 200, ωp = 0.25, and α = π/12.
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TABLE I. Theoretical values of the negative of normalized Lya-
punov exponent λ = −�/ε2 = a · K̂a for several input patterns (i.e.,
aopt, aapp = vT/ρ, auni = 1/

√
N , and ahub = eh). (a) Heterogeneously

coupled system (hetero). (b) Globally coupled system (global). (c)
Locally coupled system (local).

(a) Hetero (b) Global (c) Local

λopt 0.004974816 0.006378432 0.006332761
λapp 0.004968868 0.006374346 0.004601817
λuni 0.004731548 0.004766305 0.000547244
λhub 0.000018504 N/A N/A

systems of coupled individual-phase oscillators by direct
numerical simulations of the Langevin-type Eq. (12). Table I
summarizes the theoretical values of the negative of normal-
ized Lyapunov exponent λ = −�/ε2 = a · K̂a for several
input patterns (i.e., aopt, aapp = vT/ρ, auni = 1/

√
N , and

ahub = eh). The parameter values for the heterogeneously,
globally, and locally coupled systems are the same as those
used in Figs. 3, 4, and 5, respectively.

Figure 7 shows the time evolution of the collective phase
difference |�(1) − �(2)|. The conditions of the simulation were
as follows. First, the initial value of the collective phase
difference was |�1(t = 0) − �2(t = 0)| = 10−1. Second, the
base frequency ω was chosen such that the collective frequency
becomes unity, i.e., 	 = 1. Third, the intensity of the common
noise was fixed at ε2 = 0.0025. Finally, the results of direct
numerical simulations were averaged over 500 samples for
each case in each coupled system. The simulation results
quantitatively agree with the theory for all the cases.

Here, we note the following points. First, as shown in
Table I(a) and Fig. 7(a), λopt 
 λapp 
 λuni > λhub for the
heterogeneously coupled system; this fact is also found from
Fig. 3(d), which shows that aopt, aapp, and auni are similar to
each other but ahub differs from them. Second, as shown in
Table I(b) and Fig. 7(b), λopt 
 λapp > λuni for the globally
coupled system; this is also consistent with Fig. 4(d), which
shows that aopt and aapp are similar to each other but auni

differs from them. Finally, as shown in Table I(c) and Fig. 7(c),
λopt > λapp > λuni for the locally coupled system; this is also
expected from Fig. 5(d), which shows that aopt, aapp, and auni

differ from each other.
As shown in Appendix D, we can also consider common-

noise-induced collective-phase synchronization between non-
interacting, slightly nonidentical systems of individual-phase
oscillator networks.

V. CONCLUDING REMARKS

Our investigations in this paper are summarized as follows.
In Sec. II, we briefly reviewed the collective phase description
method for fully locked states. In Sec. III, we analytically in-
vestigated common-noise-induced collective-phase synchro-
nization between two noninteracting identical networks of cou-
pled individual-phase oscillators and, in particular, developed
an optimization method for noise-induced synchronization.
In Sec. IV, supplemented by Appendices A, B, C, and
D, we numerically investigated the common-noise-induced
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FIG. 7. Comparison of direct numerical simulations (symbols)
and theoretical values (lines) of the Lyapunov exponents for several
input patterns (i.e., aopt, aapp, auni, and ahub). The initial collective
phase difference is |�(1)(t = 0) − �(2)(t = 0)| = 10−1. The base
frequency ω is chosen such that the collective frequency becomes
unity, 	 = 1. The noise intensity is ε2 = 0.0025. The results of
direct numerical simulations are averaged over 500 samples. (a)
Heterogeneously coupled system. (b) Globally coupled system. (c)
Locally coupled system.

collective-phase synchronization and successfully validated
the theoretical results by direct numerical simulations.

We also summarize the applicability of the approximate in-
put pattern given in Eq. (33), i.e., aapp = vT/ρ. The assumption
for deriving the approximate input pattern is given by Eq. (30),
i.e., ψj 
 ψk , which means that the relative phase values
are close to each other. Under this assumption, Eq. (5) can
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FIG. 8. Heterogeneously coupled system with a negative phase shift. The coupling network is generated by the Barabási-Albert model with
N = 100 and m = m0 = 2, the oscillators are identical, i.e., ωj = ω, and the phase shift is α = −π/8. (a) Degree dj . (b) Relative phase ψj .
(c) Left zero eigenvector vj . (d) Input pattern aj . The optimal input pattern aopt and approximate input pattern aapp are shown. Note that the
uniform input pattern auni is a vector whose components are all 1/

√
N = 0.1. Note also that when the common noise is applied only to the

hub, the input pattern is ahub = e1.

be approximated by Zj (�) = vjZ(� + ψj ) 
 vjZ(� + �0),
where �0 is a constant; in addition, the symmetric matrix K̂

can be approximated by Eq. (32), i.e., Kjk 
 cvjvk , which
gives the approximate input pattern aapp. Here, as shown
in Figs. 3(d) and 8(d), the approximate input pattern is
quantitatively similar to the optimal input pattern for the het-
erogeneously coupled system. Similarly, as shown in Figs. 4(d)
and 9(d), the approximate input pattern is quantitatively similar
to the optimal input pattern for the globally coupled system.
However, as shown in Fig. 5(d), the approximate input pattern
clearly differs from the optimal input pattern for the locally
coupled system, in which the relative phases ψj broaden, as
shown in Fig. 5(b).

Here, we note that the approximate input pattern aapp

holds good as long as cos(ψj − ψk) > 0 is satisfied for any
pair of j and k in Kuramoto-Sakaguchi-type phase models,
which provide the symmetric matrix given by Eq. (43), i.e.,
Kjk = cvjvk cos(ψj − ψk). In fact, as shown in Figs. 3(b)
and 8(b), |ψ1 − ψN | 
 1.0 < π/2 for the heterogeneously
coupled system. Similarly, as shown in Figs. 4(b) and 9(b),
|ψ1 − ψN | 
 0.8 < π/2 for the globally coupled system. That
is, for both cases, the largest relative phase difference is
not very small, but the approximate input pattern is still
quantitatively similar to the optimal input pattern.

Finally, we note the broad applicability of the opti-
mization method for common-noise-induced collective-phase
synchronization between noninteracting systems of oscillator
networks. As long as each system exhibits fully phase-locked
collective oscillations and the common noise intensity is

sufficiently weak, the optimization method developed in this
paper can be applied to arbitrary oscillator networks.
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APPENDIX A: NUMERICAL METHODS FOR
EIGENVALUE PROBLEMS

In this appendix, we describe the numerical methods for the
two eigenvalue problems encountered in this paper. First, the
left zero eigenvector of the Jacobi matrix Ljk can be obtained
using the relaxation method for the following equation [43]:

d

dt
vk(t) =

N∑
j=1

vj (t)Ljk, (A1)

which can be discretized by a sufficiently small Δt as follows:

vk(tn+1) = vk(tn) + Δt

N∑
j=1

vj (tn)Ljk, (A2)

where the discretized time is denoted by tn = nΔt . The
normalization condition is given by

∑N
j=1 vj = 1.
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FIG. 9. Globally coupled system with a negative phase shift. The parameters are N = 100, ωδ = 0.5, and α = −π/4. (a) Natural frequency
ωj under ω = 0. (b) Relative phase ψj . (c) Left zero eigenvector vj . (d) Input pattern aj . The optimal input pattern aopt and approximate input
pattern aapp are shown. Note that the uniform input pattern auni is a vector whose components are all 1/

√
N = 0.1.

Second, the eigenvector associated with the largest eigen-
value of the symmetric matrix Kjk can be obtained using the
power method for the following equation [66,67]:

aj (n + 1) =
N∑

k=1

Kjkak(n), (A3)

where the iteration count is denoted by n. The normalization
condition is given by

∑N
j=1 a2

j = 1.

APPENDIX B: NUMERICAL METHODS FOR
LANGEVIN EQUATIONS

In this appendix, we describe the numerical scheme for
Langevin-type equations of coupled phase oscillators in the
Stratonovich interpretation. The Heun scheme of Eq. (12) with
Eq. (13) is given by the following equations [59]:

φ̃
(σ )
j (tn+1) = φ

(σ )
j (tn) + Δt W

(σ )
j (tn) + εZ

(
φ

(σ )
j (tn)

)
ajχn,

(B1)

φ
(σ )
j (tn+1) = φ

(σ )
j (tn) + Δt

2

[
W

(σ )
j (tn) + W̃

(σ )
j (tn+1)

]
+ ε

2

[
Z

(
φ

(σ )
j (tn)

) + Z
(
φ̃

(σ )
j (tn+1)

)]
ajχn, (B2)

where

W
(σ )
j (tn) = ωj +

N∑
k=1

�jk

(
φ

(σ )
j (tn) − φ

(σ )
k (tn)

)
, (B3)

W̃
(σ )
j (tn+1) = ωj +

N∑
k=1

�jk

(
φ̃

(σ )
j (tn+1) − φ̃

(σ )
k (tn+1)

)
, (B4)

and

〈χn〉 = 0, 〈χnχm〉 = 2Δt δn,m. (B5)

The discretized time and random number are denoted by
tn = nΔt and χn ∈ N (0,2Δt), respectively. From Eq. (8), the
collective phase difference can be approximated by

�(1) − �(2) =
N∑

j=1

vj

(
φ

(1)
j − φ

(2)
j

) 
 φ
(1)
j0

− φ
(2)
j0

, (B6)

where j0 is an arbitrary integer within {1,2, . . . ,N}.

APPENDIX C: SYSTEMS WITH NEGATIVE
PHASE SHIFTS

In this appendix, we consider heterogeneously and globally
coupled systems with negative phase shifts. The parameter
values are the same as those used in Sec. IV except for the
phase shifts.

032201-11



YOJI KAWAMURA AND HIROYA NAKAO PHYSICAL REVIEW E 94, 032201 (2016)

Figure 8 shows the numerical results for the heteroge-
neously coupled system with a phase shift of α = −π/8. First,
the degree dj is shown in Fig. 8(a), which is a reproduction
of Fig. 3(a) for readability. Second, the relative phase ψj is
shown in Fig. 8(b). A comparison of Fig. 8(b) with Fig. 3(b)
shows that the relative phase gradient for the negative phase
shift is opposite to that for the positive one. Third, the left zero
eigenvector vj and input pattern aj are shown in Figs. 8(c)
and 8(d), respectively. A comparison of Figs. 8(c) and 8(d)
with Figs. 3(c) and 3(d) shows that the left zero eigenvector
v and optimal input pattern aopt do not depend on the sign of
the phase shift α. This is because the natural frequencies are
identical, i.e., ωj = ω. Finally, more generally speaking, there
exists the following symmetry under the reflection transform of
the phase shift (i.e., α ↔ −α): (ψj , vj , aj ) ↔ (−ψj , vj , aj ).
This is because Eq. (41) with ωj = ω is essentially invari-
ant under the simultaneous transformation of α → −α and
φ → −φ.

Figure 9 shows the numerical results for the globally
coupled system with a phase shift of α = −π/4. First, the
natural frequency ωj is shown in Fig. 9(a), which is a
reproduction of Fig. 4(a) for readability. Second, the relative
phase ψj is shown in Fig. 9(b). Third, the left zero eigenvector
vj and input pattern aj are shown in Figs. 9(c) and 9(d),
respectively. The left zero eigenvector v and optimal input
pattern aopt take smaller components for relatively larger
frequencies ωj under the negative phase shift α. This is in
contrast to the positive phase shift case shown in Fig. 4.
Finally, more generally speaking, there exists the following
symmetry under the reflection transform of the phase shift
(i.e., α ↔ −α): (ψj , vj , aj ) ↔ (−ψN+1−j , vN+1−j , aN+1−j ).
This is because Eq. (41) with Eqs. (62) and (63) is essentially
invariant under the simultaneous transformation of α → −α,
φ → −φ, and j → N + 1 − j .

APPENDIX D: NONIDENTICAL SYSTEMS OF
OSCILLATOR NETWORKS

In this appendix, we consider common-noise-induced
synchronization between noninteracting, slightly nonidentical
systems of phase oscillator networks described by the follow-

ing equation for σ = 1,2 and j = 1,2, . . . ,N :

φ̇
(σ )
j (t) = ω

(σ )
j +

N∑
k=1

�
(σ )
jk

(
φ

(σ )
j − φ

(σ )
k

) + εZ
(
φ

(σ )
j

)
aj ξ (t),

(D1)

where the natural frequencies and phase-coupling functions
for each system are assumed to be given by [77]

ω
(σ )
j = ωj + δω̃

(σ )
j , (D2)

�
(σ )
jk (φ) = �jk(φ) + δ�̃

(σ )
jk (φ). (D3)

The difference between the two systems is quantified by
the parameter δ � 0. When the difference between the two
systems as well as the common noise is sufficiently small,
we can derive a collective phase equation from Eq. (D1) as
follows:

�̇(σ )(t) = 	 + δ	̃(σ ) + εζ (�(σ ))ξ (t), (D4)

where the collective frequency 	 and collective phase
sensitivity ζ (�) are given by Eqs. (3) and (11), re-
spectively. In addition, the correction of the collective
frequency for each system is given by the following
equation:

	̃(σ ) =
N∑

j=1

vj ω̃
(σ )
j +

N∑
j=1

N∑
k=1

vj �̃
(σ )
jk (ψj − ψk). (D5)

That is, a slight difference between the two systems results
in a slight difference between the two collective frequencies.
Once the collective phase Eq. (D4) is obtained, common-noise-
induced synchronization between noninteracting, slightly
nonidentical systems can also be analyzed by following
the arguments in Refs. [22,24]. The Lyapunov exponent �

obtained in the case of identical systems (i.e., δ = 0) is
also the key quantity characterizing common-noise-induced
synchronization in the case of slightly nonidentical systems
(i.e., 0 < δ � |�|), so the optimization method developed in
this paper should work well not only for identical systems but
also for slightly nonidentical systems.
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