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Abstract

Brain–computer interfaces (BCIs) have been actively researched for over two decades.

One of the primary goals is to create a non-muscular communication channel for locked-

in patients. Electroencephalography (EEG) is a non-invasive technique that is commonly

used in BCI measurement systems. Even though BCIs have a long history, their per-

formance is still limited by the low signal-to noise ratio of EEG. A state-of-the-art BCI

application is P300-based BCI. P300 refers to a major event-related potential (ERP)

component that peaks around 300 ms after visual stimulus. P300 is an electroencephalo-

graphic correlate of target recognition in decision-making tasks. The P300 is used in

several brain-computer interfaces (BCIs) as a non-motor signal of decisions, such as let-

ter choice in the P300-Speller utility. Accuracy in choice specification depends on the

difference in P300 amplitude evoked by target versus non-target stimuli. In this study,

I describe visual stimulus factors, color, motion-modulated, complexity-modulated and

orientation-modulated, all of which enhance the difference in P300 magnitude between

target and non-target stimuli for P300-based BCIs. Stimulus arrays incorporating these

visual factors may be used for the design of improved P300-based BCIs with greater

choice accuracy and speed.

To demonstrate advantage of research findings from visual factor studies, I report

the development of a personal identification number (PIN) application using a P300-

based BCI. I focus on visual stimulation design for increasing the evoked potential in

the brain. Single-channel electroencephalography and a computationally inexpensive

algorithm are used for P300 detection. Experimental results showed that my proposed

stimulus induces higher P300 amplitude than does a conventional stimulus. For a perfor-

mance evaluation, I compare two versions of the proposed application, which are based

on my ‘original P300 BCI’ and ‘adaptive P300 BCI’. In the adaptive P300 BCI, I in-

troduce a novel algorithm for P300 detection to improve the information transfer rate

while maintaining acceptable accuracy. Experiments with 10 healthy participants reveal

that the original P300 BCI achieves mean accuracy of 83.5% at 11.4 bits/min and the

adaptive version achieves mean accuracy of 86.0% at 18.6 bits/min.

On the basis of BCI and PIN application, I expand my research to hybrid BCI.

Here, I propose a hybrid brain/blink computer interface based on a single-channel EEG

amplifier. Eyelid closing and hard blink are selected as two possible inputs for control

of the interface. A 2-min calibration is required before starting to use the interface.

An algorithm for feature extraction and classification is developed for EEG signals from

eyelid closing, hard blink, and resting. To evaluate the performance of the interface, I

incorporate it into a personal identification number (PIN) application, in both visual



and auditory modes. Experiments with 5 healthy participants reveal that the PIN

application based on the interface achieved a mean accuracy of 97.4%. In conclusion, I

expect that my investigation will contribute to hybrid brain-computer interface research

and technologies in the near future.

At the end of this study, I start side project for future works. I develop a hybrid

BCI for drowsiness detection using EEG and electrooculography (EOG). Measurement

is done with a single-channel EEG amplifier. A simple responsive task performs in a

drowsy environment is used to experimentally demonstrate the advantages of the pro-

posed system. Additionally, I perform the first investigation of hybrid EEG/EOG indices

for drowsiness detection. Pearson’s correlation analysis reveals that hybrid EEG/EOG

indices are better correlated with the Karolinska Sleepiness Scale (KSS)—the standard

subjective measure—than are conventional EEG or EOG indices. My investigation could

contribute to both sleep research and the development of real-time drowsiness detection

in the near future.
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Chapter 1

Introduction

1.1 Motivation

Nowadays, information and technology plays an important role in our daily life. In en-

gineering field, this is an era of ‘big data’ or ‘Internet of things’. Almost everybody have

own mobile devices such as smart phone, tablet and other wearable devices, and always

communicate to each other across the world. To improve capabilities in using those

smart devices, a development of human computer interfaces (HCIs) for both medical

and non-medical purposes has became active research. HCIs are supposed to be inter-

connection between human body and smart device. One of the most useful option for

connecting human body to smart device is making a circuit between human and devices.

Therefore, knowledge on biopotentials are very important. Electromyogram (EMG),

electrooculogram (EOG) and electroencephalogram (EEG) are biopotential measure-

ment techniques which are commonly used in development of HCIs. These techniques

represent non-invasive measurement of muscle, eyes and brain activities, respectively.

Electromyogram (EMG) signal is commonly measured in millivolt (mV) level,

1-10 mV [2]. Frequency range is 20-2000 Hz which is higher than EOG and EEG. Either

contraction or relaxation of muscle fibers can generate EMG signal. Ag-AgCl (silver-

silver chloride) or carbon, stainless steel, needle electrodes are commonly used in EMG

measurement. Various applications are proposed based on EMG such as neuromuscular

disorder diagnosis, prosthesis and HCI applications [2].

Electrooculogram (EOG) signal is result of eyeball movement. Structures of hu-

man eyeballs and skull create electrical dipole property. Cornea side of eyeballs represent

positive pole and the retina side represent negative pole. Movement of eyeballs cause

changing in direction of electrical dipole. Hence, measurement of biopotentials around
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the eyeballs can predict eye gaze direction. EOG is usually measure in 10-100 microvolts

(µV) [2]. DC amplifier and Ag-AgCl electrodes are commonly used in measurement of

EOG. EOG is widely used in development of eye gaze interfaces.

Electroencephalogram (EEG) signal is composed of electrical signals from bil-

lions of neurons. Source of signals locate in brain which is under scalp and skull. There-

fore, the signal level is extremely lower than EMG and EOG. EEG is usually measured

at 1-10 microvolts (µV) [2] with bandwidth 0.5-40 Hz. To get high signal to noise ra-

tio EEG, skin preparation is very important. Moreover, multiple electrodes are usually

used to increase EEG resolution. Gold plate and Ag-AgCl electrodes are commonly

used in measurement. Well-known clinical application using EEG is diagnosis of seizure.

Furthermore, EEG is the most practical technique in brain-computer interface (BCI)

technologies.

Originally biopotentials based HCIs, especially BCIs, were focusing on applications

for rehabilitation engineering so that most system had been designed for handicapped

people. Due to low signal-to-noise ratio and complexity of measurement system, apply-

ing conventional BCIs into non-medical applications still be challenging issues. These

issues motivate me to do research and develop BCIs based applications toward general

purposes. In this study, I develop two types of interfaces which are based on background

of BCIs and hybrid BCIs.

1.2 Brain-Computer Interfaces (BCIs)

Non-muscular communication channels or brain-computer interfaces (BCIs) have been

developed over the past two decades to allow for direct control of external processes

by brain signals [3] (see Figure 1.1). Early BCI researchers concentrate on clinical

applications for patients with severe neurodegenerative disorders such as amyotrophic

lateral sclerosis (ALS). Using BCIs, patients can send commands to a computer using

endogenous brain signals evoked by specific stimulus patterns as measured invasively or

non-invasively by various techniques.

1.2.1 Measurement Techiques for BCIs

In typical BCI technologies, brain activity is acquired through electrophysiological ac-

tivity. Three techniques named electroencephalography (EEG), electrocorticography

(ECoG) and magnetoencephalography (MEG) are commonly used to record of electro-

physiological signals.

2
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Figure 1.1: Overall architecture of BCIs.

Electroencephalography (EEG) is used to measure potential variation across

scalp over time. Major drawback of EEG is distortion of signal within skull and scalp.

Hence, quality of signal in terms of signal-to-noise ratio is very low. In measurement

setup, EEG requires at least three electrodes for recording point, reference point and

ground point. Temporal and spatial resolution is about 0.05 seconds (s) and 10 mil-

limeter (mm) respectively [4]. This is the lowest spatial resolution compared to ECoG

and MEG signal. However, there are several advantages of this technique. The first

advantage is that EEG is an non-invasive measurement, and therefore there is no risk.

The other advantage is that various portable devices are available in the market.

Electrocorticography (ECoG) is an invasive brain measurement technique. Elec-

trode arrays are implanted directly to the brain under the skull. Hence, ECoG signal is

stronger signal than the others. Due to invasive measurement, ECoG is the highest risk

measurement system. Therefore, ECoG is usually studied with animals such as monkey.

Only a few research groups implanted it to human. Temporal and spatial resolution is

about 0.003 s and 1 mm respectively [4]. Furthermore, ECoG performs extremely higher

temporal and spatial resolution than both EEG and MEG.

Magnetoencephalography (MEG) is used to measure brain activity through

induced magnetic field. The neurophysiological processes that generate MEG signal are

the same processes as in EEG; however, magnetic field is measured instead of electric

filed. The advantage of magnetic field over electric field is that magnetic field will not

be distorted by skull and scalp. Temporal and spatial resolution is about 0.05 s and 5

mm respectively [4]. Although MEG signal has higher spatial resolution than EEG, the

system is more complex and not portable.

By comparison of EEG, ECoG and MEG in Table 1.1, EEG is the most suitable

choice for a study and development of practical BCI applications. Even if EEG signal
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Table 1.1: Summary of measurement techniques for BCIs

Measurement
technique

Activity
measured

Temporal
resolution

Spatial
resolution

Risk Portability

EEG Electrical ∼0.05 s ∼10 mm Non-invasive Portable

ECoG Electrical ∼0.003 s ∼1 mm Invasive Non-portable

MEG Magnetic ∼0.05 s ∼5 mm Non-invasive Portable

is very low magnitude and poor quality of signal, EEG-based BCIs still be the most

practical BCI technologies. Therefore, I continue focusing on EEG-based BCIs in this

study.

1.2.2 EEG-Based BCIs

Event related potential (ERP) technique is widely used in EEG-based BCIs. Principle

concept of ERP technique is an ensemble averaging of brain responses from specific

stimulus. Visual, auditory and tactile stimuli are generally used to stimulate human

brain. Synchronization of stimulus protocols and ERPs allows human to send commands

to the computer at specific time. Therefore, EEG-based BCIs can be classified into

three modalities (visual, auditory and tactile stimulation-based BCI) based on types of

stimulations.

Visual stimulation-based BCI is widely used in communication applications. To

induce brain responses, visual stimulation is used in this modality. In typical applica-

tions, the stimulation works as a flicker light. The response will be analyzed in frequency

domain in case that system generates steady frequency of flickering. Detection of re-

sponses in frequency domain is known as steady state evoked potentials (SSVEPs)-based

BCI. On the other hand, if stimulation is randomly flickered, responses will be consid-

ered in time domain. Detection of responses in time domain is known as P300-based

BCI. P300 represent the highest peak component of ERPs.

Auditory stimulation-based BCI uses auditory stimulation instead of visual

stimulation. Analysis and technique to detect brain responses is similar to visual

stimulation-based BCIs. The advantage of this modality is that blind person can use

the system. However, several research groups reported that auditory stimulation-based

BCI had lower accuracy than the other modalities [5].

Tatile stimulation-based BCI is novel solution. Small vibrators are used to

be simulator by placing on human body. One research group tested tactile-based BCI

application by placing vibrator units on locked-in state patient’s arm, and the results

revealed higher accuracy than visual and auditory stimulation-based BCI application [5].

However, it is difficult to memorize positions of targets in case that many vibrator units
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Figure 1.2: Biopotential-based HCI related research. P300 states position of P300-
based BCIs.

are placed on human body. Furthermore, there is no report about optimal positions

for placing vibrator units. Hence, development of BCI applications based on tactile

modality has to concern a lot of external factors which can effect to the system.

In conclusion, all related research on biopotentials towards HCIs are summarized

as the diagram in Figure 1.2. To achieve the goal towards practical BCI applications for

general purposes such as HCI applications, I mainly focus on an improvement of P300-

based BCIs using visual stimulation in this research. The major ERP component used

for this purpose is P300, a reliable positive voltage peak occurring about 300 ms after

onset of a target stimulus. The P300 is usually elicited using the visual oddball paradigm

in which a subject detects a rare target among more non-target stimuli [6]. The P300-

Speller, which uses the P300 to indicate choice of letter (target) as the alphabet is flashed

on a computer screen, was among the first P300-based BCI systems [7] (see Figure 1.3)

Recently, BCI research has continuously expanded to encompass not only medical

applications but also general engineering applications. Some applications are aimed at

monitoring mental states, such as attention level, workload, and music perception. BCI

has also been used for entertainment, for instance, in computer games and toys. Due to

the low signal-to-noise ratio (SNR) of EEG-measured P300, BCI is not as practical as

other HCI technologies for healthy people.

To improve performance of BCI technologies, most researchers focus on algorithm,

signal processing or multi-modal BCIs. Few researchers investigate novel visual stimulus
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Figure 1.3: Illustration of the conventional P300-Speller capture screen.
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Figure 1.4: Biopotential-based HCI related research. Eyelid-closing and blink state
position of proposed hybrid BCI in this thesis.

paradigms. However, their stimulus designs are not based on human visual factors.

On the other hand, I study various visual factors, and demonstrate feasibility in an

improvement of BCI toward control applications.
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1.2.3 Hybrid Brain-Computer Interfaces (Hybrid BCIs)

Recently, researchers have developed hybrid BCIs in two different directions. First,

hybrid BCIs for individuals who have residual motor abilities, such as controlling muscles

related to eye movement [8]. Hybrid is referred to combination between EEG and

EOG/EMG in this case [9, 10]. Second direction, hybrid is referred to simultaneously

obtain two different kinds of brain responses using EEG, such as SSVEP and P300

[11–15]. Compared with conventional BCIs, hybrid BCIs achieve higher accuracy and

information transfer rate. In this research, I propose novel hybrid BCI named hybrid

Brain/Blink interface. Proposed system targets on EEG signal while eyelid-closing and

blink signal from EOG. Figure 1.4 presents position of proposed hybrid system inside

HCI related research areas.

1.3 Goal and Challenge Issues

The objective of my research is to investigate novel techniques for development of EEG-

based BCIs/hybrid BCIs. Developed BCIs are aimed at high reliability and user-friendly

interfaces. To demonstrate advantages of proposed BCIs, I invent personal identification

number (PIN) application to serve as a test-bed application. Finally, feasibility study

of drowsiness detection using hybrid BCIs perform the future of BCIs beyond typical

control applications.

Issue I: Complexity of Conventional Recording System: Due to non-invasive

measurement, EEG is not persistent to noisy environment. BCI users are always required

to wear multiple channels of recording electrodes (multiple channels-EEG). Attaching

electrodes is not user-friendly and time consuming works, so typical BCI is not useful

HCI for healthy people. To make BCI more simply, I come up with two approaches. The

first one is that we have to increase brain potential magnitudes so that brain responses

can be easily detected by sparse electrodes. The other alternative is that we have to

increase features of input signals by integration of other bio-signals such as EOG, EMG

and Blinking.

Issue II: Side Project for Future Works: Beyond Control Applications:

Original BCI is supposed to be non-muscular communication pathway between motor

disabled person and computer. Thus, most researchers focus on development of control

related applications. This point motivates me to invent other BCI-based technologies.

At the end of this study, I start to introduce drowsiness detection using proposed hybrid

BCIs.
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1.4 Overview of my Approaches

I deal with the above mentioned issues through the following approaches. Approach I

and II deal with Issue I, and Approach II deals with Issue II.

Approach I: Single Channel Electroencephalography (EEG) Amplifier

Based BCIs’: Here, experimental study and development are based on single channel

EEG. I first improve conventional P300-BCIs by development of visual stimulation for

an increasing brain evoked potentials. To design visual stimulation, I conduct basic

experiments for studying of several human visual factors. By combination of two vi-

sual factors which are Motion-Modulated Stimulus and Orientation-Modulated

Stimulus, BCI can record higher P300 response in terms of amplitude than typical

visual stimulus. And P300 amplitude can be inferred to accuracy of BCI in my study.

To demonstrate usefulness of proposed BCIs, I develop a BCI-based personal identifi-

cation number (PIN) application to serve as a test-bed application. Nowadays, users

typically use keypads to input PINs. A major drawback of keypads is that PINs can

be visually or optically observed when they are entered or recovered afterward by ther-

mal camera-based attacks. Various approaches based on biometrics and biosignals have

been proposed in order to solve this problem. Fingerprints are widely used in biometric

system. However, fingerprints can be duplicated by various techniques. Recently, one

research group proposed gaze-based password entry, but gaze tracking requires a long

time for calibration. Hence, we proposed a PIN application using a BCI as an alter-

native modality. There are three advantages of the proposed PIN application over the

above-mentioned techniques. The first is that no calibration is required before using

the application. The second is that the user can avoid the problem of the PIN being

observed during entry, as is possible with keypads. The third is that BCIs allow for

non-touch input, so no heat signal or fingerprint is left behind after use.

Approach II Hybrid Brain/Blink-Computer Interface: Experimental study

and development are also based on single channel EEG. To make practical and reliable

system, I switch to work on hybrid BCI. I target on two obvious signals which are

Alpha Wave from EEG and Hard Blink from EOG. The proposed hybrid BCI is

called Hybrid Brain/Blink-Computer Interface . PIN application which mentioned

in Approach I of Issue I is used to be test-bed application for this approach as well.

Approach III: Drowsiness Detection: To demonstrate advantage of proposed

hybrid BCI for non-control related application, I conduct feasibility study to use it for

drowsiness detection. By comparison of EEG drowsy index, EOG drowsy index and

hybrid EEG/EOG drowsy index, preliminary results perform that hybrid index has

highly significant correlated to standard subjective measure for sleepiness. Moreover,
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Works: Beyond Control Applications

Figure 1.5: Organization of this thesis.

my on-going BCI research regardless to control application is introduced in the section

for future works.

1.5 Thesis Organization

This thesis consists of seven chapters. The organization as shown in Figure 1.5.

Chapter 2 covers a survey of the research related to P300-based BCIs using visual stim-

ulation, hybrid BCIs and BCI applications. Finally, I emphasize my research position

towards BCI research fields.

Chapter 3 presents visual stimulus studies. Here, I focus on characteristics of P300

responses from several visual factors. Experimental results can be implemented as fun-

damental visual stimulus design knowledge for P300-based BCIs.

In Chapter 4, I incorporate research findings from Chapter 3 into PIN application.

Moreover, novel algorithm for P300 detection is reported in this Chapter. Finally,

9
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performance evaluation of PIN application using proposed P300-based BCI has been

performed.

Hybrid Brain/Blink is introduced in Chapter 5. To extract and classify feature signals

from brain waves and blinks, novel technique and experimental study are demonstrated

in this Chapter. Proposed hybrid interface is applied to PIN application. Evaluation of

the proposed hybrid interface is performed through two modalities of PIN application

(visual and sound navigated systems).

In Chapter 6, the same recording system as Chapter 5 is used for feasibility study of

drowsiness detection. Preliminary results have been promising for future studies.

Chapter 7 discusses the contributions of this thesis and remaining issues for future works.

Final conclusion is summarized in this Chapter.
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Chapter 2

Literature Review

According to Chapter 1, challenge issues are classified into three research areas which are

development of visual stimulation for P300-based BCIs, hybrid BCIs and current BCI

applications and future trends. Thus, literature review of each area is done separately.

Finally, I also point out the position of my studies towards mentioned research areas.

P300

P200

P100

N200

N100
Time [ms]

Amplitude

[250-800] ～ 300

Figure 2.1: Illustration of P300 wave. P and N are referred to Positive and Negative
peaks respectively. 100, 200 and 300 present averaged latencies in milliseconds
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Figure 2.2: Number of published journal papers in PubMed from 2000 to 2010 which
are related to “(P300 or P3) and (BCI or Brain Computer Interface)” [1]

2.1 Development of visual stimulation for P300-based BCIs

Brain–computer interfaces (BCIs) have been actively researched for over two decades.

One of the primary goals is to create a non-muscular communication channel for locked-in

patients [3]. Event related potential (ERP) technique is widely used in EEG-based BCIs.

Principle concept of ERP technique is an ensemble averaging of brain responses from

specific stimulus. Visual, auditory and tactile stimuli are generally used to stimulate

human brain. Synchronization of stimulus protocols and ERPs allows human to send

commands to the computer at specific time. The major ERP component used for P300-

based BCIs is P300, a reliable positive voltage peak occurring about 300 ms after onset

of a target stimulus, as illustrated in Figure 2.1. The P300 is usually elicited using the

visual oddball paradigm in which a subject detects a rare target among more non-target

stimuli [6]. The P300-Speller, which uses the P300 to indicate choice of letter (target)

as the alphabet is flashed on a computer screen, is state-of-the-art BCI application,

see Figure 1.3 [7]. Even though BCIs have a long history, their performance is still

limited by the low signal-to noise ratio of EEG. After 20th century, the number of

research related to BCI and P300 are dramatically increased as shown in Figure 2.2.

In this Section, I begin with introduction to visual stimulation in original P300 speller.
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Figure 2.3: 10/20 international standard system for EEG measurement

Then, I review research studies on an improvement of P300 speller by designing novel

visual stimulus paradigms. Finally, the position of my research towards development of

visual stimulus paradigm for P300-based BCIs is explained.

2.1.1 Conventional P300 speller

Original P300 speller uses 6x6 white/gray flicker alphabet matrix for visual stimulation

[7]. EEG with Ag-AgCl electrode is used to record brain signal. Single electrode is placed

at Pz position (10/20 international standard system, see Figure 2.3). Skin preparation

gel and conductive paste are typically used in electrode placement. To detect attended

or target signal, typical algorithm is stepwise linear discriminant analysis (SWDA).

Although original P300 speller can operate accurately at 12 bits/min (averaged from

four subjects, N=4), researcher try to improve both accuracy and transmission rate by

proposing new visual stimulation paradigm.

2.1.2 Row and column paradigms (RC)

In the first decade of their existence, the most common visual presentation format for

P300 BCI was the row/column (RC) white/gray flicker matrix [1]. Alphabet characters

13
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A B C D E F
G H I J K L
MN O P Q R
S T U V WX
Y Z 1 2 3 4
5 6 7 8 9 0

Figure 2.4: The P300 speller with row/column green/blue flickering matrix

are randomly flashed in row and column. Recently, one medical research group pro-

poses that green/blue flickering RC matrices are more accurate than the conventional

gray/white matrix (see Figure 2.4) [16]. Two major sources of error for RC format are

signal overlap from temporally adjacent ERPs (especially when same row or column is

flashed twice in succession) and interference flashes from adjacent characters [17, 18].

2.1.3 Single character paradigms (SC)

Single character paradigm (SC) presents same alphabet matrix as RC (see Figure 2.5).

However, single character is randomly flashed during stimulation. Therefore, SC requires

stimulation period longer than RC. One research group compared RC and SC speller,

and reported that RC reached 85.3% of mean accuracy and SC reached 77.9% of mean

accuracy (N=19) [19].

2.1.4 Region-based paradigms (RB)

Region-based paradigm (RB) is grouping of alphabet into several groups in order to

decrease interference flashes from adjacent characters and signal overlap from temporally

adjacent ERPs [20]. To select target character, user has to select target group and then
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Figure 2.5: Single character paradigm (SC)

target character (see Figure 2.6). Comparison of RC, SC and RB with same set of

subjects performed mean accuracy at 85%, 72.2% and 90.6%, respectively.

2.1.5 Checker board paradigms (CB)

The checkerboard (CB) paradigm is designed to overcome two major sources of error in

RC paradigm [21]. The 72 items are separated into two flash groups, black and white as

shown in Figure 2.7(a) (not seen by viewers). In each time of flickering, computer ran-

domly selects six items from one group, and then flashes on the screen ( Figure 2.7(b)).

The computer repeats flash until completion of all possible characters. Same flash group

are prohibited from twice flashing in succession. Therefore, same character flashes twice

in succession has never been happened in CB paradigm. Moreover, interference flashes

from adjacent characters are avoided by the segregation of adjacent items into separate

flash groups.

2.1.6 RC with human face stimulus paradigm

One research group combine human face stimulus into conventional RC white/gray flicker

matrix [22]. Character is changed to human face stimulus during flashing period, and
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Figure 2.6: Region-based paradigm (RB)

then returned to character again in non-flashing period. Comparison of RC with hu-

man face stimulus and conventional RC performs that human face can enhance P300

amplitude and improve accuracy of BCI system. RC with human face stimulus reached

more than mean accuracy of 90% while conventional RC reached about mean accuracy

of 75% at same set of subjects (N=10). Furthermore, they tried to improve performance

of their stimulation by modulation of facial motion and emotion. However, they could

not achieve their goal.

2.1.7 Non-flicker paradigms

Recently, a motion-onset paradigm for BCI application has been proposed, in which an

empty rectangular button is presented on the screen (see Figure 2.8). In the stimulus
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(a) Assignment of possible target into two flashing goups (not seen
by viewers)
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(b) Example of target flashing in CB paradigm

Figure 2.7: Checker board paradigms (CB)

state, a red vertical line appeared on the right side of the rectangle that moved leftward

until it disappeared. This stimulus induced a motion-onset VEP (mVEP) with major N2

and P2 components. In that study, it was reported that an mVEP-based BCI performed

with up to 98% accuracy using 10 trials [23]. There was no flickering or flashing in this

paradigm. Moreover, they implemented mVEP based stimulus into Google search task

application. Finally, Google search application using single electrode reached averaged

information transfer rate at 42.2 bits/min with a mean accuracy of 83% (N= 12) [24].
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Figure 2.8: Non-flicker paradigms

2.1.8 Position of my research towards an improvement of P300-BCI

applications

To improve performance of BCI technologies, most researchers focus on algorithm, signal

processing or multi-modal BCIs. Few researchers investigated novel paradigms as men-

tioned in previous section. However, their paradigm designs were not based on human

visual factors. On the other hand, I conduct basic research to investigate human visual

factors which are related to P300. Color effect, motion-modulated attention (modulated

by saccade-ERP), complexity-modulated attention and orientation-modulated effects for

a design of visual-based BCIs are first introduced by my research. I demonstrate that

introduced visual factors do enhance the P300 responses and suggest their feasibility

in the practical use of BCI system. Based on my findings, the P300 wave is strongly

related to human visual system. My experiments indicate that motion-modulated at-

tention, complexity-modulated attention and orientation-modulated effects significantly

increase peak P300 amplitude. In the near future, I plan to combine various visual fac-

tors such as color contrast, motion, depth and frequency into one stimulus. My ultimate

goal is to simplify existing BCI technologies for both medical and non-medical. I expect

that well-designed visual stimuli will facilitate single channel BCIs. More information

on these studies can be seen on Chapter 3.
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Figure 2.9: Drawing of 7.5 Hz-SSVEP response

2.2 Development of hybrid BCIs

According to Chapter 1, hybrid BCIs has been classified into two major groups.

• In first group, hybrid refers to combination between two feature signals from brain

such as P300, steady-state visual evoked potential (SSVEP) and event-related

desynchronization/synchronization (ERD/ERS). P300 response had been intro-

duced in previous Section, and illustration of P300 wave can be seen in Figure 2.1.

SSVEP is steady state of brain wave which is responding to steady frequency-

flickering stimulus. Figure 2.9 is a drawing to represent 7.5 Hz-SSVEP response

in frequency domain. FFT or Fast Fourier Transform is conventional method to

obtain SSVEP. ERD/ERS is typical target responses from motor-imagery tasks.

• In second group, hybrid refers to combination between different types of bio-

potentials such as EEG, EOG and EMG. (More information on EEG, EOG and

EMG can bee seen in Chapter 1.)

According to review article on existing hybrid BCI research [8], several different systems

can be summarized as in Table 2.1.
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Existing systems can be classified in to simultaneous and sequential systems. Simulta-

neous system can recognize two feature signals at the same time. On the other hand,

sequential system can only recognize one by one feature signal. Most algorithms for

identifying of feature signals are based on linear discriminant analysis (LDA). More-

over, contributions of previous research towards development of hybrid BCIs are also

reported in Table 2.1. (FLDA := Fischer’s LDA, BLDA := Bayesian LDA, SVM :=

Support Vector Machine)

2.2.1 Position of my research towards development of hybrid BCIs

I propose novel hybrid BCI based on EEG and Blink signals. Both signals can simul-

taneously record using single channel EEG amplifier. Researchers usually analyze EEG

signal in four frequency bands, δ(0.5-4 Hz) θ(4-8 Hz) α(8-13 Hz) β(13-30 Hz) [28]. Al-

pha wave is the only one band that human can partly control by eyelid closing [29].

Thus dominating of Alpha wave has been selected to be a feature signal for proposed

interface. I define Hard Blink signal to be another feature signal, and LDA is used as

an classification algorithm. Proposed hybrid BCI has three majors advantages over the

others. First, single channel recording is more user-friendly. Second, feature signals are

easy to generate by eyelid closing and Hard Blink. Third, system works simultaneously

in classifying of incoming feature signals. Furthermore, proposed interface suggests me

to add more feature signals such as EOG signals from eye-movements in future. More

details on proposed hybrid BCI can be found on Chapter 5.

2.3 Current and emerging applications

Since initial period of BCIs, researchers mainly focus on control applications. Most

applications allow user to send command to control machines or computers. This Sec-

tion begins with a review of BCI-based control applications. Then my proposed BCI

applications have been explained at the end of Section.

2.3.1 Applications related to control

According to Section 2.1, the P300 speller is state of the art BCI interface which allows

human directly select items such as alphabets on a monitor screen. It might conclude

that the P300 speller is a discrete input paradigm. On the other hand, In last century,

several research groups proposed analog input paradigms such as moving cursors among

four directions [30, 31]. Moreover, basic knowledge on P300-based BCI has been applied

21



Chapter 2. Literature Review

into various fields. In robotics, It is performed feasibility in control of partially au-

tonomous humanoid robots [32]. In assistive technologies, It has been widely proposed

to use with wheelchair such as in [33]. P300-BCIs are also incorporated to entertainment

applications such as painting [34], gaming [35] and virtual reality [36].

2.3.2 Position of my research towards development of BCI based ap-

plications

Based on basic knowledge of P300-based BCI and control applications, I propose personal

identification number (PIN) application. There are two version of PIN applications. The

first version is incorporated to my developed P300-based BCI, and the second one is

incorporated to my proposed hybrid BCI. Performance of the applications are evaluated

together with proposed interfaces. On development of PIN applications and outcomes

are explained in Chapter 4 and 5. Moreover, I demonstrate advantage of proposed hybrid

BCI towards non-control application as drowsiness detection, in Chapter 6.
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Chapter 3

Development of BCI Using Visual

Stimulus Increasing Evoked

Potential from Brain

The event-related potential (ERP) P300 is an electroencephalographic correlate of target

recognition in decision-making tasks. The P300 is used in several brain-computer inter-

faces (BCIs) as a non-motor signal of decisions, such as letter choice in the P300-Speller

utility. Accuracy in choice specification depends on the difference in P300 amplitude

evoked by target versus non-target stimuli. In this Chapter, I study human visual fac-

tors, Color, Complexity, Motion and Orientation, related to P300 amplitude. Based on

research findings, I propose novel P300 stimulus paradigms for an increasing of P300

amplitude. Stimulus arrays incorporating these stimulus paradigms may be used for the

design of improved P300-based BCIs with greater choice accuracy and speed.

3.1 Visual factor I: Color

The conventional P300 speller is based on a white/gray flicker matrix on a black back-

ground. Recently, the use of different color combinations in a flicker matrix was studied,

and a comparison of white/gray and green/blue flicker matrices was proposed, in which

a P300 speller based on a green/blue flicker matrix gave better results than the conven-

tional flicker matrix [16]. Subsequently, the effect of the green/blue flicker matrix was

studied using both EEG and MRI [37], and it was found that the amplitude of the P300

response in the case of the green/blue flicker matrix was always higher than that for the

white/gray flicker matrix.
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Thus, the use of green/blue flicker matrices for practical BCI applications was

proposed. Moreover, clinical research has also reported that green/blue flickering is

the least provocative type of stimulus, whereas red/blue or Pokemon flickering are the

most provocative types of stimuli [38]. There is also incident that Pokemon flickering

caused seizure in many children [39]. Despite the fact that color combination has an

effect on P300, there was no clear explanation as to what causes this phenomenon.

In my research, I developed a human color vision-based visual stimulation protocol

for studying various characteristics of the P300 based on the effects of color. The struc-

ture of the retina plays an important role in color sensitivity [39]. Human color receptors

called cone cells are located in the retina. The human eye contains three types of cone

cells, namely S-cones (short wavelengths), M-cones (medium wavelengths) and L-cones

(long wavelengths). The numbers and distributions of these three types of cone cells are

not equal. According to the physiology of human color perception, I hypothesized that

the different color of stimuli cause different characteristics of P300. In the experiments,

I investigated the characteristics of P300 from primary color stimuli (red, green and

blue).

3.1.1 Materials and Methods

Experiments were conducted in an electromagnetically shielded dark room. Participants

were seated 90 cm away from a monitor (Acer G235H LCD Monitor, 23 in), and each

subject was requested to conduct the experiment only once. (The experiments followed

Helsinki Declaration of 1975, as revised in 2000)

• Participants

Eleven healthy volunteers participated in the experiments. All participants were

males aged 23–27. Although none of the participants had a history of color vision

disorders, such as color blindness, they were tested for color blindness by using the

Ishihara test.

• Stimulation

I prepared RGB-based color target stimuli placed on a black background on a

screen with a resolution of 1920 × 1080 px (see 3.1(a)). Fifteen sets of three dots

with the same color were presented on the screen, where each dot had a diameter

of 2.3 cm. The size of each set was aligned to be within 5◦ from the center of each

participant’s retina (area with a high density of cone cells). The color targets were

made to flicker by changing their luminance. Here, I defined two states of flickering,

namely inter-stimulus or no flashing (see 3.1(a)(a)) and intensification or flashing
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Non-target

(a) Inter-stimulus state

Red-target

(b) Intensification state of red target

Green-target

(c) Intensification state of green target

Blue-target

(d) Intensification state of blue target

Figure 3.1: (a) Target color (red, green and blue) and non-target color (black back-
ground). (b) Intensification of red target. (c) Intensification of green target. (d)

Intensification of blue target.

50 sequences

1 sequences 125-ms intensification

93.75-ms

(inter-stimulus interval)

1-s inter-sequence interval

... ... ... .......

Figure 3.2: Color target stimulation protocol.
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Comparison of P300 responses obtained with the P3 electrode

Figure 3.3: Example of P300 response to different color stimuli and definition of
on-peak and off-peak indices.

(see 3.1(a)(b)-(d)). Three colors in the same state had the same luminance in the

CIE XYZ color space, where the color luminance in the inter-stimulus state was

12.5% of the color luminance in the intensification state.

The color target stimulation followed the protocol illustrated in Figure 3.2.

Participants were asked to look at one target color located in the center of the

screen. Fifteen sets of three dots were presented in a random sequence. The

intensification of each set was 125 ms, and the inter-stimulus interval was 93.75

ms. Participants were instructed to look at the target color for the duration of 50

sequences or trials, where the inter-sequence interval was 1 s. In total, participants

looked at 4 sets of 50 sequences for three different target colors and the non-

target color (the black space between two colors). The target color sequences were

randomized, and the stimulation was paused for 30 s before changing the target

color.

3.1.2 Data acquisition and analysis

The 10-20 international standard-based EEG system was used, and the signals from the

Cz, P3 and P4 electrodes were recorded (QPET-EEG, BrainQuiry Co., Ltd.). It has

been previously reported that strong P300 signals have been observed in the case of P3
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and P4 based on a green/blue flicker matrix [37]. Reference and ground electrodes were

placed on the left and right mastoids, and the sampling rate was 750 Hz/channel.

In the analysis, first I applied a band pass filter (0.5–13 Hz) to the raw data. Then

I took ensemble averages using the first 40 trials from the recorded data. Finally, I

obtained the P300 response for all three target colors as well as a small ripple response

for the non-target color (see Figure 3.3). In the interpretation based on Figure 3.3,

I considered the P300 response over a period of 1 s after the stimulation (stimulation

started at time = 0 ms) and calculated the mean value of the non-target response as

a normalized factor or a baseline. Moreover, I empirically defined the following two

significant measures based on the P300 characteristics in order to compare the response

from different target colors:

• On-peak: maximum magnitude of the response in the range of 270–400 ms after

stimulation compared to the baseline.

• Off-peak: average magnitude of the response in the range of 540–670 ms after

stimulation compared to the baseline (absolute value).

For instance, the on-peak and off-peak values for the red target are shown in Fig-

ure 3.3. In the case of the off-peak value, responses always had a high variance, so I

used the averaged value instead of the minimum value. Calculation results from two

measures were subjected to statistical analysis. I performed one-way repeated measures

analysis of variance (ANOVA) based on assumption of sphericity. Correction was used

when data set violated the sphericity assumption. I selected type of correction based on

Greenhouse-Geisser estimate of sphericity (ε). Greenhouse-Geisser correction was used

in case of ε < 0.75 and the Huynh-Feldt correction was used when ε > 0.75. In post hoc

analysis, I performed Bonferroni correction and pairwise comparisons (paired t-test). In

previous research, this method has also been used to analyze alpha wave response from

color stimulation [40].

3.1.3 Results

On-peak and off-peak values were calculated for the eleven participants (n = 11) and

separately averaged in Cz, P3 and P4, as shown in Figure 3.4 and Figure 3.5. The

ANOVA results showed significant difference for the on-peak values at Cz (F(2,20) =

5.273, p = 0.014) and P4 (F(2,20) = 3.716, p = 0.042). In the post hoc analysis, pairwise

comparison based on the Bonferroni correction showed that the on-peak value for the

red target was higher than that for the green target at Cz (p = 0.047) and P4 (p =
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0.043). Significant difference was found in the off-peak response in P3 (F(1.842,18.422)

= 6.403, p = 0.009) and P4 (F(2,20) = 5.627, p = 0.012). The post hoc analysis showed

that the off-peak value was lower for the green target compared to the blue target at P3

(p = 0.006) and P4 (p = 0.038).

Moreover, the averaged values from three electrodes are also shown in Figure 3.6

and Figure 3.7. ANOVA results showed a significant difference among the three color

in both the on-peak (F(2,64) = 13.055, p < 0.00005) and off-peak (F(1.492,47.736)

= 7.728, p = 0.003) values. The post-hoc analysis showed that the red target induced

higher on-peak values compared to the green (p < 0.00005) and blue (p = 0.015) targets.

In contrast, the green target induced a weaker off-peak value compared to the red (p <

0.0001) and blue (p = 0.014) targets.

Furthermore, the results showed a high standard error (SE) because the magnitude

of the P300 response of one participant was considerably about two times higher than

that of the other participants. However, the tendencies in the results were not changed

by removing the outlier participant from the analysis.

3.1.4 Discussion

My experimental results demonstrate the validity of the hypothesis that the P300 re-

sponse is affected by color. Furthermore, the results of the previous research that studied

the color-based oddball paradigm, where it was reported that red targets yielded the

highest peaks of P300 [41], also support the findings of present experiment. However, the

off-peak measure was not mentioned in that research. Based on my statistical analysis,

red and green stimuli yielded the most significant difference in the on-peak and off-peak

values in averaged data. Thus, I conjecture that the analysis of averaged data from all

electrodes may have yielded more consistent results compared to sparse or independent

analysis. I plan to continue this line of investigation with a larger number of electrodes.

Moreover, in this study, I found that P300 responses to green and red targets might

be classified more easily compared to those to red and blue targets or blue and green

targets. This fundamental result can be used in the development of future applications.

My investigation is expected to contribute to various existing and future biomedical

applications. In BCI communication and control, the results may be of use in the design

of more effective P300 spellers or other graphical user interfaces based on human color

vision. Various characteristics of the P300 response from different color stimulations can

be used to improve the performance of such applications in terms of speed and accuracy.

In clinical applications, I may be able to develop P300-based system for the identification

of color blindness or cone cell dysfunction syndrome. My ideas are supported by clinical
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research on color blindness diagnosis based on visually evoked potential (VEP) [42],

where experiments were conducted using a checkerboard pattern with flickering green

and red squares as a stimulus. Moreover, electroretinography (ERG) and color VEP in

cone cell diagnosis have also been reported [43], where the results showed that color VEP

is more suitable for identifying cone dysfunction syndrome in children. Furthermore, my

research not only contributes to biomedical applications, but also contributes to human

lifestyle innovation. In the future, I may be able to develop color vision-based password

generators based on P300 color response classification.

31



Chapter 3. Development of BCI Using Visual Stimulus Increasing Evoked Potential
from Brain

3.2 Visual factor II and III: Motion-modulated and Complexity-

modulated attention effects

In the first decade of their existence, the most common visual presentation format for

P300 BCI was the row/column (RC) white/gray flicker matrix [1]. Alphabet matrices

were shown on the screen, and then randomly flickered in each row and column. During

EEG processing, the system attempted to find the highest P300 amplitude as an indi-

cator of target choice. One group proposed that green/blue flickering RC matrices were

more accurate than the conventional gray/white matrix [16]. A major source of error

for this stimulus presentation format is signal overlap from temporally adjacent ERPs

and interference flashes from adjacent characters [17], [18]. Several novel presentation

formats have been proposed to improve the accuracy of the conventional RC format.

A single character speller [19] and a region-based speller [20] were developed to reduce

errors from adjacent non-target characters, while a checkerboard presentation format

was developed to further improve RC presentation [21]. However, these presentation

formats might decrease accuracy in display screen applications with small number of

targets.

Recently, I conducted several basic sensory ERP experiments to develop visual stim-

uli that can signal higher cognitive functions for P300-based BCIs. I hypothesized that

a visual stimulus presentation format that could enhance the P300 waveform amplitude

would improve resolution of target-associated from non-target-associated signals. In my

previous study [44], I investigated P300 variation to the primary colors (red, green, and

blue) and found higher P300 amplitudes using red stimuli and highly significant differ-

ences in P300 response amplitudes between red and green stimuli. I implemented these

findings in a modified red/green visual presentation format for a preliminary study of

visual attention [45]. In addition, I developed two novel visual attention stimuli, termed

motion-modulated and complexity-modulated. The motion-modulated stimulus is a mov-

ing subtarget that randomly appears between two positions inside the main target (Fig-

ure 3.8, middle panel). The complexity-modulated stimulus consists of a checkered

pattern of variable spatial frequency (low or high) (Figure 3.8, right panel). Preliminary

results showed that modulation of motion and complexity can be used to increase P300

amplitude. In a subsequent study, I further improved the motion-modulated stimulus

and demonstrated a statistically significant increase in target-associated P300 [46]. In

this paper, I describe a new version of the complexity-modulated stimulus presentation

format and conducted experiments with the motion-modulated stimulus presentation

format. I found strong motion- and complexity-modulated attention effects on P300

as measured by a single electrode (Cz). These newly designed visual stimuli may help

improve BCI systems for more general user applications.
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Figure 3.8: Visual stimuli and presentation protocols used to investigate motion-
modulated and complexity-modulated attention effects on the P300 visual evoked po-

tential

3.2.1 Materials and Methods

Experiments were conducted in a normally lit room without electromagnetic shielding.

A participant sat at a viewing distance of 60 cm from a monitor (23 in. diagonal,

V236HL LCD Monitor, Acer). The experiments were performed in accordance with the

Declaration of Helsinki of 1975 as revised in 2000.

• Participants

Eight healthy male volunteers aged 23-27 years participated in the experiments.

None of the participants had a history of color vision disorders, such as color

blindness, as confirmed by the Ishihara test.
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• Stimulation design and experimental protocol

The basic stimulus format consisted of a 1 × 3 matrix of flickering discs on a

black background viewed on a screen with resolution of 1920 × 1080 pixels (see

Figure 3.8, left panel). Each disc had a diameter of 2.6 cm. Here, I defined

two states of flicker, intensification and inter-stimulus. The color luminance in

the inter-stimulus state was 25% of that in the intensification state. To study

motion-modulated and complexity-modulated attention effects, I conducted two

experiments with different stimuli in the intensification state.

To study motion-modulated attention effect, I used the stimuli proposed in

my previous research [46]. Green/blue flicker was implemented in my stimuli. The

fixation point and a red spot (subtarget) were shown within a disc. Each spot was

0.3 cm in diameter. The spot color was decided based on my previous finding that

among red, green and blue, the combination of red and green produced the largest

difference in P300 response amplitude [44]. Thus, a red spot should be easy to

distinguish from a green disc by human color vision. I defined two experimental

conditions: ‘Attended’ (Att.) and ‘Unattended’ (Un-att.). In the Att. condition,

participants were asked to pay attention to a red spot that was randomly shown

at one of two positions within the green disc. In the Un-att. case, participants

were instructed to keep looking at the central fixation point (+). The stimuli were

presented temporally as shown in Figure 4.1 (bottom). Discs were intensified in a

random sequence in each trial. The intensification interval for each disc was 125

ms, and the inter-stimulus interval was 281.25 ms. Each participant was instructed

to look at the target disc for the entire trial duration for 10 trials, where the inter-

trial interval was 2 s. Participants were tested under the two conditions with an

approximately 1-min relaxation break between conditions. Moreover, participants

were asked to avoid blinking during the tasks in the experiments.

To study complextity-modulated attention effect, a red-green checkered pat-

tern was presented with either ‘High complexity’ (HC) or ‘Low complexity’ (LC)

(see Figure 3.8, right panel). The HC condition had higher spatial frequency than

the LC condition. Stimulation timing and the experimental protocol were exactly

same as in the motion-modulated experiment. In both HC and LC conditions,

participants were instructed to look at the center of the target disc.

• Data acquisition

The international 10-20 EEG system was used for recording. The signal from the

electrode Cz was recorded using a QPET-EEG system (BrainQuiry Co., Ltd.).

Reference and ground electrodes were placed on the left and right mastoids, re-

spectively, and the sampling rate was 1 kHz.

34



Chapter 3. Development of BCI Using Visual Stimulus Increasing Evoked Potential
from Brain

3.2.2 Data analysis

Before analysis, the raw data were band-pass filtered (0.01-4 Hz). This frequency range

is appropriate for ERPs elicited by visual stimuli [47]. The study comprised four exper-

imental conditions (Att., Un-att., HC, and LC) and I recorded EEG data during both

target flashing and non-target flashing. The recorded data in each condition could be

divided into three data sets according to the trigger signals from the three disc positions:

left (non-target 1), center (target), and right (non-target2). Each data set had 10 trials.

In each trial, I analyzed the 700-ms period after the start of the intensification state.

To compare VEPs acquired in response to target and non-target stimuli, I measured

peak P300 amplitude, defined empirically as the maximum voltage reached within the

period from 100 ms to 600 ms after stimulus onset. P300 amplitudes were compared

between conditions (Att. vs. Un-att. or HC vs. LC) by one way repeated measures

analysis variance (ANOVA) with Bonferroni correction (post hoc test). Moreover, data

normality and sphericity were concerned before analysis.

3.2.3 Results

Ensemble averages were acquired after t = 4, 6, 8, and 10 trials to obtain visual evoked

potentials (VEPs) of a target data set and two non-target data sets for each experimen-

tal condition (see Figure 3.9 and Figure 3.10). In the motion-modulated experiment,

the Att. condition evoked higher amplitude P300 responses than the Un-att. condi-

tion in 6 out of 8 subjects, while in the complexity-modulated experiment, the HC

condition evoked higher amplitude P300 responses than the LC condition in 7 out of 8

subjects. In the motion-modulated experiment, I found a highly significant difference

in target-evoked versus non-target-evoked peak P300 in the Att. condition whether av-

erage P300 waveforms were derived from 4, 6, 8, or 10 trials (see and Figure 3.11). In

contrast, there were no significant differences in target-evoked and non-target-evoked

P300 amplitudes in the Un-att. condition whether derived from 4, 6, or 8 trials. Only

for the 10-trial average was there a significant difference in P300 amplitude. For HC

complexity-modulated stimuli, I found highly significant differences in target-evoked

versus non-target-evoked P300 amplitudes for averages of 4, 6, 8 or 10 trials (see and

Figure 3.10). In the LC condition, there was no significant difference between target-

evoked and non-target-evoked P300 amplitude for the 4-trial average. The effects of

motion- and complexity-modulation on peak P300 and the number of trials required to

obtain a significant difference are displayed in . The HC condition yielded the high-

est peak P300 waveforms for all averages. The second highest peak P300 waveforms

were obtained in the motion-modulated Att. condition. Although the peak P300 in the
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Figure 3.9: VEP waveforms acquired from electrode Cz in response to motion-
modulated stimuli from one subject. Attended condition (a). The unattended condition

(b). All waveforms are the average of 10 trials.
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Figure 3.10: VEP waveforms acquired from electrode Cz in response to complexity-
modulated stimuli from one subject. High complexity condition (a). Low complexity

condition (b). All waveforms are the average of 10 trials.
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Figure 3.11: Comparison of P300 peak amplitudes under Att. and Un-att. conditions.
(a) 10-trial averages and (b) 4-trial averages. Error bars indicate ±standard error (SE).

(* p < 0.05, ** p < 0.01)
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Figure 3.12: Comparison of P300 peak amplitudes under HC and LC conditions. (a)
10-trial averages and (b) 4-trial averages. Error bars indicate ±SE.

(* p < 0.05, ** p < 0.01)
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Table 3.1: Comparison of non-target-evoked (N1 and N2) and target-evoked (T) P300
amplitudes under Att. and Un-att. conditions for n = 4, 6, 8 and 10 trials.

Number of trials (n)
ANOVA Post hoc test

Condition F p Comparison p

n=4
Att. F(2,14)=11.70 <0.005

T-N1 <0.001
T-N2 <0.05

Un-att. F(2,14)=0.47 0.635

n=6
Att. F(2,14)=12.44 <0.005

T-N1 <0.0005
T-N2 <0.05

Un-att. F(2,14)=1.90 0.186

n=8
Att. F(2,14)=18.32 <0.0005

T-N1 <0.0005
T-N2 <0.01

Un-att. F(2,14)=2.33 0.134

n=10
Att. F(1.06,7.43)=22.77 <0.005

T-N1 <0.0005
T-N2 <0.05

Un-att. F(2,14)=3.93 <0.05
T-N1 <0.05
T-N2 0.087

complexity-modulated LC condition was similar to that of the motion-modulated Att.

condition for t = 10 trials, a significant difference in target-evoked versus non-target

evoked P300 waves was not detected for a smaller number of trials. P300 waveforms

were smallest for the motion-modulated Un-att. condition.

3.2.4 Discussion

In this study, I demonstrate motion-modulated attention effects and complexity-modulated

attention effects on the P300 visual evoked potential. I found significant differences

between target-evoked and non-target-evoked P300 responses in the Att. and HC con-

ditions, even for relatively small numbers of trials (4-trial averages). In contrast, sig-

nificant differences in peak P300 were not obtained in the Un-att. and LC conditions

until the waveforms were the averages of 10 trials and 6 trials, respectively. Thus, the

Att. motion-modulated condition and the HC complexity-modulated condition evoked

large P300 responses that were distinguishable from non-target response even in as few

as four trials (see and , Figure 3.11 and Figure 3.12).

• Motion-modulated attention effect In conventional P300-based BCI, subjects

were asked to maintain their visual fixation on the target stimuli, similar to the

Un-att. condition of my experiments. On the other hand, in the Att. condition,

the subtarget evoked small saccadic eye movements within the target stimulus

(disc). I hypothesize that these small saccades may have potentiated the ERP

P300 component. Indeed, several previous studies reported an effect of saccade on
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Table 3.2: Comparison of non-target-evoked (N1 and N2) and target-evoked (T) P300
amplitudes under HC and LC conditions for n = 4, 6, 8 and 10 trials.

Number of trials (n)
ANOVA Post hoc test

Condition F p Comparison p

n=4
HC F(2,14)=11.40 <0.005

T-N1 <0.001
T-N2 <0.05

LC F(2,14)=1.11 0.357

n=6
HC F(2,14)=35.19 <0.000005

T-N1 <0.00005
T-N2 <0.001

LC F(2,14)=4.63 <0.05
T-N1 <0.05
T-N2 <0.05

n=8
HC F(2,14)=60.84 <0.0000005

T-N1 <0.00005
T-N2 <0.00005

LC F(2,14)=5.55 <0.05
T-N1 <0.05
T-N2 <0.05

n=10
HC F(2,14)=87.13 <0.00000005

T-N1 <0.00005
T-N2 <0.000005

LC F(2,14)=8.80 <0.005
T-N1 <0.01
T-N2 <0.01

visual ERPs, especially P300, compared to the fixation condition. In one study

[48], ERPs (Oz) were modulated by microsaccades (fixation) and small saccade

(1.5◦ and 4.5◦) and larger saccades resulted in higher ERP amplitudes. With my

visual stimuli, the maximum saccade within the target green disc was 2.5◦. Another

study found that P300 responses (Fz, Pz, Cz, and Oz) were enhanced by 10◦

saccades compared to P300 responses under fixation conditions [49]. Furthermore,

a motion-onset paradigm for BCI application has been proposed [23], in which an

empty rectangular button is presented on the screen. In the stimulus state, a red

vertical line appeared on the right side of the rectangle that moved leftward until

it disappeared. This stimulus induced a motion-onset VEP (mVEP) with major

N2 and P2 components. In that study, it was reported that an mVEP-based BCI

performed with up to 98% accuracy using 10 trials. Thus, the motion-modulated

attention effects in my study are consistent with previous results.

• Complexity-modulated attention effect Higher complexity was conferred by

a higher spatial frequency of colored alternating green and red rings within the

target disc. To demonstrate a complexity-modulated effect, I compared this HC

stimulus to a lower spatial frequency or LC stimulus with the same color ratio and

intensity. The HC stimuli evoked higher amplitude P300 responses. In an early

P300 study, Picton (1992) reported a “difficulty effect” on P300 responses; the

P300 wave became smaller as the difficulty discriminating target from non-target

stimuli increased. I suggest that the high spatial frequency difference between

target and background in the HC condition allowed for easier discrimination than

in the LC condition.
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Figure 3.13: Summary of peak P300 amplitudes for all conditions as a function of
number of trials averaged. Error bars indicate +SE.

• Comparison of motion-modulated and complexity-modulated attention

effects The peak P300 amplitude was generally larger in the HC condition than

in the Att. condition. While P300 responses in the Att. condition were no larger

than those in the LC condition, fewer trials were required to reach a significant

difference in amplitude between target-evoked and non-target-evoked responses

(see Figure 3.13). Alternatively, the smallest peak P300 responses were evoked

by the Un-att. condition. The Un-att. condition was similar to the conventional

stimulation presentation format in that subjects were asked to fix their eyes on

the center of flashing targets. One reason for the larger P300 in the HC condition

compared to the Att. condition may be the effect of color, as red stimuli evoke

larger responses than blue or green stimuli [44] and the complexity-modulated

visual stimuli contained a larger red area than the motion-modulated stimuli. A

stimulus presentation format based on red/green contrast may be highly efficacious

for BCI applications.
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Figure 3.14: Stimulation screen.

3.3 Visual factor IV: Orientation-modulated attention ef-

fects

In this study, I investigated the orientation-modulated attention effect on VEP. Fur-

thermore, I modulated orientation effects into motion-modulated stimulus, which I call

combinational stimulus.

3.3.1 Materials and Methods

Experiments were conducted in a normally lit room without electromagnetic shielding.

In the test, a participant sat at a viewing distance of 45–50 cm from a monitor (23 in.

diagonal, V236HL LCD Monitor, Acer). The experiments were performed in accordance

with the Declaration of Helsinki of 1975 as revised in 2000.

• Participants

Seven healthy male participants aged 23–27 years participated in the experiments.

None of the participants had a history of color vision disorders, including color

blindness, as confirmed by the Ishihara test.

• Stimulation design and experimental protocol combinational stimulus.

Three flicker discs (diameter: 2.6 cm) were placed on a black background

(750 × 750 px), Figure 3.14. Here, I defined the state of flickering as being one

of intensification and inter-stimulus. The luminance in the inter-stimulus state

was 12.5% of that in the intensification state. Stimulation timing is illustrated in

Figure 3.15. All experiments showed dark green discs in the inter-stimulus state.

Each disc had a gray fixation point in the center. However, intensification state
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Figure 3.16: Six stimuli for different experimental conditions.

stimuli were varied among different conditions as presented in Figure 3.16. Discs

were intensified in a random sequence. The intensification duration of each disc

was 281 ms, and the inter-stimulus interval was 100 ms.

To study visual stimulation, I defined six experimental conditions, each with

different visual stimuli Figure 3.16: ‘Vertical’ (V), ‘Horizontal’ (H), ‘orientation’

(VH), ‘Motion-modulated stimulus in vertical direction’ (MV), ‘Motion-modulated

stimulus in horizontal direction’ (MH), and ‘Combinational stimulus’ (MVH). V

and H stimuli had three red discs (sub-targets) aligned on the vertical and hor-

izontal diameters, respectively, of a green disc (main target). Small sub-targets

had 2 mm diameters, and a big sub-target had a 5 mm diameter. VH was com-

posed of randomly shown V and H stimuli in intensification state. MV and MH

had sub-targets that moved randomly along the vertical and horizontal diameters,
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Figure 3.17: Definition of measure used in data analysis

respectively, of the main target. MVH had sub-targets that moved randomly along

both vertical and horizontal diameters.

Participants were tested under each of the six conditions with an approxi-

mately 1-min relaxation break between trials. In each experimental condition,

participants were asked to look at the center disc on the screen (target) until ten

stimulus trials or sequences had been seen. They were asked to look at the fix-

ation point during stimulation in V, H, and VH conditions. For MV, MH, and

MVH conditions, they were requested to target on a moving sub-target. Moreover,

participants were asked to avoid blinking during the tasks in the experiments.

• Data acquisition

For EEG, the internationally standard 10–20 system was used, and the signal from

the Cz electrode was recorded (OpenBCI 8-bit Board Kit; Arduino-compatible).

Reference and ground electrodes were placed on the left and right mastoids, and

the sampling rate was 250 Hz

3.3.2 Data acquisition analysis

In the analysis, a bandpass filter (0.4–5 Hz) was applied to the raw data. The frequency

range of the filter is appropriate for VEPs [47]. After filtering, the recorded data were

ensemble-averaged using stimulus-sequence lengths of 4, 6, 8, and 10. Finally, I obtained
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the VEP responses for targets and non-targets. I considered the VEP response over a

period of 600 ms after every stimulation onset. The response was normalized by a

baseline, which was taken as the averaged magnitude of the signal over the 80 ms before

each stimulation onset. To compare VEPs acquired in response to target and non-

target stimuli, I measured peak-to-peak VEP (Vpp), defined empirically as the difference

between the maximum voltage within 400 ms to 600 ms after stimulus onset (L1) and

minimum voltage within 200 ms after stimulus onset to the time of maximum voltage

(L2) (Figure 3.17).

3.3.3 Results and Discussions

Statistical testing was performed to identify significant differences between Vpp of the

target and Vpp of non-targets in the VH, MV, MH, and MVH conditions, as shown in

Figure 3.18. As a result, both VH and MVH showed a highly significant (p < 0.01)

difference from the other types, especially for sequence lengths of 6, 8, and 10.

In a visual stimulation study, I investigated the orientation-modulated attention

effect by comparing among V, H, and VH stimuli. There were no significant differences

between Vpp of the targets and non-targets when sub-targets were aligned in certain di-

rections during stimulus presentation (Figure 3.17(a)–(b)). In contrast, I found strongly

significant differences when the orientations of sub-targets were randomly chosen during

stimulus presentation (Figure 3.17(c)). It is widely known that specific cells in the visual

cortex respond to specific line orientations [50]. In my experiments, I hypothesized that

showing both horizontal and vertical alignments of sub-targets (the VH stimulus type)

would induce stronger brain activity in terms of VEP than with the V and H stimu-

lus types. Moreover, I modulated the orientation effect to obtain a motion-modulated

stimulus, the MVH stimulus. A comparison of Vpp from targets and non-targets under

the MV (Figure 3.17(d)), MH (Figure 3.17(e)), and MVH (Figure 3.17(f)) conditions

showed that MVH, the combinational stimulus type, resulted in significantly higher re-

sponse than MV and MH did. This might be a consequence of changing the movement

direction of sub-targets during the stimulation period and thereby inducing a high VEP

amplitude.
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Figure 3.18: Comparison of Vpp among targets and non-targets in each condition
at various sequence lengths (Num). Standard errors and statistical results are shown
in the figures (* p < 0.05, ** p < 0.01). (a) ‘Vertical’ (V), (b) ‘Horizontal’ (H),
(c) ‘orientation’ (VH), (d) ‘Motion-modulated stimulus in vertical direction’ (MV),
(e) ‘Motion-modulated stimulus in horizontal direction’ (MH), and (f) ‘Combinational

stimulus’ (MVH).

3.4 Summary

Results of the studies in this Chapter have been summarized into three categories of

visual factors.
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3.4.1 Color

By comparison of P300 responses from three color stimuli, red, green and blue, red stim-

ulus induces the highest P300 magnitude, in terms of on-peak. Averaged on-peak voltage

from eleven participants with red stimulus was about 15.6% and 27.6% higher than that

with blue and green stimulus respectively. However, using single red or red/blue combi-

nation as visual stimulus might cause human anger as mentioned in Section 3.1. Thus,

red/green combination would be the best alternative.

3.4.2 Motion-modulated and Complexity-modulated attention effects

The P300 wave is strongly related to visual attention. My experiments indicate that

motion-modulated attention and complexity-modulated attention effects significantly

increased P300 amplitude up to 100.0%, with complexity-modulated attention effects

yielding the largest P300 responses and requiring the fewest trials to reach a significant

difference between target-evoked and non-target-evoked ERPs. This finding suggests

that spatially complex visual stimuli may be useful for P300-based BCIs. In the near

future, I plan to combine various visual parameters such as color contrast, motion, and

frequency into one stimulus.

3.4.3 Orientation-modulated attention effects

Experimental results from seven participants perform that P300 amplitude using com-

bination of two different orientation stimuli was about 14.2% higher than that using

single orientation stimulus. Furthermore, P300 amplitude was enhanced by incorporat-

ing both motion- and orientation-modulated attention effects into the visual stimulation.

To evaluate performance of proposed stimulus, MVH is further compared to conventional

stimulus, and then implement into PIN application in the next chapter.
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Personal Identification Number

Application Using

Adaptive P300 Brain–Computer

Interface

4.1 Introduction

To demonstrate performance of my proposed stimuli motion-modulated stimulus (MMS)

(MMS is MVH in Chapter 3), I started to develop a BCI-based personal identification

number (PIN) application to serve as a test-bed application [51]. PIN technology for

access-control equipment was invented in 1966 and granted a US patent in 1975. Nowa-

days, users typically use keypads to input PINs. A major drawback of keypads is that

PINs can be visually or optically observed when they are entered or recovered afterward

by thermal camera-based attacks [52]. Various approaches based on biometrics and

biosignals have been proposed in order to solve this problem. Fingerprints are widely

used in biometric system. However, fingerprints can be duplicated by various techniques

[53]. One research group proposes gaze-based password entry [54], but gaze tracking

requires a long time for calibration.

Recently, researchers first introduce BCI-based PIN application as alternative modal-

ity [55]. There are two advantages of BCI-based PIN application over the above-

mentioned techniques. The first is that the user can avoid the problem of the PIN

being observed during entry, as is possible with keypads. The second is that BCIs allow

for non-touch input, so no heat signal or fingerprint is left behind after use. However,
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Figure 4.1: Motion-modulated stimulus (MMS) and simple stimulus (S)

time-consuming for training session and multiple electrodes are drawbacks of their sys-

tem. To overcome the drawbacks of original BCI-based PIN application, I propose novel

visual stimulus paradigm and decoding algorithm in this paper.

In this study, I further investigated an improvement of my MMS by the orientation-

modulated attention effect, which was introduced in my previous work [56]. I then in-

corporated my visual stimulation format into my PIN application. Moreover, I propose

‘adaptive P300 BCI’ to improve the information transfer rate (ITR) of the PIN ap-

plication. The advantage of the adaptive BCI over a conventional BCI is that visual

stimulation can be stopped automatically whenever the P300 signal is accurate enough

for target determination. Finally, I experimentally investigated whether the adaptive

P300 BCI could improve the ITR while maintaining acceptable accuracy, and I focused

on single-channel EEG with a computationally inexpensive algorithm.

The rest of the Chapter is organized as follows. In Section 4.2, I describe the design

and study of visual stimuli. Section 4.3 introduces the PIN application using adaptive

BCI. In Section 4.4, the experimental results are presented and the contributions of this

research are discussed. Finally, conclusions are given in Section 4.5.

4.2 Experiment I: Development of visual stimulation

In this section, I review the principal concept of motion-modulated stimulus. Then, I

report an experiment comparing the MSS with a simple stimulus (S) in a BCI applica-

tion.

4.2.1 Review of motion-modulated stimuli

Flickering or flashing stimuli are commonly used in BCIs. The target stimulus flickers

between two states: inter-stimulus and intensification (Figure 4.1). In this study, the
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luminance in the inter-stimulus state was 12.5% of that in the intensification state.

In conventional visual stimulation using a simple stimulus, the user typically looks at

the center of the target stimulus during both inter-stimulus and intensification. In

contrast, the MMS induces a small saccade during intensification. In the inter-stimulus

state, the user looks at the fixation point, which is represented by a plus sign (+) in

Figure 4.1. Then, the user makes a small saccade to the red subtarget (single dot, 2

mm), which randomly appears at one of four positions during the intensification state.

The dimensions shown in Figure 4.1 were used in my previous work. Recently, I reported

the advantage of MMS over conventional methods in terms of P300 amplitude [46][56].

Several research groups have also demonstrated that saccade ERP enhances the P300

wave. One group compared P300 amplitudes that were modulated by microsaccades

(fixation) and small saccades (1.5◦ and 4.5◦) [48]. It was found that larger saccades

resulted in higher P300 amplitudes. Another study found that P300 responses were

enhanced by 10◦ saccades in comparison with P300 responses under fixation conditions

[49].

4.2.2 Comparison between motion-modulated and simple stimuli

Here, I examined the performance of the MMS relative to that of the simple stimulus.

• Experimental setup

I conducted experiments in a normally lit room without electromagnetic shielding.

Participants were 7 healthy men aged 23–27 years with no history of color vision

disorders. In the experiments, a participant sat at a viewing distance of 40–50

cm from a monitor (23 in. diagonal, V236HL LCD Monitor, Acer). The visual

presentation format was a 1 × 3 matrix of flickering disks (left, center, and right

positions) on a black background (Figure 4.3(a)). Each disk had a diameter of 2.6

cm. Disks were intensified in a random sequence. The intensification duration of

each disk was 281 ms, and the inter-stimulus interval was 100 ms. The stimulation

timing is illustrated in Figure 4.3(b). This study was conducted in accordance

with the Declaration of Helsinki of 1975 as revised in 2000. (Note: Experiment

I and II shared the same stimulation framework. However, the number matrices

were not included in the first experiment).

Participants were tested under the two conditions, namely, the simple stimulus

and the MMS, with an approximately 1-min rest between conditions. Three trials

were done for each condition. In each trial, the participant was instructed to

attend at the center disk (target) during the entire trial for 10 sequences. Left and

right disks were represented non-target stimuli in both experimental conditions.

51



Chapter 4. Personal Identification Number Application Using Adaptive P300
Brain–Computer Interface

Non-target 1

Target

Non-target 2

Max

Min

V𝑝𝑝

L2

L1

Peak latency (t𝑝𝑒𝑎𝑘)

Figure 4.2: Definition of peak-to-peak P300 amplitude (Vpp)

In simple stimulus, the participants were asked to keep looking at fixation point

on the center of disk. In MMS, the participants were asked to move their eyes

to the small subtargets that randomly appeared within the main target, which

would produce small saccades. Participants were asked to avoid blinking during

the experiment tasks.

• Data acquisition and analysis

The international 10-20 EEG system was used for recording. The signal from the

Cz electrode was recorded using a OpenBCI device (8-bit Board Kit; Arduino-

compatible). Reference and ground electrodes were placed on the left and right

mastoids, respectively, and the sampling rate was 250 Hz. Before offline analysis,

raw data were band-pass filtered (0.5–4 Hz). This frequency range is appropriate

for visual ERPs [47]. The recorded data in each condition could be divided into

three data sets according to the trigger signals from the three disk positions: left

(non-target1), center (target), and right (non-target2). I denote the number of

sequences in a data set by Num. (Here, Num = 10.) Note that in my statistical

analysis both non-target 1 and non-target 2 were considered as a single non-target

group.

In each trial, I analyzed the 600-ms period after the start of the intensification

state (stimulation onset). To compare recorded potentials acquired in response to

the target and non-target stimuli, I measured peak-to-peak P300 amplitude (Vpp).

I empirically defined Vpp as the difference between the maximum voltage within

400 ms to 600 ms after stimulus onset (L1) and the minimum voltage within 200

ms after stimulus onset to the time of maximum voltage (L2) (Figure 4.2). P300

52



Chapter 4. Personal Identification Number Application Using Adaptive P300
Brain–Computer Interface

amplitude elicited by the target (Vppt) stimulus is usually higher than that elicited

by a non-target (Vppn) stimulus, so that I could distinguish the target stimulus

from the non-target stimuli in this experiment. Robustness of elicited P300 Target

detection accuracy was used to evaluate the performance of the simple stimulus

and MMS.

4.3 Experiment II: Personal identification number appli-

cation

I implemented the MMS stimulus which was studied in Experiment I to a PIN application

(Figure 4.3). Moreover, I introduced ‘adaptive BCI’ for P300 detection. Adaptive BCI

is aimed at increasing the ITR of the PIN application while maintaining high accuracy.

4.3.1 PIN application

Figure 4.3 shows screen captures and the stimulation timing of the PIN application.

The user could select nine possible target numbers (1, 2, 3, · · · , 9) by selecting two target

columns from two matrices that contained the target number. Figure 4.3(a) shows how

to select ‘4’. Once the first stimulus matrix appears on the monitor screen, stimulation

starts. The user first looks at the stimulus disk located above the column containing the

desired number, ‘4’ (left disk in this figure) until completion of stimulation. Then, the

matrix is transposed. Next, the user again selects the stimulus disk located above the

column containing ‘4’ (center disk). Finally, the application detects the target number.

4.3.2 P300 detection for PIN application

• Original P300 BCI

In my experiments, Vppt from the target stimulus was usually higher than Vppn

from non-target stimuli. Experimental results in the previous section suggest that

the peak-to-peak value (Vpp) might be practical and consistent enough for distin-

guishing a target stimulus from non-target stimuli. Therefore, I propose the simple

P300 detection algorithm as shown below:

T = arg max{Vpp(x), x = 1, 2, 3}. (4.1)
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(a) PIN application

Matrix is 

transposed

in: Intensification 281 ms

non: Inter-stimulus 100 ms
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Matrix is 

transposed

Timing

(b) Stimulation timing

Figure 4.3: Screen captures of the PIN application. (a) shows how to select ‘4’. (b)
shows the stimulation timing used in this research.
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Here, T is the position of the target stimulus and Vpp(x) is Vpp at position x. I

have three stimulus disks or three possible positions x = 1, 2, 3. The stimulus disk

that gives the maximum Vpp is taken to be the target stimulus.

• Adaptive P300 BCI

The number of sequences (Num) of visual stimulation for a typical P300 BCI is

fixed at certain number. In fact, the optimal Num (nopt) for optimal accuracy

varies among individuals. Here, I proposed adaptive BCI to optimize nopt. Here,

both Vpp and peak latency (tpeak) were used in P300 detection. An illustration

of tpeak is shown in Fig. 3. The P300 detection algorithm is based on (4.2) and

(4.3). We used (4.2), to measure variance of tpeak, as a constraint equation, and

(4.3) to measure Vpp. The stimulation and algorithm terminated to increase Num

whenever (4.3) gave the solution (T= x) which was matched constraint equation,

(4.2).
nopt∑

Num=2

Cx,Num > a2,

Cx,Num =

 1 if |tpeak(x,Num)− tpeak(x,Num− 1)| < a1,

0 otherwise.
(4.2)

T = arg max{Vpp(x), x = 1, 2, 3}. (4.3)

In this study, a1 and a2 were arbitrary constants that were empirically set to 200

ms and 2, respectively.

• Experimental setup

I conducted experiments using the stimulation timing shown in Figure 4.3(b). Ten

healthy participants (n = 10) participated in this experiment. They were asked to

freely select four target numbers (two participants did five numbers). To select a

target, they were asked to look at one of the target disks until the completion of

6 stimulus sequences in each matrix (Num = 6). All experiments used the same

experimental environment and setup as described in Section 4.2.

• Offline performance evaluation

To demonstrate the advantage of the adaptive P300 BCI over the original P300

BCI for the PIN application, I analyzed the data as in both the adaptive and

original versions. I evaluated the performance of the PIN application in terms of

decoding accuracy and ITR. BCI researchers commonly use the following definition

of bit rate per trial (B) for computing ITR [3]:

B = log2N + P log2 P + (1− P ) log2

(
1− P
N − 1

)
. (4.4)
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Figure 4.4: Accuracy of P300 detection using Vpp from the simple stimulus (S) and
motion-modulated stimulus (MMS). Results are shown as the average from seven par-

ticipants (n = 7). Errors bars show the SE. * p < 0.05

Here, N is the number of possible targets and P is the probability that the target

is accurately classified. ITR (bits/min) is calculated by dividing B by the sequence

duration (min). When P = 1, the equation became B = log2N . Here, I calculated

ITR using N = 9 possible targets. The sequence durations can be calculated from

Figure 4.3(b). For the calculation, I omit the rest period and the time to switch

matrices because these periods had no stimulation.

4.4 Results and discussion

I first present a comparison of the performance of my proposed stimulus (MMS) against

the simple stimulus in Section 4.4.1. I then show the results of experiments on the

proposed PIN application in Section 4.4.2. Finally, I conclude by noting the novelty of

this work and its contribution to BCI research in Section 4.4.3.

4.4.1 Experiment I: Development of visual stimulation

As shown in Figure 4.4, the standard t-test assuming unequal variances revealed that

there were significant differences in mean accuracy between the two stimulus conditions

for all Num. The MMS reached 90.5% mean accuracy at Num = 7 while the simple
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Figure 4.5: Accuracy of the PIN application using the original P300 BCI. Results are
shown as the average from 10 participants (n = 10). Errors bars show the SE.

stimulus reached 57.14% mean accuracy at Num = 9. These results indicate that the

MMS had higher performance than the simple stimulus did. Hence, I incorporated the

MMS into the PIN application.

4.4.2 Experiment II: Personal identification number application

The mean accuracy of the PIN application using the original P300 BCI was shown in

Figure 4.5. Time-ensemble averaging for Num = 5 sequences gave the highest accuracy

with the lowest standard error (SE). To compare the results of the original P300 BCI

with those of the adaptive P300 BCI, I calculated the accuracy and ITR at Num = 5 for

each participant as shown in Table 4.1. Table 4.2 presents the results for the PIN appli-

cation using the adaptive P300 BCI. The optimal Num (nopt) was less than 4 sequences

for each participant. In this experiment, nopt was never less than 3 sequences because

of the setting of the arbitrary constant a2 = 2 in the adaptive P300 BCI algorithm. By

comparing Table 4.1 and Table 4.2, I can see that the adaptive BCI achieved higher ac-

curacy at higher ITR than the original BCI did. Moreover, the standard t-test assuming

unequal variances revealed that mean ITR from adaptive P300 BCI (18.63* bits/min)

was significantly higer than that from original BCI (11.40 bits/min), (t(15) = 2.51,*

p < 0.05). Hence, I concluded that the proposed adaptive P300 BCI improved ITR

while maintaining acceptable accuracy in the PIN application.
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Table 4.1: Accuracy and ITR of the PIN application using the original P300 BCI.

Participant nopt [seq.] Accuracy [%] ITR [bits/min]

s1 5 75.0 8.4
s2 5 75.0 8.4
s3 5 60.0 5.2
s4 5 100.0 16.6
s5 5 100.0 16.6
s6 5 100.0 16.6
s7 5 75.0 8.4
s8 5 75.0 8.4
s9 5 100.0 16.6
s10 5 75.0 8.4

mean 5 83.5 11.4

Table 4.2: Accuracy and ITR of the PIN application using the adaptive P300 BCI.

Participant nopt [seq.] Accuracy [%] ITR [bits/min]

s1 3.3 100.0 25.6
s2 3.0 100.0 27.7
s3 3.7 80.0 13.1
s4 3.5 80.0 13.9
s5 3.1 100.0 26.6
s6 3.5 75.0 12.1
s7 3.3 50.0 5.4
s8 3.1 75.0 13.6
s9 3.3 100.0 25.0
s10 3.7 100.0 23.4

mean 3.4 86.0 18.6*

4.4.3 Novelty and contribution to BCIs

To improve the performance of BCI technologies, especially for medical uses, most re-

searchers have focused on algorithm development, signal processing, or multi-modal

BCIs. A few researchers have investigated novel paradigms. However, their paradigm

designs were not based on human visual factors. My research group focuses on both

medical and non-medical applications. In this paper, I proposed a novel stimulus design

based on human visual factors. I modulated a small saccade task during stimulation.

The results show that the proposed stimulus enhanced P300 amplitude. My findings

suggest that current BCI technologies for general purposes can be improved through

understanding of more visual factors related to visual stimulation.
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4.5 Summary

In this research, I proposed novel a stimulus for BCIs, and then demonstrated its ad-

vantages over a conventional stimulus. P300 responses from the proposed stimulus were

clearly observed among participants by single-channel EEG. Even if a small number of

sequences were used in ensemble averaging, P300 amplitude was high enough for further

signal processing in a BCI. As results of ten participants, the proposed stimulus named

MMS reached 90.5% mean accuracy at seven sequences (Num = 7) while the simple

or conventional stimulus reached 57.1% mean accuracy at nine sequences (Num = 9).

These results indicate that the MMS had higher performance than the simple stimulus

did. Furthermore, I implemented the proposed stimulus in a PIN application using a

BCI. The PIN application was based on single-channel EEG and used a computationally

inexpensive algorithm. This application did not require training sessions or calibration.

Moreover, an adaptive P300 BCI was proposed to optimize the number of sequences

used in ensemble averaging. As results of ten participants, the PIN application achieved

a mean accuracy of 86.0% and a mean ITR of 18.6 bits/min. In conventional system,

3x3 RC matrix based P300-BCI, five participants reached a mean accuracy of 85.0%

and a mean ITR of 3.3 bits/min [57]. Thus, proposed system was outperform standard

P300-BCI at same scale of possible input targets (nine characters).

59



Chapter 5

Hybrid Brain/Blink Computer

Interface toward a Personal

Identification Number

Application

5.1 Introduction

Brain-computer interfaces (BCIs) were originally invented for people with motor dis-

abilities and establish direct communication pathways between the brain and machines

such as computers and robots [3]. The ultimate goal is for people to control the machine

directly by using their brain activity and no motor functions such as hand movement.

Electroencephalography (EEG) is the most useful non-invasive technique for measur-

ing brain activity in BCI systems. Recently, researchers have introduced hybrid BCIs

for individuals who have residual motor abilities, such as controlling muscles related to

eye movement [8]. In addition, biopotential measurement techniques for eye movement

(electrooculography, EOG), and for muscle activity (electromyography, EMG) have been

included in hybrid BCI systems. Compared with conventional BCIs, hybrid BCIs achieve

higher accuracy and a higher information transfer rate.

Recently, my research group has focused on EOG- and EEG-based interfaces. I

began development of an eye-gaze interface using EOG [58], and I introduced a visual

stimulus paradigm for EEG-based BCIs [51]. Based on my experience with biopotential
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recording for a human-computer interface, here I propose a hybrid brain/blink com-

puter interface. The proposed interface can simultaneously record EEG and blink sig-

nals. Moreover, proposed hybrid BCI can detect blinks less intrusively than optical

eye-tracking. In optical eye-tracking, users have to carry optical sensors in front of their

eyes. To evaluate the performance of the interface, I incorporated it into a personal

identification number (PIN) application. My study demonstrates the feasibility and use

of the interface for people with and without motor disabilities.

PIN technology for access-control equipment was invented in 1966 and granted a

US patent in 1975. Typically, touch-based methods, such as keypads and fingerprints,

are used to input PINs. A major drawback of touch-based method is that PINs can

be visually or optically observed when they are entered, or recovered with a thermal

camera [52]. PIN applications using BCI have been developed to solve this problem;

however, the recording setup, such as skin preparation, is too complicated for practical

situations [56, 59]. In this work, I proposed a PIN application using my hybrid computer

interface. The PIN application has two modes: visual and auditory. In visual mode,

the monitor screen is required for presenting target numbers. In contrast, the monitor

screen is not required in auditory mode. In auditory mode, the user can input target

numbers by following navigation sounds from headphones (The auditory mode can also

be interface platform for blind people). My PIN application has two advantages over

conventional touch-based methods. First, it allows for non-touch input, so no heat signal

or fingerprints are left behind. Second, the PIN cannot be observed by shoulder surfing

during entry in auditory mode.

The remainder of this paper is organized as follows. The hybrid brain/blink com-

puter interface is introduced in Section 5.2. Section 5.3 discusses PIN applications using

my hybrid computer interface. The experimental results and discussion of my research

are presented in Section 5.4. Finally, the conclusions are given in Section 5.5.

5.2 Experiment I: offline analysis

In this section, I introduce the hybrid brain/blink computer interface. The procedures

and analyses required before use of the online application are explained. Five healthy

people aged 23-27 years participated in the experiments.
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(mastoid)

Ground

(mastoid)

Figure 5.1: Recording setup of hybrid brain/blink computer interface.

5.2.1 Recording system

I used an Arduino-compatible EEG amplifier (8-bit Board Kit, OpenBCI) at a sampling

rate of 250 Hz. The signal electrode was placed at the Fp2 position of the 10/20 inter-

national standard EEG measurement (Figure 5.1). The reference and ground electrodes

were placed at the right and left mastoids, respectively.

5.2.2 Calibration tasks

Brain potentials elicited during eyelid closing (EC) and hard blink (HB) were used as

signals to operate the interface. Figure 5.2(a) shows the characteristics of EC, HB, and

involuntary blink signals. To develop the classification algorithm for online applications,

I conducted calibration tasks as shown in Figure 5.2(b). Participants were trained to

perform three tasks, which were HB, EC, and resting (R). They were requested to do

the tasks by following trigger sounds. The trigger sound was presented 10 times per

task. In HB, participants performed a hard blink after the trigger sound. In EC, they

were instructed to close (C) and open (O) their eyes after each trigger sound. In R,

they were asked to keep their eyes open at all times. Involuntary blinks were allowed. R

represented baseline conditions, during which nothing was inputted into the interface.

Complete calibration required 3 minutes. I can vary number of calibration tasks to

improve performance of classification algorithm in Section 5.2.5, but I have to concern

tradeoff between time consuming and accuracy.
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(a) Biopotential responses of calibration tasks
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(b) Calibration protocol

Figure 5.2: (a) Biopotential responses of calibration tasks. (b) Timing for calibration.
Participants were asked to do three tasks (HB, EC, and R) continuously. Vertical

arrows represent trigger sounds.
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Figure 5.3: Illustrates representative time-frequency power spectra for HB, Involun-
tary blink and EC. Low frequency (LF ), alpha frequency (AF ), and high frequency

(HF ).

5.2.3 Signal segmentation

The recorded signals for the calibration tasks were filtered by a 0.5–40 Hz band-pass

filter and a 50 Hz notch filter during pre-processing. During data acquisition, I took

the recorded signals within 2 s after every trigger sound from HB and R. During

EC, I focused on the dominant EEG response in the frequency range of 9–13 Hz. The

preliminary results from 2 participants showed that the dominance of the target EEG

response is clear 3–5 s after eyelid closing. Hence, I took recorded signals from 5 to 7 s

after every trigger sound during EC. I obtained three data sets from the HB, EC, and

R tasks. Each data set contained 10 trials, and a trial lasted 2 s.

5.2.4 Feature extraction

Fast Fourier transform (FFT) was used to transform the data sets obtained by signal

segmentation. I computed the power in three frequency bands: low frequency (LF ),

alpha frequency (AF ), and high frequency (HF ). LF , AF , and HF were the sums of

the magnitude (in decibels) of the FFT within the 0.5–4, 9–13, and 25–30 Hz bands,

respectively. (These frequency bands could be used to recognize biopotential responses

of calibration tasks as shown in Figure 5.3.) The three-dimensional feature vector (~F

= [F1, F2, F3]) was constructed from LF , AF , and HF . I compared four alternative

feature vectors, as shown in Table 5.1.
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Table 5.1: Four alternative feature vectors.

Alternative ~F F1 F2 F3

A
LF

LF +AF +HF

AF

LF +AF +HF

HF

LF +AF +HF

B LF
AF

LF

HF

LF

C
LF

AF
AF

HF

AF

D
LF

HF

AF

HF
HF

In alternative A, the total power in the three frequency bands (LF + AF + HF )

was used as a normalization factor. LF , AF , and HF were used as the normalization

factors in alternatives B, C, and D, respectively. The classification accuracies of the

alternatives were compared (Section 5.2.5). According to the data sets in Section 5.2.4,

I represented ~F, which was extracted from HB, EC, and R, as ~FHB, ~FEC , and ~FR,

respectively. Each data set was obtained from 10 trials, so ~FHB, ~FEC , and ~FR were

written in the matrix forms as

~FHB =
[

~FHB1
~FHB2

~FHB3

]

=


FHB1,1 FHB1,2 FHB1,3

FHB2,1 FHB2,2 FHB2,3

...
...

...

FHB10,1 FHB10,2 FHB10,3

 ,
~FEC =

[
~FEC1

~FEC2
~FEC3

]

=


FEC1,1 FEC1,2 FEC1,3

FEC2,1 FEC2,2 FEC2,3

...
...

...

FEC10,1 FEC10,2 FEC10,3

 ,
~FR =

[
~FR1

~FR2
~FR3

]

=


FR1,1 FR1,2 FR1,3

FR2,1 FR2,2 FR2,3

...
...

...

FR10,1 FR10,2 FR10,3

 (5.1)
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Figure 5.4: Two alternative algorithms were compared in this experiment.

5.2.5 Classification algorithm

Two algorithms, called the three-class linear discriminant analysis (3-class LDA) and

two-class linear discriminant analysis (2-class LDA), were compared (Figure 5.4). Leave-

one-out cross validation was used to evaluate accuracy. The training and testing data

came from feature vectors ( ~FHB, ~FEC , ~FR), which were extracted from calibration data.

The algorithm with the highest accuracy was used in the online application.

• 3-class LDA

Figure 5.4(a) shows the overall process of 3-class LDA. This algorithm is a typical

method for classifying data. After feature extraction, the feature vector of the

incoming data (~F = [F1, F2, F3]) is directly used in the LDA. A linear classifier

is constructed by using the training data from ~FHB, ~FEC , and ~FR. Finally, the

output is the classification result. The accuracy of the algorithm depends on the

classifier.

• 2-class LDA

Figure 5.4(b) shows the overall process of 2-class LDA. This algorithm is expected

to reduce calibration time. Only training data from ~FHB and ~FEC are used to

calculate adaptive thresholds and construct the linear classifier. There are two

classification steps in this algorithm. First, it is decided whether the incoming
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feature vector ~F = [F1, F2, F3] is a feature vector from R by using the adaptive

thresholds shown in (2)–(4) (These equations are first introduced in this research.).

F1 < min { ~FHB1} (5.2)

F1 > max { ~FEC1} (5.3)

F2 < min { ~FEC2} (5.4)

If (2) and either (3) or (4) hold, then the incoming data are classified as R, and the

process terminates. However, if incoming data are not classified as R, then ~F is

sent for further classification using LDA. Finally, the output is estimated be either

HB or EC. The accuracy of this algorithm depends on the adaptive thresholds

and the classifier.

5.3 Experiment II: online PIN applications

I incorporated my interface into a PIN application. Figure 5.5 shows the application

screen in visual mode. Ten numbers (0 to 9), four back buttons, and the “delete” and

“enter” buttons are displayed in a 4 × 4 grid. The PIN application in auditory mode

works the same as in visual mode, except a navigation sound is used instead of the

screen. Five healthy people aged 23–27 years participated in the experiments. Although

the present application allowed slight head-movement, I asked participants to minimize

their head-movements.

5.3.1 Control application using HB and EC

Here, I implemented 2-class LDA. The application classified 2-s-long incoming data every

4 s. The two possible operations are moving the cursor in one direction by using HB

and selecting a target by using EC. A notification sound is generated whenever EC is

detected by the application because the user’s eyes are closed during selection. One HB

is required to start the application. There are two steps to select the target number. The

user first selects the target row, and then selects the target number within the target

row. To change the target row, the user needs to select the back button, which is the last

button in each row. The user can delete incorrect numbers by selecting the delete button

and can submit the PIN by selecting the enter button. The PIN application in auditory

mode works the same as in visual mode, except the navigation is performed via sound

signals, instead of displaying numbers on the screen. Figure 5.5 shows a demonstration

of how the number 5 is selected. HB is performed to start the application. In visual
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HB

EC

HB

HBEC

5

Figure 5.5: Demonstration of how the number 5 is selected from the start of the
application. HB is performed to start the application and to advance the cursor, and

EC is performed to make selections.

mode, navigate cursor is started from the first row which contains 1, 2, 3, and back

button. While navigate sound “one–two–three–back” is generated. HB is performed

again to advance to the second row (“four–five–six–back”), and then EC is used to

select the second row (In both visual and auditory modes, notification sound “select”

is generated.). One more HB is performed to move cursor to number 5 (In auditory

mode, sound “five” is generated). Finally, EC is performed to select number 5.

5.3.2 Performance evaluation

I evaluated the performance of the hybrid interfaces with an online PIN application.

I allowed participants to familiarize themselves with the application before the experi-

ments, and the calibration tasks (HB and EC) took 2 min. During the experiments,

participants selected four target numbers freely. They could delete numbers sequentially

if an incorrect number was shown on the screen. Finally, they had to select the enter

button to submit the PIN. I measured the accuracy of the participants’ operation of the

interface (moving the cursor and button selection). I observed the participants’ faces

during the experiments, so I could see their intended operation and the output operation

on the application screen. If the intended operation was not same as the output oper-

ation, I counted this as an incorrect operation. In contrast, if the intended operation

was same as the output operation I counted this as a correct operation. Finally, the

operational accuracy was calculated. Although I did not consider the resting state or
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Table 5.2: Overview of the results from the visual-mode PIN application (Par. :
Participant, Err. : Error, Acc. : Accuracy)

Par. PIN HB [s] EC [s] Operation [#] Err. Acc.[%]

s1 2580 7.1 6.2 30 0 100.0
s2 4917 5.3 8.5 34 0 100.0
s3 4137 5.7 6.6 61 1 86.9
s4 3482 4.6 4.3 35 0 100.0
s5 2597 5.5 6.2 31 0 100.0

Mean 5.6 6.4 97.4

Table 5.3: Overview of the results from the auditory-mode PIN application (Par. :
Participant, Err. : Error, Acc. : Accuracy)

Par. PIN HB [s] EC [s] Operation [#] Err. Acc.[%]

s1 2580 6.9 7.7 43 4 90.7
s2 4917 5.5 6.0 34 0 100.0
s3 4137 5.3 5.5 80 8 82.4
s4 3482 4.8 4.2 35 0 100.0
s5 2597 6.4 7.8 38 0 100.0

Mean 5.8 6.2 94.6

no operation, I measured the time between consecutive operations. Participants were

requested to input target numbers continuously in the experiments so that I could cal-

culate the average time per operation. The sensitivity of the interface could be obtained

from the time per operation during the PIN application.

5.4 Results and discussion

In this section, I discuss the experimental results from Experiments I and II.

5.4.1 Results of Experiment I

First, I evaluated four alternative feature vectors (Table 5.1) with the 3-class LDA

(see Section 5.2.5). The pooled covariance matrix of the training data was not positive

definite for the alternative feature vector A; thus, I could not construct a linear classifier

for the LDA.Figure 5.6 compares the classification accuracy of alternatives B, C, and D.

Although I could not find any statistically significant difference among the alternatives,

alternative C had the highest mean accuracy with the lowest standard error. Hence, I

selected the feature vectors from alternative C ([
LF

AF
, AF ,

AF

HF
]) for further comparison

of the 3-class LDA and 2-class LDA. For the 3-class LDA, there were overlaps between

R and EC in most participants (Figure 5.7(a)). The overlap was solved by removing

69



Chapter 5. Hybrid Brain/Blink Computer Interface toward a Personal Identification
Number Application

0

10

20

30

40

50

60

70

80

90

100

s1 s2 s3 s4 s5 mean

A
c
c
u
r
a
c
y
 [
%

]

B C D

Figure 5.6: Comparison of the accuracy of the 3-class LDA algorithm using three
alternative features among the 5 participants (s1–s5). Group means and standard

errors are also shown.

R by using adaptive thresholds before classification (Figure 5.7(b)). The improvement

in classification accuracy for the 2-class LDA algorithm compared with the 3-class LDA

algorithm is clear in Figure 5.8. Two participants (s1 and s4) reached 100.0% accuracy,

and all participants reached 97.3% accuracy. Thus, I implemented 2-class LDA with

alternative C feature vectors in the online PIN application.

In conclusion, the highest accuracy was obtained by using the C feature vectors, in

which data were normalized by the power in the AF band (9–13 Hz). Moreover, the 2-

class LDA algorithm had a shorter calibration time and higher accuracy compared with

the 3-class LDA algorithm. The calibration tasks for the 2- and 3-class LDA algorithms

took 2 and 3 min, respectively.

5.4.2 Results of Experiment II

According to Table 5.2 and Table 5.3, the 5 participants showed high accuracy in us-

ing the PIN application. Four participants reached 100.0% accuracy. All participants

reached 97.4% and 94.6% mean accuracy in visual and auditory mode, respectively. The

mean time per operation was about 5–6.5 s in both modes. There was no significant

difference between visual and auditory modes in the time per operation (Figure 5.9).
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(a) 3-class LDA

(b) 2-class LDA

Figure 5.7: Comparison of 3-class and 2-class LDA data on three-dimensional features
(alternative C, participant s1).
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Although the experimental results showed high accuracy in using the interface for a

PIN application, sensitivity in terms of time per operation is still a challenge. Another

point of concern is a lack of concentration in auditory-mode application, as seen in

participant s5. Although s5 reached 100.0% accuracy in both visual and auditory modes,

he performed a higher number of operations in auditory mode. It might be that I always

use visual system more than auditory system in daily life. Thus, some subjects have

difficulty to use application without monitor screen in auditory mode.

5.5 Summary

I created a hybrid computer interface using eyelid closing and hard blink, and I developed

an algorithm for EEG and blink classification. I incorporated the system into a non-

touch-based PIN application with visual and auditory modes. Experimental results from

five participants revealed promising accuracy and feasibility of the proposed application.

Four out of five participants reached 100.0% accuracy, and all participants reached mean

accuray of 97.3%. The mean time per operation was about 5–6.5 seconds. The accuracy

of hybrid system was about 11.0% higher than that in P300-BCI which was studied in

previous Chapter. In the near future, I plan to include EOG signals in my interface to

improve the information transfer rate. My proposed interface will be useful for healthy

people and for people with disabilities in various machine control applications.

Even though visual evoked potential and motor imagery response from brain play

important roles for conventional BCI technologies, my hybrid interface was more reliable

than conventional BCI. Because it is based on not only brain signal (EEG) but also

hard blink signal (EMG). However, the problems caused by motion artifacts have not

been fully addressed in the present study. The resolution of motion artifact problem is

important because it can potentially deteriorate user-experience of my BCI.
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Chapter 6

Feasibility Study of Drowsiness

Detection Using Hybrid

Brain-Computer Interface

6.1 Introduction

According to the National Highway Traffic Safety Administration, drowsy driving caused

about 72,000 crashes, 800 fatalities, and 44,000 injuries in 2013. Drowsiness detection

methods have been actively researched for more than a decade in an effort to reduce

the rate of accidents caused by drowsy driving. Subjective questionnaires, measures

of driving performance (such as rates of accidents and lane changing), and physical

and biopotential measures have been proposed to identify driver drowsiness [60]. These

methods all have advantages and disadvantages [61]. Questionnaires cannot be used in

real time, but may still be useful for validating other measures; measurement of driv-

ing performance is nonintrusive, but could be unreliable in a real driving environment;

physical measures such as driver motion and pupil tracking , especially camera-based

techniques, are accurate but limited by light conditions and background; and biopoten-

tial measures are quite accurate and reliable, but require intrusive measurements. In

this study, I focused on two biopotential measures: electroencephalography (EEG) and

electrooculography (EOG).

Feasibility studies of driver drowsiness detection using EEG were conducted almost

ten years ago [62]; later, one research group did similar experiments for driver fatigue

detection [63]. Both investigations focused on the ratio of EEG signals in low-frequency
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Table 6.1: Karolinska sleepiness scale (KSS).

Score Meaning
1 Extremely alert
2 Very alert
3 Alert
4 Rather alert
5 Neither alert nor sleepy
6 Some signs of sleepiness
7 Sleepy, no effort to stay awake
8 Sleepy, some effort to stay awake
9 Very sleepy, great effort to keep awake, fighting sleep

and high-frequency bands. Another research group validated a common subjective mea-

sure, the Karolinska Sleepiness Scale (KSS), against EEG variables [64]. Many pioneer-

ing studies have demonstrated that EEG may be a reliable and accurate measure for

drowsiness detection, attracting engineers to develop more applications of this technol-

ogy [65][66][67]. To improve the accuracy of drowsiness detection, a few researchers

have proposed multimodal biopotential measures, including EEG and EOG [68][69]. Al-

though such multiple-channel recording systems can reach more than 90% accuracy, they

are highly intrusive for drivers.

Numerous studies on driver drowsiness have been performed over more than a

decade; however, most of these were based on complicated measurement systems. Hence,

the development of a practical system and application is still a challenging issue. Re-

cently, researchers have introduced hybrid brain–computer interfaces (BCIs) for patients

who have severe motor disabilities but have residual motor abilities such as eye move-

ment [8]. Hybrid BCIs serve as a direct commutation pathway from the human brain,

through computers. Here, I propose a practical system for drowsiness detection using a

hybrid BCI that records EEG and EOG simultaneously. This method is less intrusive

than conventional methods because the measurement system is based on single-channel

EEG/EOG recording. Moreover, I investigated for the first time a hybrid EEG/EOG

signal-processing algorithm for drowsiness detection.

6.2 Experiment

Six healthy people aged 22–25 years participated in the experiment. To induce drowsi-

ness, the experiment was conducted in a dark room as shown in Figure 6.1 and was

performed after participants had eaten lunch or dinner. Participants were asked to wear

hearing protection headphones to avoid auditory noise. This study was conducted in

accordance with the Declaration of Helsinki as revised in 2000.
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23 in. monitor

Computer

Camera
KeyboardEEG

amplifier

Ground electrode

Signal electrode

40 cm

Reference electrode

Figure 6.1: Illustration of the experimental setup used in this study.

6.2.1 Hybrid brain-computer interface

The hybrid BCI used single-channel EEG recording with a 250-Hz sampling frequency

(OpenBCI 8-bit Board Kit, Arduino-compatible). The signal electrode was at the Fp2

position of the standard 10/20 international system for EEG measurement. The refer-

ence was placed on the right mastoid, and the ground was placed between the right eye

and the right ear as shown in Figure 6.1. In my preliminary measurements, I found that

EEG and EOG signals could be recorded simultaneously at this position.

6.2.2 Experimental tasks

A typical personal computer was used in my experiment. Participants were requested to

do a simple response task for 25 mins as shown in Figure 6.2. At 1-s intervals, a white

square randomly appeared in one of three positions on a black background. Participants

were instructed to press the spacebar key as quickly as possible whenever the square

appeared in the center position. Response time and error rate were recorded for further

analysis. To assess drowsiness, the KSS questionnaire (Table 6.1) was performed every

5 minutes [60].
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Time

23 in. monitor

Figure 6.2: Depiction of the experimental task. At 1-s intervals, a white square
randomly appeared in one of three positions on a black background. Participants were
instructed to press the spacebar key as quickly as possible whenever the square appeared

in the center position.

6.3 Data analysis

EEG and EOG signals for each participant were recorded for 25 minutes and then equally

divided into five segments. After accounting for the time required for KSS assessment,

each segment had a final duration of 4.5 minutes. EEG and EOG indices were extracted

from the segmented data for drowsiness detection.

6.3.1 EEG index

Each data segment was preprocessed by notch filtering at 50 Hz to cut electrical noise

and band-pass filtering (4–25 Hz). In this study, I targeted three frequency bands: θ

(4–8 Hz), α (8–13 Hz), and β (13–25 Hz). The δ band (0.5–4 Hz) was not included

in the analysis because it was usually distorted by artifacts [62]. The relative powers

of the three frequency bands (θ, α, and β) and three ratios among the three frequency

bands (θ/β, α/β, and (θ+α)/β) were used as EEG indices. The relative power of θ was
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Peak-to-peak (P)

Blink duration (D)

Figure 6.3: Demonstration of blink duration measurement.

calculated using Equation 6.1. All indices have been used in previous studies [62, 63].

Relative power of θ =
power of θ

power of θ + power of α+ power of β
(6.1)

For the remainder of this paper, the relative powers of the three frequency bands are

denoted by θ, α, and β.

6.3.2 EOG index

To extract the EOG index, the segmented data were subjected to band-pass filtering

(1–40 Hz) and notch filtering (50 Hz). Blink duration was used as an EOG index,

as it has been reported to increase significantly with drowsiness [70]. I used a novel

technique to detect blinking and calculate blink duration from the EOG signal. Peak-

to-peak magnitude (P ) and the period of time between positive and negative peaks (D)

were used to determine whether the incoming signal was a blink (Figure 6.3). P was

an individual threshold calculated by averaging the values of the first five blinks for

each participant; the P threshold was allowed to range up to 10% less than the average

value. Blinks could be confirmed by video recordings of the experiment. Whenever the

incoming signal was determined to be a blink, D was recorded as the blink duration.
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Average D was then calculated for each data segment. Blinking is conventionally defined

as lasting for up to 1 s [71]. On the basis of my proposed technique and empirical study,

however, D of more than 0.8 s was not identified as a blink signal.

6.3.3 Proposed hybrid EEG/EOG index

My preliminary studies and empirical knowledge of EEG and EOG for drowsiness de-

tection motivated us to propose a hybrid EEG/EOG ratio index. Three hybrid indices

(θ/(β×D), α/(β×D), and (θ + α)/(β×D)) were first introduced in this research.

6.3.4 Evaluation

KSS is widely used in sleep research as the standard drowsiness measure [64, 71]. To

demonstrate superiority of the proposed hybrid indices over conventional EEG and EOG

indices, I calculated Pearson’s linear correlations between all indices and KSS. Moreover,

I validated KSS against the percentage of errors made during the experimental task.

6.4 Results and Discussion

Correlations between all indices and KSS are presented in Figure 6.5. Blink duration

index (D) results were consistent with findings from previous research [70], and showed

a trend toward longer duration when KSS drowsiness level was increased, especially

in Participants A–D, and F. Of the EEG indices, the relative powers of θ and α were

inconsistent among participants. The relative power of β had the same trend as D,

and was quite consistent among participants. EEG ratio indices, which were focused

on the ratio between the powers of the low- and high-frequency bands, were negatively

correlated with KSS; this was particularly true for α/β. It could be concluded that an

increase in high-frequency EEG power relative to low-frequency power was the result

of drowsiness. Furthermore, the proposed hybrid indices (θ/(β×D), α/(β×D), and

(θ + α)/(β×D)) were better correlated with KSS than were EEG and EOG indices.

In summary, α/(β×D) had the highest significant negative correlation with KSS and

performed the most consistently among participants; however, the results for Participant

B were inconsistent with those of the other participants for most indices. This may have

resulted from Participant B’s low drowsiness level in terms of KSS, as shown in Figure 6.5

(b). One research group also has reported that EEG may be significantly different in

individuals scoring 7 or higher on the KSS [72].
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Figure 6.4: Validation of error rate on experimental task against KSS score. * denoted
p<0.05

Unfortunately, the experimental task may have been too simple in this study. Hence, I

could not find significant correlations between response time and any other drowsiness

indices. However, the average error rate of all participants during the experimental task

was found to increase significantly with increasing KSS score, as shown in Figure 6.4.

Error rates were calculated for three KSS score groups (3–5, 6–7, and 8–9) because

no participant scored less than 3. Because of the small sample size, statistical testing

was performed with a standard t test for unequal variance instead of the analysis of

variance method. The error rate of the highest score group was significantly higher than

that of the lowest score group (t(13) = 2.44, p = 0.03). Motivated by these results, I

plan to perform studies using a more complicated experimental task, such as a driving

stimulator, in the near future. In conclusion, the results of this study indicate that it is

feasible to develop real-time drowsiness detection using my proposed hybrid BCI.
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Figure 6.5: KSS results and comparison of Pearson’s linear correlations between all
drowsy indices and KSS among the six participants. [−] indicates negative correlation,

and significant correlation (p < 0.05) is denoted by [∗].
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Figure 6.5: KSS results and comparison of Pearson’s linear correlations between all
drowsy indices and KSS among the six participants. [−] indicates negative correlation,

and significant correlation (p < 0.05) is denoted by [∗].
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Figure 6.5: KSS results and comparison of Pearson’s linear correlations between all
drowsy indices and KSS among the six participants. [−] indicates negative correlation,

and significant correlation (p < 0.05) is denoted by [∗].
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6.5 Summary

Here, I proposed a hybrid EEG/EOG-based BCI for drowsiness detection. EEG and

EOG signals during performance of a simple response task in a drowsy environment

were simultaneously recorded by a single-channel EEG amplifier. I report the first use

of hybrid EEG/EOG indices to assess drowsiness. My results reveal the superiority of

my proposed indices compared with conventional indices. I expect that this paper will

contribute to the development of real-time drowsiness detection and sleep research in

the near future.
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Conclusion

In this Chapter, I begin with discussion on contributions of research outcomes towards

development of BCI applications. Then, I point out ongoing research issues and future

works. Finally, conclusion of this thesis is summarized.

7.1 Contributions

7.1.1 Visual factor studies for an improvement of P300-based BCIs

Various visual factors, color effect, motion-modulated effect (modulated by saccade-

ERP), complexity-modulated effect and orientation-modulated effect for a design of

visual-based BCI are first introduced by my research. I demonstrate that introduced

visual factors did enhance the P300 responses and suggested their feasibility in the

practical use of BCI system. Finally, my research is supposed to be inter-connection

between scientific and engineering researches. Investigated visual factors related to P300

will be summarized to be a design theory of visual stimulation for BCI. Not only medical-

used applications, but also non-medical used applications can gain advantages from

my proposed theory. Furthermore, I expect that my research will motivate other BCI

researchers to study more about human visual factors in a design of visual stimulation.

7.1.2 PIN application using BCIs

To demonstrate performance of my developed BCI towards non-medical application, I

invent a BCI-based personal identification number (PIN) application. Nowadays, users

typically use keypads to input PINs. A major drawback of keypads is that PINs can be

visually or optically observed when they are entered or recovered afterward by thermal
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camera-based attacks. Various approaches based on biometrics and biosignals have

been proposed in order to solve this problem. Fingerprints are widely used in biometric

system. However, fingerprints can be duplicated by various techniques. One research

group proposes gaze-based password entry, but gaze tracking requires a long time for

calibration. There are two advantages of BCI-based PIN application over the above-

mentioned techniques. The first is that the user can avoid the problem of the PIN

being observed during entry, as is possible with keypads. The second is that BCIs allow

for non-touch input, so no heat signal or fingerprint is left behind after use. Moreover,

proposed PIN application is based on novel adaptive algorithm for P300 detection which

is useful for other BCI applications as well.

7.1.3 Toward development of hybrid BCIs

Here, I propose novel hybrid BCI (brain/blink) which is very useful for certain popu-

lations who possess some residual motor functions. The use of oculomotor, both eye

blink and eye closure (to control EEG), should not be demanding even for patient pop-

ulations. I also evaluate performance of the proposed interface with PIN application,

and the result is convincing. Hybrid BCI technology would be a promising method to

improve user satisfaction / experience in BCI devices. Moreover, same recording setup

as proposed hybrid BCI is also applied for sleepiness level measurement. Preliminary

findings on drowsiness detection using hybrid index (EEG/EOG) is promising for future

development.

7.1.4 Single channel EEG-based computer interfaces

Most researchers develop EEG-based BCIs using multiple channels of electrodes. Mul-

tiple electrodes require large time consuming works in skin preparation and electrode

placement. Thus, the existing BCI applications are not user-friendly compared to other

human computer interfaces. On the other hand, single channel EEG and a computa-

tionally inexpensive algorithm are used throughout my studies. My proposed BCI and

hybrid BCI are more practical and user-friendly than conventional BCIs.

7.2 Future works

To demonstrate that research fiindings from this thesis could be extended to various

research directions, I illustrate summarized diagram as seen in Figure 7.1. There are
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Figure 7.1: Present possibility to extend research findings from this thesis into four
major research directions.

four major directions which are all related to EEG and BCIs. I am now working three

out of four directions which are described in next three sub-sections.

7.2.1 Hybrid brain/eye-computer interface

Recently, I and my research collaborator expand the idea of hybrid brain/blink-computer

interface to be hybrid brain/eye-computer interface by including eye movement signals to

be input features. We have already published relevant research results on international

conference proceedings [73]. In the next step, we are going to develop novel interface

which can simultaneously recognize signals from brain (from eye closure), blink and eye

movement. By incorporating of multiple obvious potential responses from brain and

eyes, we would have high information transfer rate interface with acceptable reliability.
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Figure 7.2: Preliminary study on EEG/EOG-based human fatigue measurement while
engaing self-driving simulator. The study was conducted at Fatigue Countermeasures

Group, Human Systems Integration Division, NASA Ames Research Center

7.2.2 Hybrid BCIs for drowsiness detection

According to side project on Chapter 6, I plan to conduct more research on EEG/EOG-

based human fatigue measurement in driving studies as shown in Figure 7.2. Nowadays,

many automobile companies are investigating driver fatigue measurement techniques.

The fatigue measurement can help a car in performing a decision to select between

manual and auto-pilot driving modes. Thus, further investigation on this research topics

would be advantages for automobile societies in near future.
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Figure 7.3: Preliminary study on proof of concept of brain-to-brain communcation

7.2.3 Introduction to brain-to-brain communication

To expand basis of EEG knowledge, I am now working on proof of concept of brain-

to-brain communication (B2B) [74], Figure 7.3. I am trying to make synchronization

between two brains (to establish communication pathway), and then allow one brain

to send message (modulate EOG information into EEG signal) to the other via the

established pathway. B2B experiments are based on EEG, visual stimulation, computer

simulation and electronic circuit. I strongly believe that B2B concept would be an

opening gate to future trends of BCI research.

7.3 Conclusion

Ultimate goal of this research is to develop practical BCI applications for both medi-

cal and non-medical purposes. I first achieve in proposing novel visual stimuli for an

improvement of P300-based BCIs. Second, I introduce novel hybrid BCI which is more

practical and user-friendly than conventional BCIs. To demonstrate the advantage of

improved P300-baed BCI and proposed hybrid BCI, I incorporate both interfaces into

PIN application. Participants in this studies perform acceptable accuracy in using BCI-

based PIN application. Experimental results are promising that proposed interfaces

would make scientific and engineering contributions to BCI research societies in near fu-

ture. Moreover, this research lead me to threes new research issues which are drowsiness
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detection using hybrid BCI, novel hybrid brain/eye interface and introduction to-brain-

to-brain communication. Continue developing these issues are possibly to make scientific

contributions in near future.
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