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New Non-Asymptotic Bounds on Numbers of Codewords for the Fixed-Length Lossy Compression*

Tetsunao MATSUTA (a), Member and Tomohiko UYEMATSU (b), Fellow

SUMMARY In this paper, we deal with the fixed-length lossy compression, where a fixed-length sequence emitted from the information source is encoded into a codeword, and the source sequence is reproduced from the codeword with a certain distortion. We give lower and upper bounds on the minimum number of codewords such that the probability of exceeding a given distortion level is less than a given probability. These bounds are characterized by using the \( \alpha \)-mutual information of order infinity. Further, for i.i.d. binary sources, we provide numerical examples of non-asymptotic bounds which are computable in polynomial time in the blocklength.
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1. Introduction

The fixed-length lossy compression is a typical source coding, where a fixed-length sequence emitted from the information source is encoded into a codeword, and the source sequence is reproduced from the codeword with a certain distortion. One of the most important parameters of the fixed-length lossy compression is the rate of code such that the distortion between the source and the reproduction sequences is less than a given distortion level. Especially, the limit of the minimum rate as the blocklength tends to infinity is frequently called the rate-distortion (RD) function. There are a lot of studies dealing with the RD function (see e.g. [3]–[5]).

On the other hand, recently, non-asymptotic behavior of the minimum rate (i.e., the minimum rate for finite blocklengths) becomes an active target of the study [6]–[9]. Especially, Kostina and Verdù [7] reported a lot of non-asymptotic results of the minimum rate. They considered the minimum number of codewords such that the probability of exceeding a given distortion level is less than a given probability. This distortion criterion is known as the excess distortion criterion [7] or \( \epsilon \)-fidelity criterion [3]. Since the minimum rate is easily calculated by the minimum number of codewords, they focus on it instead of the rate. Then, they gave an achievability bound (i.e., upper bound) and a converse bound (i.e., lower bound) to the minimum number of codewords.

In this paper, we also deal with the fixed-length lossy compression for the \( \epsilon \)-fidelity criterion, and give a new achievability bound and a converse bound to the minimum number of codewords. Our bounds are characterized by using a quantity equivalent to the \( \alpha \)-mutual information of order infinity [10], where the \( \alpha \)-mutual information is a generalized version of the mutual information and has many interesting properties (see [10], [11]). Our achievability bound is derived by using a slightly generalized covering lemma. We show that our converse bound is tighter than that of Kostina and Verdù [7]. By using these bounds, we attempt to characterize the limit of the minimum rate, and give several cases where the limit can be characterized by the \( \alpha \)-mutual information of order infinity. We also show numerical examples of two achievability bounds which are induced by our achievability bound and computable in polynomial time in the blocklength. Then, we demonstrate that there exist cases where these two bounds are tighter than that of Kostina and Verdù [7].

The rest of this paper is organized as follows. In Sect. 2, we provide a precise definition of the fixed-length lossy compression and the minimum number of codewords. In Sect. 3, we give our achievability and converse bounds. In Sect. 4, we prove our main results. In Sect. 5, we give several cases where the limit of the minimum rate can be characterized by the \( \alpha \)-mutual information. In Sect. 6, we provide numerical examples of two polynomial-time computable achievability bounds. In Sect. 7, we conclude the paper.

2. Preliminaries

In this section, we provide some notation, definitions, and a known result for the fixed-length lossy compression.

Unless otherwise stated, we will use the following notations. Let \( X \) and \( Y \) be finite or countably infinite sets which represent the source alphabet and the reproduction alphabet, respectively. We will denote the set of all probability distributions over \( X \) by \( \mathcal{P}(X) \), and the set of all conditional distributions from \( Y \) to \( X \) by \( \mathcal{W}(X|Y) \). The probability distribution of a random variable (RV) \( X \) will be denoted by the subscripted notation \( P_X \), and the conditional distribution for \( X \) given an RV \( Y \) will be denoted by \( P_{X|Y} \).

Let \( X \) be an RV on \( X \) which represents a single source symbol. When we consider \( X \) and \( Y \) as \( n \)-fold Cartesian products of finite or countably infinite sets \( \mathcal{A} \) and \( \mathcal{B} \), respec-
tively, we can identify the source symbol $X$ with the $n$-length source sequence. Thus, for the sake of brevity, we only deal with the single source symbol unless otherwise stated.

For the lossy compression, the encoder is a map $f : X \rightarrow Y$. The decoder is implicitly employed in this encoding procedure. In fact, the encoder outputs a codeword, and the decoder outputs a reproduction symbol using a one-to-one mapping from the set of codewords to $Y$.

In order to measure the distortion between the source symbol and the reproduction symbol, we introduce the distortion measure defined by a map $d : X \times Y \rightarrow [0, \infty)$. The decoder is implicitly employed in this encoding procedure. In fact, the encoder outputs a codeword, and the decoder outputs a reproduction symbol using a one-to-one mapping from the set of codewords to $Y$.

Definition 1. For a given source $X$, a distortion level $D \geq 0$, and a specified provability $0 \leq \epsilon \leq 1$, we say $f$ is an $(M, D, \epsilon)$ code if and only if $\|f\| = M$ and $Pr(d(X, f(X)) > D) \leq \epsilon$, where $\|f\|$ denotes the cardinality of the image of $f$.

Definition 2. For $D \geq 0$ and $\epsilon \geq 0$,

$$M^*(D, \epsilon) \equiv \min\{M : \exists (M, D, \epsilon) \text{ code}\}.$$ 

When $X = \mathcal{A}^n$ and $Y = \mathcal{B}^n$, $\frac{1}{n} \log_2 \|f\|$ is called as the rate of the code, where $\mathcal{A}^n$ and $\mathcal{B}^n$ are $n$-fold Cartesian products of alphabets $\mathcal{A}$ and $\mathcal{B}$, respectively. Then, the minimum of rates of $(M, D, \epsilon)$ codes (say, $R(n, D, \epsilon)$) is sometimes called the finite blocklength RD function (with $\epsilon$-fidelity criterion), i.e.,

$$R(n, D, \epsilon) = \frac{1}{n} \log_2 M^*(D, \epsilon).$$

For the minimum number $M^*(D, \epsilon)$, Kostina and Verdú [7] gave the following converse bound.

Theorem 1. For any given source $X$, distortion measure $d$, constant $D \geq 0$, and $0 \leq \epsilon \leq 1$, we have

$$\sup_{P_X \in \mathcal{P}(X)} \inf_{P_Y \in \mathcal{W}(Y|X)} \beta_{1-\epsilon}(P_X, P_Y) \leq M^*(D, \epsilon),$$

where $\hat{X}$ is an RV subject to the distribution $P_X$ on $X$, $\mathcal{E}[\cdot]$ denotes the expectation operator, $1[\cdot]$ denotes the indicator function, and

$$\beta_{1-\epsilon}(P_X, P_{\hat{X}}) \equiv \min_{\phi : \mathcal{X} \rightarrow [0, 1]} \frac{1}{1-\epsilon} \sum_{x \in \mathcal{X}} P_{\hat{X}}(x) \phi(x).$$

3. Main Results

In this section, we give a new achievability bound and a converse bound, and show the relation between our converse bound and Theorem 1.

The next theorem shows our achievability bound.

Theorem 2. For any given source $X$, distortion measure $d$, constant $D \geq 0$, and $0 \leq \delta < \epsilon \leq 1$, we have

$$M^*(D, \epsilon) \leq \min_{\beta_{1-\epsilon}(P_X, P_{\hat{X}}) \leq \delta} \left[ \mu(P_{XY}) \ln \frac{1 - \delta}{\epsilon - \delta} \right],$$

where $P_{XY}(x, y) = P_X(x)P_{Y|X}(y|x)$, $[\cdot]$ denotes the ceiling function, and

$$\mu(P_{XY}) \equiv \sup_{y \in Y} \frac{1}{n} \sum_{x \in \mathcal{X}} P_{Y|X}(y|x).$$

The next theorem shows our converse bound.

Theorem 3. For any given source $X$, distortion measure $d$, constant $D \geq 0$, and $0 \leq \epsilon \leq 1$, we have

$$\min_{P_{XY} \in \mathcal{W}(Y|X)} \left[ \mu(P_{XY}) \right] \leq M^*(D, \epsilon).$$

We postpone the proof of these theorems to Sect. 4.

Remark 1. Since the ceiling function returns an integer value, the right-hand side (RHS) of (2) and the left-hand side of (3) can be minimized. Hence, we write min instead of inf.

Remark 2. $\mu(P_{XY})$ is equivalent to the $\alpha$-mutual information [10] of order infinity $I_{\alpha}(X; Y)$. In fact, we have

$$I_{\infty}(X; Y) = \log_2 \mu(P_{XY}).$$

A conditional distribution $P_{Y|X} \in \mathcal{W}(Y|X)$ is equivalent to a stochastic encoder. In fact, if we consider $P(y)$ is a reproduction symbol of $x$ as $P_{Y|X}(y|x)$, a stochastic encoder gives a conditional distribution and vice versa, where the probability is induced by the stochastic encoder. Especially, a deterministic encoder $f$ gives a distribution $P_{Y|X}$ as a special case. In fact, if we consider $1[y]$ is a reproduction symbol of $x$ as $P_{Y|X}(y|x)$, it gives a conditional distribution. Then, $\sup_{x \in X} P_{Y|X}(y|x)$ is equivalent to $1[y]$ is a reproduction symbol of some source symbols). Hence, for the conditional distribution representing a deterministic encoder, $\mu(P_{XY})$ is just counting the number of codewords. Now, for stochastic encoder, since $P_{Y|X}(y|x)$ can also be considered as the expected number of choosing $y$ as a reproduction symbol of $x$, $\sup_{x \in X} P_{Y|X}(y|x)$ can be considered as the worst expected number of choosing $y$ as a reproduction symbol. Hence, $\mu(P_{XY})$ can be considered as the worst expected number of codewords of the stochastic encoder. According to this perspective, our achievability and converse bounds may be considered as a characterization of the minimum number of codewords of deterministic encoder from a viewpoint of the minimum expected number of codewords of stochastic encoder.

The next theorem shows that our converse bound is tighter than the bound of Theorem 1.

Theorem 4. For any given source $X$ such that $P_X(x) > 0$ for all $x \in X$, distortion measure $d$, constant $D \geq 0$, and $0 \leq \epsilon \leq 1$, we have

$$\sup_{P_{XY} \in \mathcal{W}(Y|X)} \frac{1}{n} \sum_{x \in \mathcal{X}} \mathbb{E}[d(\hat{X}, y)] \leq \min_{P_{XY} \in \mathcal{W}(Y|X)} \left[ \mu(P_{XY}) \right].$$
Proof. For $P_{XY} \in \mathcal{W}(Y|X)$ satisfying
\[
\Pr[d(X, Y) > D] \leq \epsilon, \tag{4}
\]
let $\phi : X \rightarrow [0, 1]$ be a map defined by
\[
\phi(x) \doteq \sum_{y \in Y} P_{Y|X}(y|x) 1\{d(x, y) \leq D\}, \quad \forall x \in X. \tag{5}
\]
Then, due to (4), we have
\[
\sum_{x \in X} P_X(x)\phi(x) \geq 1 - \epsilon. \tag{6}
\]

On the other hand, for any $P_X \in \mathcal{P}(X)$, we have
\[
[\mu(P_{XY})] \left( \sup_{y \in Y} E[1|d(\tilde{X}, y) \leq D] \right)
\geq \sum_{y \in Y} \left( \sup_{x \in X} P_{Y|X}(y|x) \right) \left( \sum_{x \in X} P_X(x) 1\{d(x, y) \leq D\} \right)
\geq \sum_{y \in Y} \sum_{x \in X} P_X(x) P_{Y|X}(y|x) 1\{d(x, y) \leq D\}
\geq \beta_{1-\epsilon}(P_X, P_X),
\]
where (a) comes from (1), (5), and (6). Thus, we have
\[
\frac{\beta_{1-\epsilon}(P_X, P_X)}{\sup_{y \in Y} E[1|d(\tilde{X}, y) \leq D]} \leq [\mu(P_{XY})].
\]
Since this inequality holds for any $P_X \in \mathcal{P}(X)$, and any $P_{XY} \in \mathcal{W}(Y|X)$ satisfying (4), we have the theorem. \(\square\)

In order to employ our converse bound, we need to compute $\mu(P_{XY})$. If we compute this quantity straightforwardly, the time complexity will be $O(|X||Y|)$ in general. Further, we also need to solve the optimization problem over the set $\mathcal{W}(Y|X)$ of conditional probability distributions. Hence, computing our bound will be rather difficult especially when cardinalities of alphabets $X$ and $Y$ are very large. For example, if $X = \mathcal{A}^n$ and $Y = \mathcal{B}^n$, the time complexity grows exponentially in the blocklength $n$ even if the source is stationary and memoryless. On the other hand, according to Theorem 1, for an arbitrarily fixed $P_X \in \mathcal{P}(X)$, we have the next converse bound.
\[
\inf_{y \in Y} \frac{\beta_{1-\epsilon}(P_X, P_X)}{E[1|d(\tilde{X}, y) \leq D]} \leq M^*(D, \epsilon).
\]
According to [7], if we choose $P_X$ properly, this converse bound is tight and can be computed in polynomial time in the blocklength. Hence, although the bound of Theorem 1 is looser than our converse bound, it will be somewhat more tractable than ours.

Now, according to Theorems 2 and 3, we have the next slightly loose bounds:
\[
\inf_{P_{XY} \in \mathcal{W}(Y|X): \Pr[d(X, Y) > D] \leq \epsilon} \mu(P_{XY}) \leq M^*(D, \epsilon).
\]
Since $\mu(P_{XY})$ is a convex function on $P_{XY} \in \mathcal{W}(Y|X)$, and $\{P_{XY} \in \mathcal{W}(Y|X): \Pr[d(X, Y) > D] \leq \epsilon\}$ is a closed convex set, computing the above bounds is equivalent to solve the convex optimization problem. Thus, these slightly loose bounds may be easily computed when cardinalities of alphabets $X$ and $Y$ are small.

4. Proof of Theorems

In this section, we prove Theorem 2 and Theorem 3.

4.1 Achievability Bound

First, we prove Theorem 2. To this end, we introduce the generalized covering lemma.

Lemma 1 (Generalized covering lemma). Let $X, Y,$ and $\tilde{Y}$ be RVs respectively on $X, Y,$ and $\tilde{Y}$. For an integer $M > 0$, let $\tilde{Y}_1, \tilde{Y}_2, \ldots, \tilde{Y}_M$ be RVs which are independent of each other and of $X$, and each distributed according to $P_Y$. Then, for any subset $\mathcal{F} \subseteq \mathcal{X} \times \mathcal{Y}$, any function $\psi : \mathcal{X} \times \mathcal{Y} \rightarrow [0, 1]$, and any constant $0 \leq \alpha \leq 1$ such that
\[
P_X(x)P_{\tilde{Y}}(y) \geq \alpha \psi(x, y)P_{XY}(x, y), \forall (x, y) \in \mathcal{X} \times \mathcal{Y}, \tag{7}
\]
we have
\[
\Pr\left\{ \Omega_{M} \right\} \leq 1 - (E[\psi(X, Y)] - \Pr((X, Y) \notin \mathcal{F})) (1 - e^{-\alpha M}). \tag{8}
\]
Proof. We have
\[
\Pr\left\{ \Omega_{M} \right\} = \sum_{x \in \mathcal{X}} P_X(x) \left( 1 - \sum_{y \in \mathcal{Y}} P_{\tilde{Y}}(y) \right)^M \tag{a}
\leq \sum_{x \in \mathcal{X}} P_X(x) \left( 1 - \alpha \sum_{y \in \mathcal{Y} \in \mathcal{F}} \psi(x, y) P_{XY}(x, y) \right)^M \tag{b}
\leq 1 - (E[\psi(X, Y)] - \Pr((X, Y) \notin \mathcal{F})) (1 - e^{-\alpha M}),
\]
where (a) comes from (7), and (b) follows since $(1 - xy)^M \leq 1 - x(1 - e^{-\alpha M})$ for $0 \leq x, y \leq 1$ and $M > 0$ (cf. e.g. [12, Lemma 10.5.3]). \(\square\)

By changing function $\psi$ and constant $\alpha$, we can obtain many types of covering lemma (e.g., [13, Lemma 5], [14, Lemma 3.3], [9, Lemma 4]) as corollaries of Lemma 1, which is the reason why we call it “generalized”. Due to space limitation, we only show a corollary used to prove...
Theorem 2.

Corollary 1. For any integer \( M > 0 \), any subset \( \mathcal{F} \subseteq X \times Y \), and any \( P_{Y} \in \mathcal{P}(Y) \), we have

\[
\Pr \left\{ \bigcap_{i=1}^{M} \left( (X, \tilde{Y}_i) \notin \mathcal{F} \right) \right\} \\
\leq 1 - \Pr \{d(X, Y) \in \mathcal{F} \} \left( 1 - e^{-\exp(-D_{\infty}(P_{XY}, P_{Y})M)} \right),
\]

where \( D_{\infty}(P_{XY}, P_{Y}) \) is the Rényi divergence of order infinity [15] defined as

\[
D_{\infty}(P_{XY}, P_{Y}) = \lim \sup_{\alpha \to 0^+} \frac{1}{\alpha} \ln \sup_{(x,y) \neq (x',y')} \frac{P_{Y}(y|x)}{P_{Y}(y|x')}.
\]

Proof. Let \( \psi(x, y) = 1 \) for all \((x, y) \in X \times Y\), and \( \alpha = \exp(-D_{\infty}(P_{XY}, P_{Y})) \). Then, by substituting these into (8), we have the corollary.

We use the above corollary to prove the next theorem which implies our achievability bound.

Theorem 5. For any \( D > 0, 0 \leq \delta < \epsilon \leq 1 \), \( P_{Y} \in \mathcal{P}(Y) \), and \( P_{XY} \in \mathcal{W}(Y|X) \) such that

\[
\Pr\{d(X, Y) > D\} \leq \delta,
\]

there exists an \((M, D, \epsilon)\) code which satisfies

\[
M \geq \left\lceil \exp(D_{\infty}(P_{XY}, P_{Y})) \ln \frac{1 - \delta}{\epsilon - \delta} \right\rceil.
\]

Proof. We generate \( \tilde{y}_1, \tilde{y}_2, \ldots, \tilde{y}_M \in Y \) independently subject to the probability distribution \( P_{Y} \), and define the set \( C = \{ \tilde{y}_1, \tilde{y}_2, \ldots, \tilde{y}_M \} \). For a given set \( C \) and a given \( x \in X \), we define \( f(x) = \tilde{y}_{i_0} \), where the index \( i_0 \) is determined by \( i_0 = \arg \min_{x \in X} d(x, \tilde{y}_i) \). Then, we define the probability \( p_{i_0}(C) = \Pr\{d(X, f(X)) > D\} \). By taking the average over the random selection of \( C \), the average probability \( E_{\epsilon}(C) \) is bounded as follows:

\[
E[p_{\epsilon}(C)] = \Pr \left\{ \bigcap_{i=1}^{M} [d(X, \tilde{Y}_i) > D] \right\} \\
\leq 1 - \Pr\{d(X, Y) \leq D\} \left( 1 - e^{-\exp(-D_{\infty}(P_{XY}, P_{Y})M)} \right) \\
\leq 1 - (1 - \delta)(1 - e^{-\exp(-D_{\infty}(P_{XY}, P_{Y})M)}) \\
\leq \delta + (1 - \delta)e^{-\exp(-D_{\infty}(P_{XY}, P_{Y})M)},
\]

where (a) comes from Corollary 1, and (b) comes from (9). Thus, for the integer \( M > 0 \) such that

\[
M = \left\lceil \exp(D_{\infty}(P_{XY}, P_{Y})) \ln \frac{1 - \delta}{\epsilon - \delta} \right\rceil,
\]

we have

\[
E[p_{\epsilon}(C)] \leq \epsilon.
\]

Hence, for any \( P_{Y} \in \mathcal{P}(Y) \), any \( P_{XY} \) satisfying (9), and any integer \( M > 0 \) satisfying (10), there exists an encoder \( f \) such that \( \|f\| = M \), and \( \Pr\{d(X, f(X)) > D\} \leq \epsilon \).

The next lemma shows that \( D_{\infty}(P_{XY}, P_{Y}) \) can be optimized with respect to \( P_{Y} \in \mathcal{P}(Y) \).

Lemma 2.

\[
\inf_{P_{Y} \in \mathcal{P}(Y)} D_{\infty}(P_{XY}, P_{Y}) = \ln \mu(P_{XY}).
\]

Proof. We have

\[
\inf_{P_{Y} \in \mathcal{P}(Y)} D_{\infty}(P_{XY}, P_{Y}) = \inf_{P_{Y} \in \mathcal{P}(Y)} \ln \sup_{y \in Y} \frac{\sup_{x \in \mathcal{X}} P_{Y}(x,y) P_{XY}(y|x)}{P_{Y}(y)} \\
\leq \ln \sup_{y \in Y} \sup_{x \in \mathcal{X}} P_{Y}(x,y) P_{XY}(y|x) \mu(P_{XY}) \\
= \ln \mu(P_{XY}),
\]

where the inequality comes from the fact that \( \frac{\sup_{x \in \mathcal{X}} P_{Y}(x,y) P_{XY}(y|x)}{P_{Y}(y)} \in \mathcal{P}(Y) \), i.e.,

\[
\sup_{x \in \mathcal{X}} P_{XY}(y|x) \geq 0, \quad \forall y \in Y,
\]

and

\[
\sum_{y \in Y} \sup_{x \in \mathcal{X}} P_{XY}(y|x) \mu(P_{XY}) = 1.
\]

On the other hand, we have for any \( P_{Y} \in \mathcal{P}(Y) \),

\[
\ln \sup_{y \in Y} \sup_{x \in \mathcal{X}} P_{XY}(y|x) P_{Y}(y) \geq \ln \mu(P_{XY}),
\]

where the inequality comes from the fact [12, Lemma 16.7.1] that for non-negative real valued functions \( f(y) \) and \( g(y) \),

\[
\sup_{y \in \mathcal{Y}} \frac{f(y)}{g(y)} \geq \frac{\sum_{y \in \mathcal{Y}} f(y)}{\sum_{y \in \mathcal{Y}} g(y)},
\]

and settings \( f(y) = \sup_{x \in \mathcal{X}} P_{XY}(y|x) \) and \( g(y) = P_{Y}(y) \). Thus, by taking infimum on both sides (13) over \( P_{Y} \in \mathcal{P}(Y) \), we have the opposite inequality

\[
\inf_{P_{Y} \in \mathcal{P}(Y)} D_{\infty}(P_{XY}, P_{Y}) \geq \ln \mu(P_{XY}).
\]

By combining (12) and (14), we have (11). \( \Box \)

Remark 3. The bound in [7, Theorem 21] was not optimized with respect to the corresponding probability of the above \( P_{Y} \). This might be a reason why, in later numerical examples, our achievability bound is tighter than their bound.

Now, we prove Theorem 2.

Proof of Theorem 2. By using the optimal \( P_{Y} \in \mathcal{P}(Y) \) that
achieves the equality (11) to Theorem 5, we can show for any \( \text{P}_{XY} \in \mathcal{W}(Y|X) \) satisfying \( \Pr[d(X, Y) > D] \leq \delta \), the existence of an \((M, D, \epsilon)\) code such that
\[
M \leq \left\lfloor \mu(P_{XY}) \ln \frac{1 - \delta}{\epsilon - \delta} \right\rfloor.
\]
Hence, by choosing \( \text{P}_{XY} \in \mathcal{W}(Y|X) \) minimizing the RHS of this inequality, we have the theorem. \( \square \)

4.2 Converse Bound

Finally, we prove Theorem 3.

Proof of Theorem 3. For an \((M, D, \epsilon)\) code, we define the conditional distribution \( \text{P}_{XY}(y|x) \) as
\[
\text{P}_{XY}(y|x) = \begin{cases} 1 & \text{if } y = f(x), \\ 0 & \text{otherwise}. \end{cases}
\]
Then, by letting \( \text{P}_{X|Y}(X, y) = \text{P}_{X}(x)\text{P}_{XY}(y|x) \), we have
\[
[\mu(P_{X|Y})] = \sum_{y \in Y} \sum_{x \in X} \text{P}_{X}(x) \text{P}_{XY}(y|x) 1[y = f(x)]
\leq \sum_{y \in Y} \sup_{x \in X} 1[y = f(x)] = M.
\]
On the other hand, by the definition, we have
\[
\Pr[d(X, \hat{Y}) > D] = \Pr[d(X, f(X)) > D] \leq \epsilon.
\]
Thus, any \((M, D, \epsilon)\) code must satisfy
\[
\min_{\text{P}_{XY} \in \mathcal{W}(Y|X): \Pr[d(X, \hat{Y}) > D] \leq \epsilon} \mu(P_{X|Y}) \leq M.
\]
This completes the proof. \( \square \)

5. The Limit of the Minimum Rate

In this section, we will deal with \( n \)-length source sequences, and characterize the limit (superior) of the minimum rate defined by
\[
R^*(D, \epsilon) \doteq \limsup_{n \to \infty} R(n, D, \epsilon).
\]

In the following, by abuse of notation, we treat the \( n \)-fold Cartesian product \( X^n \) (resp. \( Y^n \)) as the alphabet \( X \) (resp. \( Y \)). We will denote an \( n \)-length sequence of symbols \((a_1, a_2, \cdots, a_n)\) by \( a^n \). By considering the \( n \)-length source sequence \( X^n \) (resp. \( Y^n \)) as the source symbol \( X \) (resp. \( Y \)), and the distortion measure \( d_\epsilon \) for each blocklength \( n \) as the distortion measure \( d \), our main results can be directly applied to \( n \)-length source sequences. Then, we have the next upper and lower bounds to \( R^*(D, \epsilon) \).

Theorem 6. For any given source \( \{X^n\} \), sequence of distortion measures \( \{d_\epsilon\} \), constant \( D \geq 0 \), and \( 0 \leq \delta < \epsilon \leq 1 \), we have
\[
\rho(D, \epsilon) \leq R^*(D, \epsilon) \leq \rho(D, \delta),
\]
where
\[
\rho(D, \epsilon) \doteq \limsup_{n \to \infty} \frac{1}{n} \log \min_{\text{P}_{XY} \in \mathcal{W}(Y|X): \Pr[d_\epsilon(X^n, Y^n) > D] \leq \epsilon} \mu(P_{X|Y})
\leq \limsup_{n \to \infty} \frac{1}{n} I_\infty(X^n; Y^n),
\]
Since this theorem can be easily proved by Theorems 2 and 3, we omit the proof.

By using this theorem, we can characterize \( R^*(D, \epsilon) \) for some special cases as shown in the following corollaries.

Corollary 2. When \( \rho(D, \epsilon) \) is upper semicontinuous (cf. e.g. [16] or [17]) at \( \epsilon \in (0, 1) \), i.e., \( \lim \sup_{\delta \to \epsilon} \rho(D, \delta) \leq \rho(D, \epsilon) \), we have
\[
R^*(D, \epsilon) = \rho(D, \epsilon) = \lim \sup_{\delta \to \epsilon} \rho(D, \delta).
\]

Corollary 3. When \( R^*(D, \epsilon) \) is upper semicontinuous at \( \epsilon \in (0, 1) \), we have,
\[
R^*(D, \epsilon) = \lim \inf_{\delta \to \epsilon} \rho(D, \delta).
\]

Corollary 4. When the source satisfies the strong converse property [3], i.e.,
\[
R^*(D, \epsilon) = \lim \inf_{\delta \to 0} R^*(D, \delta), \quad \forall \epsilon \in (0, 1),
\]
we have for any \( \epsilon \in (0, 1) \),
\[
R^*(D, \epsilon) = \rho(D, \epsilon) = \lim \sup_{\delta \to \epsilon} \rho(D, \delta).
\]

Proof. According to the assumption of this corollary, \( R^*(D, \epsilon) \) is lower and upper semicontinuous at \( \epsilon \in (0, 1) \). Hence, the corollary follows from Corollary 3. \( \square \)

Remark 4. This corollary holds for i.i.d. sources, because they satisfy the strong converse property (cf. [3] or [7]).

Since Corollaries 2 and 3 can be proved easily from a simple property of semicontinuity, we give proofs of these corollaries in Appendix A.

In the above theorem, we attempt to characterize the limit of the minimum rate of codes such that the error probability must be less than \( \epsilon \) for every blocklength \( n \). Since this condition is somewhat rigid, we fail to characterize the limit in general. So, instead of characterizing \( R^*(D, \epsilon) \)
directly, we consider “pessimistic” and “optimistic” limits, i.e., \( \limsup_{\delta \to 0} R^*(D, \delta) \) and \( \liminf_{\delta \to 0} R^*(D, \delta) \), respectively.

**Theorem 7.** For any given source \( \{X^n\} \), sequence of distortion measures \( \{d_n\} \), constant \( D \geq 0 \), and \( 0 \leq \varepsilon \leq 1 \), we have

\[
\begin{align*}
\limsup_{\delta \to 0} R^*(D, \delta) &= \lim_{\delta \to 0} \rho(D, \delta), \\
\liminf_{\delta \to 0} R^*(D, \delta) &= \lim_{\delta \to 0} \rho(D, \delta).
\end{align*}
\]

(17) (18)

Since this theorem can be also proved easily from a simple property of semicontinuity, we give the proof in Appendix A.

**Remark 5.** The RD function \( R^*(D) \) can be defined by (cf. [3])

\[ R^*(D) \triangleq \lim_{\delta \to 0} R^*(D, \delta). \]

According to Lemma 8 (in Appendix A) and Theorem 7, the RD function can be characterized as

\[ R^*(D) = \lim_{\delta \to 0} \rho(D, \delta). \]

6. **Polynomial-Time Computable Achievability Bounds for i.i.d. Binary Sources**

In order to demonstrate the tightness of our results, we show numerical examples of our achievable bound for i.i.d. sources.

In this section, we once again deal with \( n \)-length source sequences. Especially, we consider the binary case \( X^n = Y^n = \{0, 1\}^n \), and the i.i.d. binary source sequence \( X^n \) on \( X^n \) such that \( P_X(x^n) = \prod_{i=1}^n P_X(x_i) \), where \( P_X(0) = 1 - p \) and \( P_X(1) = p \) for a certain constant \( 0 \leq p \leq 1 \). Throughout this section, we assume that \( 0 \leq D < p \).

We use the Hamming distance function as a distortion measure, i.e., \( d(x^n, y^n) = d_n^H(x^n, y^n) \), where \( d_n^H \) is the Hamming distance defined as \( d_n^H(x^n, y^n) = \sum_{i=1}^n 1 \{x_i \neq y_i\} \).

For \( a^n \in \{0, 1\}^n \), let \( w(a^n) \) be the Hamming weight of \( a^n \), i.e., \( w(a^n) = d_n^H(a^n, 0^n) \), where \( 0^n \) denotes the \( n \)-length all-zero sequence. Then, for \( a^n \in \{0, 1\}^n \) and \( r \geq 0 \), we define the ball \( B_r(a^n) \) of radius \( r \) centered at \( a^n \) as \( B_r(a^n) = \{b^n \in \{0, 1\}^n : d_n^H(a^n, b^n) \leq r\} \), and define the sphere \( S_r \) of the ball \( B_r(0^n) \) as \( S_r = \{a^n \in \{0, 1\}^n : w(a^n) = r\} \).

Since our achievability bound involves optimization problem over conditional probability distributions, it is hard to compute directly in general. Hence, instead of finding the optimal distribution, we fix a conditional distribution, and use a somewhat loose bound. Specifically, instead of using the bound of Theorem 2 (i.e., the following (19)), we use the following loose bound (20) for a fixed conditional distribution \( \hat{P}_{Y|X^n} \in \{P_{Y|X^n} \in \mathcal{W}(Y^n | X^n) : \Pr[d(X^n, Y^n) > D] \leq \delta\} \):

\[
M^*(D, \varepsilon) \leq \min_{P_{Y|X^n} \in \mathcal{W}(Y^n | X^n) : \Pr[d(X^n, Y^n) > D] \leq \delta} \left\lfloor \mu(P_{X^n} \cdot \hat{P}_{Y|X^n}) \ln \frac{1 - \delta}{\varepsilon - \delta} \right\rfloor, \quad (19)
\]

where \( P_{X^n} \cdot \hat{P}_{Y|X^n} \in \mathcal{P}(X^n \times Y^n) \) is a joint probability distribution such that \( P_{X^n} \cdot \hat{P}_{Y|X^n}(x^n, y^n) = P_{X^n}(x^n) \hat{P}_{Y|X^n}(y^n | x^n) \). Although this bound (20) does not involve the optimization problem, it may be looser than that of Theorem 2 and it still needs to compute \( \mu(P_{X^n} \cdot \hat{P}_{Y|X^n}) \). Hence, we need to choose a “good” distribution \( \hat{P}_{Y|X^n} \) such that the above bound (20) becomes tight and \( \mu(P_{X^n} \cdot \hat{P}_{Y|X^n}) \) can be easily computed.

In the following two subsections, we will give two such good distributions. But before we give them, we consider two simple distributions

\[
\begin{align*}
\hat{P}_{Y|X^n}^{(1)}(y^n | x^n) &= 1(y^n = x^n), \\
\hat{P}_{Y|X^n}^{(2)}(y^n | x^n) &= \frac{1(1 - d(x^n, y^n) \leq D)}{\sum_{y^n' \in Y^n} 1(1 - d(x^n, y^n') \leq D)}
\end{align*}
\]

for a better understanding of the bound (20). Since these distributions satisfy \( \Pr[d(X^n, Y^n) > D] = 0 \), these can be used to the bound (20). Then, one can easily check that

\[
\begin{align*}
\mu(P_{X^n} \cdot \hat{P}_{Y|X^n}^{(1)}) &= 2^n, \\
\mu(P_{X^n} \cdot \hat{P}_{Y|X^n}^{(2)}) &= \frac{2^n}{\lfloor D \rfloor},
\end{align*}
\]

(21) (22)

where we use the notation

\[
\binom{n}{k} = \sum_{i=0}^{k} \binom{i}{i},
\]

and the fact that \( \sum_{y^n' \in Y^n} 1(1 - d(x^n, y^n') \leq D) = \lfloor \frac{n}{\lfloor D \rfloor} \rfloor \), where \( \lfloor \cdot \rfloor \) denotes the floor function, and \( \binom{n}{i} \) denotes the binomial coefficient. These can be easily computed, but the bound using (21) is trivial, and the bound using (22) does not depend on the probability distribution of the i.i.d source. Hence, these distributions give loose bounds in general.

6.1 Uniform Weighing Distribution

For the probability distribution \( P_{X^n} \) of an i.i.d. binary source, and the equiprobable distribution \( U_{X^n} \) on \( X^n = \{0, 1\}^n \), i.e., \( U_{X^n}(x^n) = \frac{1}{2^n} \) for all \( x^n \in X^n \), Kostina and Verdú [7] showed that \( \beta_{1\varepsilon}(P_{X^n}, U_{X^n}) \) can be optimized by the function \( \phi^*: X^n \to [0, 1] \) such that

\[
\phi^*(x^n) = \begin{cases} 
1 & \text{if } w(x^n) \leq r^*_\varepsilon, \\
\alpha_\delta & \text{if } w(x^n) = r^*_\varepsilon + 1, \\
0 & \text{if } w(x^n) \geq r^*_\varepsilon + 2,
\end{cases}
\]

where

\[
r^*_\varepsilon = \max \left\{ r : \sum_{k=0}^{n} \binom{n}{k} p^r (1 - p)^{n-k} \leq 1 - \delta \right\},
\]

and \( \alpha_\delta \in [0, 1] \) is a solution to
\[
\sum_{k=0}^{r^*_i} \binom{n}{k} p^k (1-p)^n-k + \alpha \delta \binom{n}{r^*_i+1}(1-p)^n-r^*_i-1 = 1 - \delta.
\]

On the other hand, let us recall that, in the proof of Theorem 4, we set
\[
\phi^*(x^n) = \sum_{y^n \in \mathcal{Y}^n} P_{Y^n|X^n}(y^n|x^n) 1[d(x^n, y^n) \leq D].
\]
This implies that \( P_{Y^n|X^n} \) satisfying this equality may be a good distribution of our achievability bound. For this reason, we consider the conditional probability distribution \( \tilde{P}_{Y^n|X^n} \in \mathcal{W}(\mathcal{Y}^n|\mathcal{X}^n) \) defined as
\[
\tilde{P}_{Y^n|X^n} (y^n|x^n) = \begin{cases} 
1 & \text{if } w(x^n) \leq r^*_i, \\
\alpha \delta & \frac{1}{n} \left[ \sum_{l=0}^{r^*_i-1} \binom{n}{l} p^l (1-p)^{n-l} \right] \frac{1}{n} \\
1 - \alpha \delta & \frac{1}{n} \left[ \sum_{l=0}^{r^*_i-1} \binom{n}{l} p^l (1-p)^{n-l} \right] \frac{1}{n} \\
1 & \text{if } w(x^n) \geq r^*_i + 2,
\end{cases}
\]
where
\[
x^*_m \triangleq \arg \max_{x^n \in \mathcal{X}^n} d(x^n, x^m).
\]
If there are more than one sequences maximizing \( d(x^n, x^m) \), choose any one of them as \( x^*_m \). Note that \( x^*_m \) is a function of \( x^n \).

According to Lemma 3 given below, this distribution is well-defined when \( r^*_i \geq nD \). When \( r^*_i + 1 \leq nD \) for \( 0 \leq \delta < \epsilon \leq 1 \), we employ the encoder that encodes all sequences \( x^n \in \mathcal{X}^n \) into \( \mathcal{Y}^n \). Then, we have \(|f|_1 = 1\) and
\[
\Pr[d(X^n, f(X^n)) \leq D] \geq \sum_{k=0}^{r^*_i+1} \frac{n}{k} p^k (1-p)^{n-k} \geq 1 - \epsilon.
\]
This implies that \( M^*(D, \epsilon) = 1 \). Hence, our main interest is the case where \( r^*_i + 1 > nD \), i.e., \( r^*_i \geq nD \).

From a viewpoint of the usual random coding method (which we also use to give the achievability bound), a conditional distribution \( P_{Y^n|X^n} \) plays a role of weighting to candidates of reproduction sequences for a given source sequence. Intuitively, the above conditional distribution \( \tilde{P}_{Y^n|X^n} \) uniformly maps each high probability source sequence to reproduction sequences within the distortion \( D \), and each low probability source sequence to reproduction sequences near the origin \( 0^n \). In other words, this distribution uniformly weights all reproduction sequences within the distortion \( D \) for possible source sequences.

By employing this distribution to the bound (20), we have the next upper bound for i.i.d. sources.

**Theorem 8.** Let \( P_{X^n}(x^n) = \prod_{i=1}^n P_X(x_i) \) be the probability distribution for the i.i.d. binary source, where \( P_X(1) = p \). Then, for \( 0 \leq D < p \leq \frac{1}{2} \), and \( 0 \leq \delta < \epsilon \leq 1 \), if \( r^*_i \geq nD \), we have
\[
M^*(D, \epsilon) \leq \frac{1}{\binom{n}{[\delta]} + 1} \frac{1}{\binom{n}{[\delta+1]} + 1} \ln \frac{1 - \epsilon}{\epsilon - \delta}.
\]

**Remark 6.** Since the time complexity of binomial coefficient \( \binom{n}{\delta} \) is \( O(nk) \), the time complexity of \( \binom{n}{\delta} \) is \( O(nk^2) \). Hence, this bound can be computed in polynomial time at most \( O(n^3) \) because time complexity of each component of the bound is at most \( O(n^3) \).

**Remark 7.** By using the same argument of the proof of [7, Theorem 23], the RHS of the above inequality will be asymptotically characterized by \( \exp(\sigma h(D + \sigma h(D - n(h(D) + o(n)))) \). Thus, this bound is not asymptotically optimal, but as will be later shown, there exist some cases where it is tight for small blocklengths.

To prove Theorem 8, we use the following two lemmas. We give proofs of these lemmas in Appendix B.

**Lemma 3.** Suppose that \( r^*_i \geq nD \). Then, for any given \( (x^n, y^n) \in \mathcal{X}^n \times \mathcal{Y}^n \) with \( w(x^n) \geq r^*_i + 1 \), if \( d(x^*_m, y^n) \leq D \), then \( d(x^n, y^n) > D \).

**Lemma 4.** Suppose that \( r^*_i \geq nD \). Then, we have
\[
\sup_{x^n \in \mathcal{X}^n} \tilde{P}_{Y^n|X^n} (y^n|x^n) = \begin{cases} 
1 & \text{if } w(y^n) \leq r^*_i + [nD], \\
\alpha \delta & \frac{1}{n} \left[ \sum_{l=0}^{r^*_i-1} \binom{n}{l} p^l (1-p)^{n-l} \right] \frac{1}{n}.
\end{cases}
\]

Now, we prove Theorem 8.

**Proof of Theorem 8.** For the distribution \( \tilde{P}_{Y^n|X^n} \) defined by (23), we have
\[
\Pr[d(X^n, Y^n) \leq D] = \sum_{x^n \in \mathcal{X}^n} P_{X^n}(x^n) \sum_{y^n \in \mathcal{Y}^n: d(x^n, y^n) \leq D} \tilde{P}_{Y^n|X^n} (y^n|x^n) \]
\[
= \sum_{x^n \in \mathcal{X}^n} P_{X^n}(x^n) \sum_{y^n \in \mathcal{Y}^n: d(x^n, y^n) \leq D} \frac{1}{\binom{n}{[\delta]} + 1} \frac{1}{\binom{n}{[\delta+1]} + 1} \ln \frac{1 - \epsilon}{\epsilon - \delta}.
\]
On the other hand, we have
\[
\sum_{y' \in Y, x' \in X} \tilde{P}^{[\delta]}_{Y|X}(y'|x^n) = \sum_{y' \in Y, x' \in X} \frac{1}{n} \sum_{y' \in Y, x' \in X} \alpha_{y'}(y', x') + \sum_{y' \in Y, x' \in X} \alpha_{y'}(y', x')
\]
where the first equality comes from Lemma 4. Thus, by using the bound (20), we have the theorem. \(\square\)

6.2 Spherical Weighting Distribution

Let \(r_\delta\) be an integer such that
\[
\sum_{k=0}^{r_\delta} \binom{n}{k} p^k (1-p)^{n-k} \geq 1 - \delta,
\]
and \(w_\delta\) be an integer such that
\[
w_\delta = \max\{\lceil nD \rceil, \min(r_\delta, \lfloor (1/D - 1)\lceil nD \rceil \rfloor - 1)\}.
\]

Then, we employ the next distribution as a good distribution.
\[
\tilde{P}^{[\delta]}_{Y|X}(y'|x^n) = \begin{cases} 
1 & \text{if } \lceil nD \rceil < w(x^n) \leq w_\delta, \\
1 & \text{if } w_\delta < w(x^n) \leq r_\delta, \\
0 & \text{otherwise},
\end{cases}
\]
where \(A^k_{\delta}(x^n) \triangleq B_\delta(x^n) \cap S_k\),
\[
k(r, D) = \begin{cases} 
f(r, D) & \text{if } f(r, D) = r - \lceil nD \rceil \mod 2, \\
f(r, D) + 1 & \text{otherwise},
\end{cases}
\]
and \(f(r, D) \triangleq \lfloor \frac{r - \lceil nD \rceil}{1 - D} \rfloor\).

Intuitively, this conditional distribution uniformly maps each high probability source sequence to reproduction sequences within the distortion \(D\) on the partial sphere \(A^k_{\delta}(x^n)\), and each low probability source sequence to the origin \(0\). Thus, for possible source sequences, this distribution uniformly weights all reproduction sequences in the partial sphere \(A^k_{\delta}(x^n)\). Dumer et al. [18] used this kind of distribution to derive an upper bound to the minimum number of balls of radius \(r\) covering a ball of radius \(s > r\), and they showed the bound is asymptotically tight.

For \(A^k_{\delta}(x^n)\) defined above, we have the following two lemmas.

**Lemma 5.** For integers \(r, k, w \in \{0, 1, \cdots, n\}\), and any \(x^n \in S_r\), we have
\[
|A^k_{\delta}(x^n)| = A^k_{\delta}(r, n),
\]
where
\[
A^k_{\delta}(r, n) \triangleq \begin{cases} 
0 & \text{if } \max\{0, r - k\} > \lceil \frac{w_\delta - k}{2} \rceil, \\
\min\{r, k\} & \text{if } \sum_{i=\max\{0, r-k\}}^{\min\{r, k\}} i \leq n - r, \\
\sum_{i=\max\{0, r-k\}}^n i & \text{otherwise}. 
\end{cases}
\]

**Lemma 6.** \(A^k_{\delta}(x^n)\) is not empty for any \(x^n \in \{0, 1\}^n\) satisfying \(nD < w(x^n) \leq (1/(1 - D))\lceil nD \rceil - 1\).

We give proofs of these lemmas in Appendix C. We note that, according to Lemma 6, distribution \(\tilde{P}^{[\delta]}_{Y|X}\) is well-defined because \(\lceil A^k_{\delta}(x^n) \rceil \geq 1\) if \(x^n\) satisfies \(nD < w(x^n) \leq w_\delta\).

By employing the above distribution \(\tilde{P}^{[\delta]}_{Y|X}\) on the bound (20), we have the next upper bound for i.i.d. sources.

**Theorem 9.** Let \(P_X(x^n) = \prod_{i=1}^n P_X(x_i)\) be the probability distribution for the i.i.d. binary source, where \(P_X(1) = p\). Then, for any \(0 \leq D < p \leq \frac{1}{2}, 0 \leq \delta < \epsilon \leq 1\), and any \(n > 0\), we have
\[
M^*(D, \epsilon) \leq \left( 1 + \sum_{k=0}^{r_\delta} \binom{n}{k} + \sum_{r=\lceil nD \rceil + 1}^{n} \frac{\binom{n}{r}}{A^k_{\delta}(r, n)} \right) \ln \frac{1 - \delta}{\epsilon - \delta}.
\]

**Remark 8.** Since the time complexity of binomial coefficient \(\binom{n}{k}\) is \(O(nk)\), the time complexity of \(A^k_{\delta}(r, n)\) is at most \(O(n^2)\). Hence, \(\sum_{r=\lceil nD \rceil + 1}^{n} \frac{\binom{n}{r}}{A^k_{\delta}(r, n)}\) can be computed in polynomial time at most \(O(n^3)\), and also this achievability bound can be computed in the same order.

**Remark 9.** Since the RHS of the above inequality is almost same as [18, RHS of (14)], it will be asymptotically characterized by \(\exp(nh(p) - nh(D) + O(n))\). Thus, this bound may be asymptotically optimal. In fact, for later numerical examples, this bound is very tight.

To prove Theorem 9, we use the following lemma. The proof of the lemma is shown in Appendix D.

**Lemma 7.** We have
\[
\sup_{x^n \in X^n} \tilde{P}^{[\delta]}_{Y|X}(y'|x^n) = \begin{cases} 
1 & \text{if } y^n \in \{0^n \} \cup S_{w_\delta + 1}^{w_\delta}, \\
A^k_{\delta}(r, n) & \text{if } y^n \in S_{k(r, D)}^{w_\delta + 1} \cap \{0^n \} \cup S_{w_\delta + 1}^{w_\delta}, \\
0 & \text{otherwise},
\end{cases}
\]
where \([-\cdot]^c\) denotes the complement of the set, and \(S_{w_\delta + 1}^{w_\delta + 1} = \bigcup_{w_\delta + 1 \leq s \leq w_\delta} S_s\).

Now we prove Theorem 9.

**Proof of Theorem 9.** For the distribution \(\tilde{P}^{[\delta]}_{Y|X}\) defined by (29), we have
\[
\Pr[d(X^n, Y^n) \leq D] \geq \sum_{x^n: d(x^n) \leq D} P_X(x^n) + \sum_{x^n: d(x^n) > D} P_X(x^n) \\
\times \frac{1}{|A(x^n, D)|} \sum_{y^n \in [nD]} P_{Y^n|X^n}(y^n|x^n) \\
+ \sum_{x^n, y^n \in [nD]} P_X(x^n) \\
= \sum_{x^n \in X^n: d(x^n) \leq D} P_X(x^n) \\
\geq 1 - \delta,
\]

where the last inequality comes from the property (28) of \( r_0 \).

On the other hand, according to Lemma 7, we have

\[
\sum_{y^n \in Y^n} \max_{x^n \in X^n} \frac{\tilde{P}_x}{P_Y(y^n|x^n)} \\
\leq 1 + \sum_{k=0}^{r_0} |S_k| + \sum_{r=nD+1}^{\infty} \sum_{y^n \in Y^n} \frac{1}{A(r, n)} \\
= 1 + \sum_{k=0}^{r_0} \binom{r}{k} + \sum_{r=nD+1}^{\infty} A(r, n),
\]

where the last equality comes from the fact that \( |S_k| = \binom{r}{k} \).

Thus, by using the bound (20), we have the theorem. \( \square \)

### 6.3 Numerical Examples

In this section, we show numerical examples for our two polynomial-time computable achievability bounds, and compare our bounds to Kostina and Verdú’s achievability and converse bounds [7, Theorems 20 and 21].

Figure 1 shows bounds to the rate \( R(n, D, \epsilon) \) for a less biased source, i.e., \( p \) is close to a half. As shown in this figure, the achievability bound of Theorem 8 is tighter than other achievability bounds for small blocklengths. Unfortunately, this bound is looser than other bounds for large blocklengths. On the other hand, the achievability bound of Theorem 9 is tighter than other achievability bounds for large blocklengths, where we use \( r_0^* + 1 \) as \( r_0 \).

Figure 2 shows bounds to the rate \( R(n, D, \epsilon) \) for a biased source, i.e., \( p \) is close to zero. Unlike the previous example, the achievability bound of Theorem 8 is looser than other achievability bounds for almost all blocklengths. On the other hand, the achievability bound of Theorem 9 is very tight for almost all blocklengths.

It is confirmed by several experiments that the achievability bound of Theorem 9 has more advantage over Kostina and Verdú’s bound as \( \epsilon \) becomes smaller. On the other hand, it is also confirmed that for large \( \epsilon \) (roughly over 0.01), our bound almost coincides to their bound.

In these examples, we set \( \delta = 0.9\epsilon \). According to our several experiments, this value tightens our achievability bounds. In fact, when \( \delta \) is increased or decreased from

### 7. Conclusion

This paper has dealt with the fixed-length lossy compression, and gave achievability bound (Theorem 2) and converse bound (Theorem 3) for the minimum number \( M^*(D, \epsilon) \) of codewords by using \( \mu(P_{XY}) \) and equivalently the \( \alpha \)-mutual information of order infinity. By using these bounds, in Corollaries 2–4, we have shown that there exist several cases where \( R^*(D, \epsilon) \) is characterized by the \( \alpha \)-mutual information of order infinity. On the other hand, in Theorem 7, we have shown that \( \lim \sup_{\delta \to 0} R^*(D, \delta) \) and \( \lim \inf_{\delta \to 0} R^*(D, \delta) \) are completely characterized by the \( \alpha \)-mutual information of order infinity. We have also gave numerical examples of two polynomial-time computable achievability bounds for i.i.d. binary sources in Sect. 6. Each of these bounds is induced by our achievability bound (i.e., Theorem 2) by choosing a good conditional distribution. Then, we have shown that there exist cases where these achievability bounds are tighter than that of Kostina and Verdú [7].
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Appendix A:

In this appendix, we give proofs of Corollary 2, Corollary 3, and Theorem 7.

Before we give the proofs, we show the next fundamental lemma.

Lemma 8. For a real-valued non-increasing function \( f \), we have

\[
\limsup_{x \to x_0} f(x) = \lim_{x \uparrow x_0} f(x), \quad (A-1)
\]

\[
\liminf_{x \to x_0} f(x) = \lim_{x \downarrow x_0} f(x), \quad (A-2)
\]

where

\[
\limsup_{x \to x_0} f(x) = \limsup_{\epsilon \to 0^+} \{ f(x) : 0 < |x - x_0| < \epsilon \},
\]

\[
\liminf_{x \to x_0} f(x) = \liminf_{\epsilon \to 0^+} \{ f(x) : 0 < |x - x_0| < \epsilon \}.
\]

Proof. From the definition of the limit superior, we have

\[
\limsup_{x \to x_0} f(x) = \limsup_{\epsilon \to 0^+} \{ f(x) : x \in (x_0 - \epsilon, x_0 + \epsilon) \setminus \{x_0\} \} = \limsup_{\epsilon \to 0^+} \{ f(x) : x \in (x_0 - \epsilon, x_0 - \epsilon/2) \}.
\]

where the second equality comes from the fact that \( f \) is a non-increasing function, and

\[
\sup \{ f(x) : x \in (x_0 - \epsilon, x_0 + \epsilon) \setminus \{x_0\} \} = \sup \{ f(x) : x \in (x_0 - \epsilon, x_0 - \epsilon/2) \}.
\]

On the other hand, we have

\[
f(x_0 - \epsilon/2) \leq \sup \{ f(x) : x \in (x_0 - \epsilon, x_0 - \epsilon/2) \} \leq f(x_0 - \epsilon).
\]

By taking the right hand limit on both sides, we have

\[
\limsup_{\epsilon \to 0^+} \{ f(x) : x \in (x_0 - \epsilon, x_0 - \epsilon/2) \} = \lim_{\epsilon \to 0^+} f(x_0 - \epsilon).
\]

This completes the proof of (A-1). The proof of (A-2) can be done similarly.

Now, we give proofs of Corollaries 2 and 3.

Proof of Corollary 2. Since \( \rho(D, \epsilon) \) is upper semicontinuous at \( \epsilon \), we have

\[
\limsup_{\delta \to \epsilon} \rho(D, \delta) \leq \rho(D, \epsilon) \leq R' (D, \epsilon) \leq \limsup_{\delta \to \epsilon} \rho(D, \delta), \quad (A-3)
\]

where the left-most inequality comes from the definition of the upper semicontinuity, and right two inequalities come from Theorem 6. On the other hand, since \( \rho(D, \epsilon) \) is a non-increasing function for \( \epsilon \in (0, 1) \), we have

\[
\lim_{\delta \to \epsilon} \rho(D, \delta) = \limsup_{\delta \to \epsilon} \rho(D, \delta), \quad (A-4)
\]
where the equality comes from Lemma 8. By combining (A-3) and (A-4), we have the corollary.

**Proof of Corollary 3.** First, we show (15). According to Theorem 6, we have

\[
R'(D, \delta) \leq \lim_{\delta \to \epsilon} \rho(D, \delta) \leq \lim_{\delta \to \epsilon} R'(D, \delta). \tag{A-5}
\]

On the other hand, since \( R'(D, \epsilon) \) is upper semicontinuous at \( \epsilon \) and a non-increasing function, we have

\[
\lim_{\delta \to \epsilon} R'(D, \delta) = \limsup_{\delta \to \epsilon} R'(D, \delta) \leq R'(D, \epsilon), \tag{A-6}
\]

where this equality comes from Lemma 8, and the inequality comes from the definition of the upper semicontinuity. Now, by combining (A-5) and (A-6), we have (15).

Next, we show (16). According to Theorem 6, we have

\[
\lim_{\delta \to \epsilon} R'(D, \delta) \leq \rho(D, \epsilon) \leq R'(D, \epsilon). \tag{A-7}
\]

On the other hand, since \( R'(D, \epsilon) \) is lower semicontinuous at \( \epsilon \) and a non-increasing function, we have

\[
R'(D, \epsilon) \leq \liminf_{\delta \to \epsilon} R'(D, \delta) = \lim_{\delta \to \epsilon} R'(D, \delta), \tag{A-8}
\]

where the equality comes from Lemma 8, and the inequality comes from the definition of the lower semicontinuity. Now, by combining (A-7) and (A-8), we have (16).

The proof of Theorem 7 is as follows.

**Proof of Theorem 7.** Since \( R'(D, \delta) \) is a non-increasing function for \( \delta \), we have

\[
\limsup_{\delta \to \epsilon} R'(D, \delta) = \lim_{\gamma \to 0} R'(D, \epsilon - \gamma) = \lim_{\gamma \to 0} R'(D, \epsilon - \gamma).
\]

On the other hand, according to Theorem 6, we have for any \( \gamma > 0 \),

\[
\rho(D, \epsilon - \gamma) \leq R'(D, \epsilon - \gamma) \leq \rho(D, \epsilon - 2\gamma).
\]

Now, by taking the right hand limit on both sides, we have

\[
\lim_{\gamma \to 0} R'(D, \epsilon - \gamma) = \lim_{\gamma \to 0} \rho(D, \epsilon - \gamma).
\]

This implies (17).

The equality (18) can be proved in a similar way.

**Appendix B:**

In this appendix, we give proofs of Lemmas 3 and 4.

In the proofs of the lemmas, for a sequence \( x^n \in [0, 1]^n \) and a permutation \( \rho : \{1, 2, \cdots, n\} \to \{1, 2, \cdots, n\} \), we denote the permuted sequence of \( x^n \) as \( \rho \circ x^n \), i.e., \( \rho \circ x^n = (x_{\rho(1)}, x_{\rho(2)}, \cdots, x_{\rho(n)}) \).

Now, we give proofs of the lemmas.

**Proof of Lemma 3.** Let \( w(x^n) = \beta(\geq r^*_\delta + 1) \). For \( x^n \), let \( \rho \) be the permutation such that \( \rho \circ x^n = (1, \cdots, 1, 0, \cdots, 0) \). In other words, \( \rho \) permutes \( x^n \) so that the first \( \beta \) elements are all 1. On the other hand, if \( \beta \leq 2[nD] + 1 \), we consider the sequence \( \bar{x}^n \in X^n \) such that

\[
\bar{x}^n = (0, 0, \cdots, 0, 1, \cdots, 1, 0, \cdots, 0).
\]

Since \( r^*_\delta \geq [nD] \) and \( \beta \geq r^*_\delta + 1 \), we have \( w(\bar{x}^n) \leq [nD] \). Equivalently, for a permuted sequence \( \rho^{-1} \circ \bar{x}^n = (\bar{x}_{\rho^{-1}(1)}, \bar{x}_{\rho^{-1}(2)}, \cdots, \bar{x}_{\rho^{-1}(n)}) \), we have \( w(\rho^{-1} \circ \bar{x}^n) \leq [nD] \), where \( \rho^{-1} \) is the inverse function of \( \rho \). Hence, if \( \beta \leq 2[nD] + 1 \), we have

\[
d(x^n, x^n_{\max}) \geq d(x^n, \rho^{-1} \circ \bar{x}^n) = d(\rho \circ x^n, \rho \circ (\rho^{-1} \circ \bar{x}^n)) = d(\rho \circ x^n, \bar{x}^n) = \frac{[nD] + 1}{n}, \tag{A-9}
\]

and if \( \beta > 2[nD] + 1 \), we have

\[
d(x^n, x^n_{\max}) = d(x^n, 0^n) = \frac{\beta}{n} = \frac{2[nD] + 1}{n}. \tag{A-10}
\]

Thus, for any \( y^n \in Y^n \) such that \( d(x^n_{\max}, y^n) \leq D \), we have

\[
d(x^n, y^n) \geq d(x^n, x^n_{\max}) - d(x^n_{\max}, y^n) \geq \frac{[nD] + 1}{n} = D.
\]

where (a) comes from the triangle inequality of the distance, and (b) comes from (A-9) and (A-10). This completes the proof.

**Proof of Lemma 4.** First, we show (25). Let \( w(y^n) = \beta_1 (\leq r^*_\delta + [nD]) \), and \( \rho \) be the permutation such that first \( \beta_1 \) elements of \( \rho \circ y^n \) are all 1. Then, for \( x^n \in X^n \) such that first \( \beta_1 - [nD] \) elements are all 1 and the rest are all 0, we have \( w(\rho^{-1} \circ x^n) \leq r^*_\delta \) and \( d(\rho^{-1} \circ x^n, y^n) = d(\bar{x}^n, \rho \circ y^n) \leq D \). Thus, by the definition (23) of \( P^{\rho}_{\rho|x_{\max}} \), we have (25).

Next, we show (26). Since \( w(y^n) = r^*_\delta + 1 + [nD] \), for any \( x^n \in X^n \) such that \( w(x^n) \leq r^*_\delta \), we have

\[
d(x^n, y^n) \geq d(y^n, 0^n) - d(x^n, 0^n) \geq \frac{[nD] + 1}{n} = D.
\]

Further, for any \( x^n \in X^n \), we have

\[
d(x^n_{\max}, y^n) \geq d(y^n, 0^n) - d(x^n_{\max}, 0^n) \geq \frac{r^*_\delta + 1}{n} \geq \frac{[nD] + 1}{n} = D.
\]

where (a) comes from the definition (24) of \( x^n_{\max} \), and (b) comes from the assumption of this lemma. On the other
hand, let \( w(y^\rho) = \beta_2 = r^*_0 + 1 + \lceil nD \rceil \), and \( \rho \) be the permutation such that first \( \beta_2 \) elements of \( \rho \circ y^\rho \) are all 0. Then, for \( x^r \in X^n \) such that first \( \beta_2 - \lceil nD \rceil \) elements are all 1 and the rest are all 0, we have \( w((\rho^{-1} \circ x^r))^\rho = r^*_0 + 1 \) and \( d((\rho^{-1} \circ x^r), y^\rho) = d(x^r, \rho \circ y^\rho) \leq D \). Thus, by the definition (23) of \( P^{[i]}_{\rho(x,y)} \), we have (26).

Finally, we show (27). For any \( y^\rho \in Y^n \) such that \( w(y^\rho) \geq r^*_0 + 2 + \lceil nD \rceil \), we have for any \( x^r \in X^n \) such that \( w(x^r) \leq r^*_0 + 1 \),

\[
d(x^r, y^\rho) \geq d(y^\rho, 0^n) - d(x^r, 0^n)
\]

\[
\geq r^*_0 + 2 + \lceil nD \rceil - r^*_0 - 1
\]

\[
= \frac{\lceil nD \rceil + 1}{n} > D,
\]

(A·11)

and for any \( x^r \in X^n \),

\[
d(x_{\text{max}}, y^\rho) \geq d(y^\rho, 0^n) - d(x_{\text{max}}, 0^n)
\]

\[
\geq r^*_0 + 2 + \lceil nD \rceil = \frac{n}{n} > D,
\]

(a)

\[
\geq \frac{\lceil nD \rceil + 1}{n} = D,
\]

(b)

(A·12)

where (a) comes from the definition (24) of \( x_{\text{max}} \), and (b) comes from the assumption of the lemma. According to (23), inequalities (A·11) and (A·12) imply (27).

\[ \square \]

Appendix C:

In this appendix, we give proofs of Lemmas 5 and 6.

**Proof of Lemma 5.** For any given \( x^r \in S_r \), any \( y^\rho \in A^k_r(x^r) \) (= \( B_k(x^r) \cap S_r \)) can be obtained from \( x^r \) if and only if we replace \( i \) ones in \( x^r \) with zeros and \( i + k - r \) zeros in \( x^r \) with ones, where \( 0 \leq i \leq r, 0 \leq i + k - r \leq n - r \), and \( 2i + k - r \leq w \), i.e., \( \max(0, r - k) \leq i \leq \min \left[ r, n - k, \frac{w + r - k}{2} \right] \). This means that

\[
A^k_r(x^r) = \bigcup_{i=\max(0, r-k)}^{\min[r, n-k, \frac{w+r-k}{2}]} A_i,
\]

where

\[ \square \]

According to (A·13), \( A^k_r(x^r) \) is empty if and only if \( \max(0, r - k) > \frac{w + r - k}{2} \). Hence, by noting that \( A_i \cap A_j = \emptyset \) for any \( i \neq j \) and \( |A_i| = \binom{r}{i} \cdot \frac{r - i}{2} \), we have (30).

**Proof of Lemma 6.** According to Lemma 5, \( A^k_r(x^r) \) is not empty if \( \max(0, r - k) \leq \frac{w + r - k}{2} \). Hence, in order to show the emptiness of \( A^k_r(x^r, D) \), we show that \( 0 \leq \frac{w + r - k}{2} \) and \( r - k \leq \frac{w + r - k}{2} \) for \( r = w(x^r), w = \lceil nD \rceil, \) and \( k = k(r, D) \) such that \( w < r \leq \lfloor (1/D - 1)w \rfloor - 1 \). For this setting, we note that \( k(r, D) \leq w/D \leq n \).

First, we show that \( 0 \leq \frac{w + r - k}{2} \). To this end, we only have to show that \( w + r - k \geq 0 \). We have

\[
w + r - k \geq w + r - \frac{r - w}{1 - 2D} - 1
\]

\[
\geq \frac{2D(w) - 2Dr}{1 - 2D} - 1
\]

\[
\geq \frac{2D(w) - 2D(1/D - 1)w}{1 - 2D} - 1
\]

\[
= -1,
\]

where (a) follows since \( k = k(r, D) \leq \frac{w}{1 - 2D} + 1 \), and (b) comes from the fact that \( r < (1/D - 1)w \). Since \( w + r - k \) is an integer, \( w + r - k > -1 \) implies that \( w + r - k \geq 0 \).

Next, we show that \( r - k \leq \frac{w + r - k}{2} \). We have

\[
\frac{w + r - k}{2} - r + k \geq 0
\]

\[
\frac{w + r - k}{2} - 1 - r + k
\]

\[
= \frac{w - r + k}{2} - 1
\]

\[
= \frac{w - r + k}{2}
\]

Since \( \frac{w - r + k}{2} \) is an integer, we only have to show that \( w - r + k \geq 0 \). Now, we have

\[
w + r + k \geq w + r - \frac{r - w}{1 - 2D}
\]

\[
> 2D(r - w)
\]

\[
> 1 - 2D
\]

\[
\geq -1,
\]

where (a) follows since \( k = k(r, D) \geq \frac{r - w}{1 - 2D} \), and (b) comes from the fact that \( r > w \). Since \( w + r + k \) is an integer, \( w + r + k > -1 \) implies that \( w + r + k \geq 0 \).

Therefore, we have \( \max(0, r - k) \leq \frac{w + r - k}{2} \), and hence \( A^k_r(x^r, D) \) is not empty.

\[ \square \]

**Appendix D:**

In this appendix, we prove Lemma 7.

Before we give the proof, we show the next lemma.

**Lemma 9.** For integers \( r > 0 \) and \( r' > 0 \), we have \( k(r, D) \neq k(r', D) \) if and only if \( r \neq r' \).

**Proof.** We only show that \( r \neq r' \Rightarrow k(r, D) \neq k(r', D) \), because the opposite direction is trivial. Without loss of generality, we assume that \( r \geq r' + 1 \). Then, we have

\[
f(r, D) - f(r', D) > \frac{r - \lceil nD \rceil}{1 - 2D} - r' - \lceil nD \rceil
\]

\[
\geq r - r' - 1.
\]

Since both sides are integers, this inequality implies

\[ f(r, D) \geq f(r', D) + r - r'. \]  

(A·14)
According to this inequality (A.14), and the definition of $k(r, D)$, we have

$$k(r, D) \geq k(r', D).$$

Hence, in what follows, we show that $k(r, D) > k(r', D)$ in order to prove that $k(r, D) \neq k(r', D)$.

First, we assume that

$$f(r, D) = r - [nD] \pmod{2},$$
$$f(r', D) = r' - [nD] \pmod{2},$$

or

$$f(r, D) \neq r - [nD] \pmod{2},$$
$$f(r', D) \neq r' - [nD] \pmod{2}.$$  

In these cases, according to (A.14), we have

$$k(r, D) - k(r', D) = f(r, D) - f(r', D) \geq 1. \quad \text{(A.15)}$$

Secondly, we assume that

$$f(r, D) = r - [nD] \pmod{2},$$
$$f(r', D) = r' - [nD] \pmod{2}.$$  

Then, we will have

$$f(r, D) \geq f(r', D) + 2.$$  

In order to show this inequality, we only consider the case where $r = r' + 1$. This is because if $r \geq r' + 2$, from (A.14), we immediately have

$$f(r, D) \geq f(r', D) + r - r' \geq f(r', D) + 2.$$  

Since $r = r' + 1$ and $f(r, D) = r - [nD] \pmod{2}$, both of $f(r, D)$ and $r - [nD]$ are even or odd. If we assume that $r - [nD]$ is even (resp. odd), then $r' - [nD]$ is odd (resp. even), and hence $f(r', D)$ is even (resp. odd). Thus, both $f(r, D)$ and $f(r', D)$ are even (resp. odd). On the other hand, according to (A.14), $f(r, D) > f(r', D)$. Thus, we have

$$f(r, D) \geq f(r', D) + 2.$$  

Now, we have

$$k(r, D) - k(r', D) = f(r, D) - f(r', D) - 1 \geq 1. \quad \text{(A.16)}$$

Finally, we assume that

$$f(r, D) \neq r - [nD] \pmod{2},$$
$$f(r', D) = r' - [nD] \pmod{2}.$$  

Then, we have

$$k(r, D) - k(r', D) = f(r, D) + 1 - f(r', D) \geq 2. \quad \text{(A.17)}$$

Therefore, combining (A.15)–(A.17), we have $k(r, D) > k(r', D)$.

By using this lemma, we prove Lemma 7.

Proof of Lemma 7. First, we consider the case where $y^n \in \{0^n\} \cup S^\#_{w+1}$. Then, by the definition (29), we have

$$\sup_{x^n \in \mathbb{F}_2^n} \tilde{P}_{Y^n|X^n}(y^n|x^n) = 1. \quad \text{(A.18)}$$

Secondly, we consider the case where $y^n \in S_{\{r(D)\}} \cap \left(\{0^n\} \cup S^\#_{w+1}\right)^c$ for some $r \in \{\lfloor nD \rfloor + 1, \ldots, w_2\}$. Then, for any $x^n \in \mathcal{A}_{\lfloor nD \rfloor}(y^n)$, we have $y^n \in \mathcal{A}_{\lfloor nD \rfloor}(\lambda x^n) = \mathcal{A}_{\lfloor nD \rfloor}(\lambda x^n)^c$. Thus, by the definition (29), for any $x^n \in \mathcal{A}_{\lfloor nD \rfloor}(y^n)$, we have

$$\tilde{P}_{Y^n|X^n}(y^n|x^n) = \frac{1}{A_{\lfloor nD \rfloor}(r, n)}. \quad \text{(A.19)}$$

On the other hand, for any $x^n \in \mathcal{A}_{\lfloor nD \rfloor}(y^n)$, we will have

$$\tilde{P}_{Y^n|X^n}(y^n|x^n) = 0. \quad \text{(A.20)}$$

In order to show this equality (A.20), we separately consider two cases: One is $x^n \notin \mathcal{B}_{\lfloor nD \rfloor}(y^n)$ and the other is $x^n \notin S_r$. If $x^n \notin \mathcal{B}_{\lfloor nD \rfloor}(y^n)$, then $y^n \notin \mathcal{B}_{\lfloor nD \rfloor}(x^n)$, and hence obviously $y^n \notin \mathcal{A}_{\lfloor nD \rfloor}(\lambda x^n)^c$. Thus, $\tilde{P}_{Y^n|X^n}(y^n|x^n) = 0$ holds in this case. If $x^n \notin S_r$, then $x^n \in S_r^c$ for some $r' \neq r$. According to Lemma 9, we have $k(r, D) \neq k(r', D)$. Then, by recalling the fact that $y^n \in S_{\{r(D)\}}$, it holds that $y^n \in S_{\{r(D)\}} = S_{\{r(D)\}, D}$, and hence we have $y^n \notin \mathcal{A}_{\lfloor nD \rfloor}(\lambda x^n)^c$. Since $y^n \notin \{0^n\} \cup S^\#_{w+1}$, $\tilde{P}_{Y^n|X^n}(y^n|x^n) = 0$ also holds in this case. Hence, from (A.19) and (A.20), for any $y^n \in S_{\{r(D)\}} \cap \left(\{0^n\} \cup S^\#_{w+1}\right)$, we have

$$\sup_{x^n \in \mathbb{F}_2^n} \tilde{P}_{Y^n|X^n}(y^n|x^n) = \frac{1}{A_{\lfloor nD \rfloor}(r, n)}. \quad \text{(A.21)}$$

Finally, we consider the case where $y^n \notin \{0^n\} \cup S^\#_{w+1} \cup \bigcup_{r \in \{\lfloor nD \rfloor + 1, \ldots, w_2\}} S_{\{r(D)\}.}$ Then, by the definition, we have

$$\sup_{x^n \in \mathbb{F}_2^n} \tilde{P}_{Y^n|X^n}(y^n|x^n) = 0. \quad \text{(A.22)}$$

By combining (A.18), (A.21) and (A.22), we have the lemma. \qed
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