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ABSTRACT

The fast growth of computational technologies and unprecedented volume of data have

revolutionized the way we understand our society. While the social network structure is

commonly used to conceptualize and describe individuals and collectives in the highly con-

nected world, social network analysis becomes an important means of exploring insights

behind this social structure. The social networks usually keep evolving slowly over time,

this evolution can become very dramatic when facing external influences, which raised new

challenges for scholars in understanding the complex social phenomenon.

In the thesis, we concentrate on the dynamic evolution phenomena of social networks

caused by external factors from both interpersonal and inter-organizational perspectives:

rumor diffusion in online social media (i.e. interpersonal social network) and bankruptcy

evolution among the firms (i.e. inter-organizational network). Driven by real big data

resources, we applied various computational technologies to explore the behavioral patterns

in dynamic social networks and provide implications for solving these social problems.

From the individual perspective, we explore the rumor diffusion phenomenon in online

social media (i.e. Twitter in particular). With the extremely fast and wide spread of in-

formation, online trending rumors cause devastating socioeconomic damage before being

effectively identified and corrected. To fix the gap in real-time situation, we propose an

early detection mechanism to monitor and identify rumors in the online streaming social

media as early as possible. The rumor-related patterns (combining features of users atti-

tude and network structure in the information propagation) are first defined, as well as a

pattern matching algorithm for tracking the patterns in streaming data. Then, we analyze

the snapshots of data stream and alarm matched patterns automatically based on the sliding

window mechanism. The experiments in two different real Twitter datasets show that our

approach captures early signal patterns of trending rumors and have a good potential to be

used in real-time rumor discovery.
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From the organizational perspective, we understand the dynamic evolution phenomenon

of inter-firm network emerging from bankruptcy. When the bankruptcy transfers as a chain

among trade partners (i.e. firms), it causes serious socioeconomic concerns. Beyond pre-

vious studies in statistical analysis and propagation modeling, we focus on one underlying

human-related factor, the social network among senior executives of firms, and investigate

its effects on this social phenomenon. Based on empirical analysis of real Japanese firms

data in ten years, an agent-based model is particularly proposed to understand the role of

this human factor in two perspectives: the number of social partners and the local interac-

tion mechanism among firms (i.e. triangle structure in inter-firm social network). Using

both real and artificial datasets, the beneficial effects of a number of social partners are well

examined and validated in various simulated scenarios from both micro and macro levels.

Our results also indicate the influential strategies to keep firms resilience when facing the

bankrupt emergency.

In this context, besides the contributions we made in each research field respectively,

the study on two social phenomena enhances the understanding of dynamic independent

and interactive behaviors in complex social networks, and provides a good perspective to

seek solutions in other computational social problems.
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CHAPTER 1

INTRODUCTION

In this chapter, I introduce the basic definition of social networks and indicate the impor-

tant role of social network structure on understanding complex social problems. With this

motivation, the main contributions and overall structure of this thesis are also outlined.

1.1 Basic Definitions

The social network is a social structure made up of a set of social actors (such as individuals

or organizations), sets of dyadic ties, and other social interactions between actors. With

various social characters, researchers commonly study the social network to identify local

and global patterns, locate influential entities, and examine network dynamics. Overall, the

social network perspective provides a way to analyze the structure of whole social entities

using different methods, as well as to explain the patterns observed in these structures based

on a variety of theories.

There are two basic structural parts in a social network: the node (i.e. social actor) and

the link (i.e. relations between actors). Figure 1.1 represents an example of the social net-

work extracted from the friendship within a social group, where each node is a person, and

links are social relations between them. In the figure, the color represents the correspond-

ing modularity community of the nodes. Similar to modularity, other properties (such as

size, density, degree distribution, average distance, clustering coefficient, connected com-

ponents, etc.) are also commonly applied to measure the social network [1].

On the one side, each node in social networks can be defined based on three aspects,

including its position, event and relation [2]. In the position-based case, only actors who

are members of an organization or hold particular defined positions are considered as mem-

bers of the network [3]. An event-based approach defines the boundaries of the network
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Figure 1.1: A simple example of the social network based on friendship

based on whether a social actor has participated in focal events [4]. From the final aspect,

researchers extract a small population of people involved in the same interest group, then

expand new actors that having particular types of relationship with existing ones into the

network [5].

On the other side, the relations between nodes can be addressed from four categories:

similarity, interactions, social relations and flows [2]. First, many approaches capture the

similarities between actors, when they share typical kinds of variable-based attributes [6],

such as demographic characteristics, locations or group memberships. Interactions are

addressed as behavioral linkages among social actors [7] , such as calling, playing with or

helping. Social relations refer to the interpersonal ties [8], including kinship (or other types

of well-defined role relations like friendship) and affective ties (i.e. people’s feeling for

other members in the network). Flows are defined as exchanging or transferring relations

between actors, for instance, retweet flow [9]. Meanwhile, flow-based relations may occur

with other types of social relations and be used as proxies for each other. For instance, the

links in a retweet social work could also include ties between friends in Twitter.

Compared to the individual-level exploration, the network-based study provides dif-

ferent fundamental explanations of various social questions, such as whether relations be-

tween individuals or organizations should matter, and which ones matter more. Thus, as an
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important carrier of various computational technologies, the social networks are commonly

analyzed by researchers to understand the underlying insights of complex social problems.

In this context, I particularly investigate two complex social phenomena through the use of

social networks.

1.2 Summary of Contributions

In the thesis, I aim to explore two dynamic evolution phenomena of social networks: rumor

diffusion in online social media (i.e. interpersonal social network) and bankruptcy evolu-

tion among the firms (i.e. inter-organizational network). Driven by real big data resources,

I applied various computational technologies to explore behavioral patterns in dynamic so-

cial networks and provide implications for solving these social problems. The objectives

of both research problems are stated as follows respectively:

In the dynamic phenomenon of rumor diffusion in online social media, I made con-

tributions to identify rumor-related patterns at the early stage of trending rumor events in

streaming social media data. First, rumor patterns are designed combining both structure

and behavior features. Second, a pattern matching algorithm is developed to detect pat-

terns in streaming data automatically. Third, a sliding window mechanism is particularly

proposed to analyze the snapshots of data streams in the real-time.

In the dynamic phenomenon of bankruptcy evolution among firms, I studied the

influential role of one inter-firm human relationship (raised by firms’ senior executives)

in the bankrupt evolution process of the inter-firm trade network. The empirical data of

Japanese firms over ten years are analyzed firstly. Then, an agent-based model is proposed

to simulate the evolutionary process of bankruptcy-related phenomenon. Finally, two fac-

tors relevant to this inter-firm human relationship are examined and measured using series

of simulation scenarios.

Besides the contributions I made in each research field respectively, the study of two

computational social phenomena in this thesis enhances the understanding of dynamic in-

3



dependent and interactive behaviors in complex social phenomena, and provides good im-

plications to seek solutions to other computational social problems.

1.3 Outline of the Thesis

To track the research problems and objectives indicated above, the thesis is organized as

follows: In Chapter 2 Background, I review the relevant literature on dynamic social

network analysis from both technology and application perspectives and address its im-

portance. Then, the researches of two dynamic evolution phenomena in social networks

are presented in Chapter 3 Rumor Diffusion in Online Social Media and Chapter 4

Bankruptcy Evolution among Firms respectively. On the one side, an early rumor detec-

tion mechanism is proposed to capture the early signal patterns of trending rumor in stream-

ing Twitter data. On the other side, the effects of the inter-firm human factor in bankruptcy

evolution are well analyzed, modeled and examined using the agent-based simulation. The

correlations of two studies are discussed in Chapter 5 Discussion and Implication, to-

gether with their implications for understanding other computational social problems. In

the last chapter, I conclude this thesis and suggest the potential directions for future work.

The overall structure is described in Figure 1.2.
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Figure 1.2: The overall structure of this thesis
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CHAPTER 2

BACKGROUND

This chapter reviews the literature in the field of social network dynamic evolution. Start-

ing from the social network evolution phenomena, I describe the related research work

from both technology and application perspectives. Then, by discussing new challenges

in various dynamic social phenomena, two social problems, rumor diffusion in online so-

cial media and bankruptcy diffusion among firms, and their importance are explained and

argued.

2.1 Dynamic Evolution of Social Networks

In most real-life complex social scenarios, the involved actors usually join or leave from

time to time, while their social relations may also be created or dissolved consequently.

When applying the network structure to describe these scenarios, the corresponding social

networks are evolving over time. Such phenomenon is known as dynamic evolution phe-

nomena of social networks and computational research on this phenomenon is defined as

evolutionary social networks analysis [10].

One real example is given to depict the evolving social network phenomenon over time

in Figure 2.1. Since Apple released its first iPhone in 2007, the company has grown as one

of biggest technology giants in the world. To study Apple’s inventor innovation informa-

tion, Andr Vermeij collected its internal patent collaboration data from 2007 to 2012 and

reflected it in three visualized social network snapshots, where each node is an inventor and

each link represents the patent collaboration [11].

The dynamic process of social networks raised much inspiration for scholars to explore

interesting insights of the complex social phenomenon. Compared with the traditional so-

cial network analysis, its study requires the use of time in addition to the description of

6



Figure 2.1: An real example: the dynamic evolution of apple’s patent collaboration social
network over 6 years

social network structures [12], which brings new challenges in the many perspectives. For

example, key properties of social networks may change dramatically during the evolution

period; standard methodologies for static social networks cannot be easily extended in the

incremental (even streaming) environment; the adaptation of social behaviors and their

effects in the network also be tricky and attractive for researchers, etc. Facing these chal-

lenges, researchers have made many efforts to study the dynamic evolution process of social

networks and understand key concepts implied in the corresponding social phenomenon.

2.2 Literature Review

2.2.1 Overview of Research

Similar to the social network analysis (abbreviated as SNA), evolutionary social network

analysis (abbreviated as ESNA) is neither a theory nor a methodology [2]. Instead, it

provides a way of looking at a problem (i.e. social problem), then a way of explaining the

problem, or even a potential way of solving the problem. In a nutshell, SNA and ESNA

provides an environment to better understand various social phenomenons. Their studies

involve various computational technologies and perform on the social networks. From
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this perspective, ESNA is considered as an extension of SNA, which concentrates on the

dynamic (rather than static) network structure. Main research domains of the SNA and

ESNA are presented in Figure 2.2.

Figure 2.2: Main research domains of social network analysis (blue parts) and evolutionary
social network analysis (red parts)

In the Figure 2.2, starting from raw data sources, the study in the SNA extracts a social

network based on the social problem. Several research domains (including data manage-

ment, data mining, pattern searching and matching) can be conducted on this social net-

work environment. Then, various applications are studied by applying these social network

techniques, while social network models are built to quantify the construction of different

network structures (as well as key properties shown in). As this social network is evolving,

all of those research domains can be extended to the series of evolving social networks,

which are the main studies conducted in the ESNA. Also, evolution and transmission mod-

els of social networks are particularly involved in this new research field.

The literature in ESNA can mainly be distinguished into two categories, including
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maintenance methods and evolutionary analysis [10]:

On the one side, maintenance methods aim to maintain the results of analyzing process

continuously and incrementally in the evolving social networks. Therefore, research works

in this category generally extend the traditional methods (like classification, clustering, link

prediction and pattern searching) or develop new algorithms to handle the challenging of

dynamic networks.

On the other side, evolutionary analysis is desirable to quantify and understand the

observed changes in the underlying social networks. Thus, researchers either model the

structural changes to measure the evolution of networks or exam the mechanisms (or fac-

tors) engaged in the evolving process.

In this thesis, our work is mainly concentrated on the second parts (i.e. evolutionary

analysis) of the ESNA. Nevertheless, the research from this perspective is reviewed from

both methodology and application level in the following sections.

2.2.2 Methodology-level Review

In the methodological level, research in two classes of the ESNA has clear connections,

since the maintenance methods can also be used to enhance the understanding of natures in

the social network evolutionary. Therefore, instead of only distinguishing various method-

ologies, I organize the related work based on their purpose of using the methodology in this

section. The categorizations of different scenarios for social network evolutionary analysis

are summarized in Table 2.1.

Scholars in the first group made many efforts on the empirical data analysis from the

statistical inference. They not only studied the change of structural properties in the series

of social networks snapshots [3, 13] but also analyzed their temporal patterns occurred in

the evolution process from both macroscopic [14] and microscopic [15] levels. Such data

analysis can be characterized with a variety of traditional network measurements (such as

density, distribution, centrality and community structure), as well as time-related measure-
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Table 2.1: Key researches in the evolutionary analysis

Goal of Research Main Methodology
1. Analyze empirical data to Statistical methods
quantify the evolution over time
2. Study how entire social networks Mathematical models
form & evolve over time
3. Study how finer aspects in social Mathematical models and
networks form & evolve over time machine learning methods
4. Understand social processes & issues Machine learning and
performed in the dynamic evolving social networks simulation methods

ments like arriving speed, frequency, temporal ratio and so on.

The literature in another aspect of evolutionary analysis modeled the laws of evolution

in various social networks. In general, the evolving behavior of social networks is addressed

as a stochastic dynamic process, which indicates how local mechanisms (i.e. addition or

deletion of the nodes and links) shapes the global evolutionary of social networks. As

the traditional Erdős-Rényi model [16] is not able to well present many properties of social

networks, the preferential attachment models are proposed to observe the power-law degree

distribution in real social networks [17] [15]. Later, the increasing density and decreasing

diameter are taken into account in the Forest Fire model [18]. Also, Jackson and Watts

considered the incentives of individuals for the definition of improving paths [19], while

Tom A.B. Snijders et al. proposed to use stochastic actor-based models to flexibly represent

the dynamic process of social networks based on observed longitudinal data [20]. While

several typical mathematical models are discussed here, more related work can be referred

in the surveys [21, 22, 23].

In addition, a parallel body of work concentrated on the measurements of finer aspects

in evolving social networks. Statistical (i.e. mathematical) models are widely developed to

capture various finer structural characteristics in the social networks, and to uncover their

formation mechanisms. Social network formation models regarding triangle structure [24],

star and component structure [14] are presented and discussed in the literature. Moreover,

the formation and evolution analysis based on community structure particularly attracted
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academical attentions [25, 26], since the significant community structure is usually corre-

sponding to a social group. Tracking emergence of new communities and death of old ones

in dynamic social networks, researchers is desirable to understand the social inferences

under identified structural changes.

The final technical scope studied the network-dependent social processes and issues.

As a rather new research domain, it is becoming increasingly important and popular in

recent years. Compared with the above three classes, this research category looks at the

social network evolutionary more from the social perspective, instead of a physical aspect.

It mainly concerns about how the outcomes observed in dynamic social networks can shed

light on various practical and substantive topics in our society [27]. Thus, those research

subjects are usually diverse and contain key concepts in the practical social phenomenon.

For instance, Ghiassi et al. studied customer demands by analyzing sentiments of users in

an online network towards various brands [28], and Sakaki et al. considered network-based

users as social sensors to detect earthquakes in Japan on real-time [29]. In fact, both of our

works presented in the thesis belong to this scope. Various machine learning and social

simulation technologies are widely employed and developed to achieve the research goal,

which allows us to not only investigate the social behaviors embedded in dynamic social

network environment but also explain the network-based effects on the social phenomenon

[5].

2.2.3 Application-level Review

In this section, I introduce the related work on evolutionary analysis from an application

aspect, discussing the different kinds of evolving social networks.

Various social networks require different kinds of evolutionary analysis as they evolve

at a totally different rate. According to Aggarwal and Subbian’s review [10], two classes of

evolving social networks are defined based on their evolution rate. First, slowly evolving

social networks evolves naturally slow over time, where the edges are updated on the time

11



scale of weeks or months. For example, in bibliographic networks, it may take coauthors

months (or even years) to write an article. Thus, the offline analysis on a series of snapshots

can be used effectively in this case. On the contrast, fast evolving social networks update

links (or nodes) in faster time series by transient interactions (like people can make mobile

calls every minute or second). In some scenarios, the evolution of social networks can

even happen at the streaming rate, which typically requires real-time analysis methods. An

overview about various kinds of evolving social networks in two classes are presented in

Table 2.2. Among numerous applications in this field, I only indicate some typical kinds

of social networks, and detailed applications can be found from the discussions in [30, 31,

32].

Table 2.2: An overview of applications (i.e. various kinds of evolving social networks) in
the evolutionary analysis

Class of Evolving Social Networks Research Work
Slowly evolving social networks Scientific bibliographic network [5],

actor network [33], business network [34, 35],
blog network [13], etc.

Fast evolving social networks Email network [18], mobile call network [36]
social media network [29, 37], etc.

2.3 Two Dynamic Evolution Phenomena of Social Networks

2.3.1 Background

While not all social networks evolve equally fast, their individual evolution is not always at

the same rate as well. In fact, most dramatic changes in both slowly and fast evolving social

networks occurred in a short period of time, often caused by the external influences [10].

For example, the big business meeting usually benefits the creation of a great number of

new commercial linkages, and lots of interesting communities in Facebook are formed by

popular virtual events. Such key evolutionary scenarios of social networks are commonly

defined as the events and lead to a number of significant social tasks. Identifying the events
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and investigating effects of them embedded in the evolution of social networks provides an

important sketch about the underlying natures of those dynamic social processes.

2.3.2 Importance and Motivation

Driven by this background, I studied two dynamic evolution phenomena of social networks

raised by external factors: rumor diffusion in online social media and bankruptcy evolution

among firms.

First of all, the literature has well addressed that social networks in online social media

plays influential role in our society [38, 39]. Since online social media drastically en-

gaged in our daily life, people has changed their social behaviors and tend to communicate

anywhere and anytime via online platforms (in particular microblogs like Twitter). Con-

sidering the importance of information sharing among users [40], the dynamic evolution of

retweet social network is studied. When rumor (i.e. controversial and confusing informa-

tion) appears in this online social network as an external factor, the network may grow at a

fast speed based on the information spreading among tremendous audiences. In this work,

I desire to discover such dynamic social phenomenon from the beginning and decrease the

devastating socioeconomic damage it may cause.

At the same time, the evolution of a business network influenced by bankruptcy is

analyzed in the second part. After a firm bankrupted in the inter-firm network, it affects the

sustainment and dissolution of entities and links dynamically, and may even cause a chain

of economic collapse. To prevent companies from this emergency, the investigation of such

social phenomenon is very significant for understanding not only company’s individual

economic activities, but also the overall commercial environment [41]. Here, I particularly

concentrate on the inter-firm social network regarding information of their senior executives

(i.e. entrepreneurs), as they generally take charge of most business decisions [42] and play

substantial role in the inter-organizational alliances [43].

In this thesis, I explore the dynamic evolution phenomena of two levels of social net-
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works: interpersonal (social media user network) and inter-organizational (inter-firm net-

work). Meanwhile, the social media user network evolves in real-time,while the evolution

of inter-firm network perform slowly over weeks or months. The combination of two dif-

ferent studies allows us to comprehensively investigate the dyanmic social behaviors em-

bedded in social networks and explain the network-based effects on the complex social

phenomenon.

2.4 Concluding Remarks

In this chapter, the background of dynamic evolution in social networks is reviewed, includ-

ing explanations of its phenomenon, challenges, research domains and a variety of related

work. We also propose evolutionary analysis research of two social networks, which will

be described in the following Chapter 3 and 4 respectively.
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CHAPTER 3

RUMOR DIFFUSION IN ONLINE SOCIAL MEDIA

This chapter concentrates on the study of rumor diffusion phenomenon in online social

media. With the extremely fast and wide spread of information, online rumor causes dev-

astating socioeconomic damage before being effectively identified and corrected. To fix

the gap in real-time situation, I propose a method for monitoring and detecting rumors in

the online streaming social media (Twitter in particular) as early as possible. First, the

rumor-related pattern combining features of users attitude and structure in the propaga-

tion social network is defined. A pattern matching algorithm tracking these patterns in

streaming data is also proposed. Based on the sliding window mechanism, I overcome the

streaming challenge by only analyzing the snapshots of data stream and detecting matched

patterns automatically. The experiments in two different real datasets show that my ap-

proach captures early signal patterns of rumor (that trending in online social media), and

have a good potential to be used in real-time rumor discovery. In a nutshell, this chapter

presents the work from following parts: research statement, research review, pattern design,

methodology, experiments on real data and concluding remarks of research contributions.

3.1 Research Statement

In the past decade, the proliferation of online social media has drastically changed our way

of social communication. Thanks to its fast and wide reachability, an ever-increasing au-

dience turn to use Microblog platforms, such as Twitter, for real-time information sharing.

However, this powerful dissemination tool provides a prolific environment for the fast and

easy spread of not only valid news but also a variety of rumors.

In psychology, rumors are known as pieces of controversial (i.e. cannot be verified as

true or false) information or statements that spreading from person to person [44]. Among
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thousands of rumors in online social media, I particularly concentrate on those are emerging

as popular topics and attracting tremendous social attention. I refer to them by trending

rumor events. In my work, trending rumor event is defined as a group of online social

media posts indicating one controversial emerging topic (i.e. statement or information),

which is discussed frequently and transferred widely within a specific time period.

Understanding trending rumor events are essential as they fuel mistrust, cause panic

and often prompt irrational behaviors in society. Beyond online rumors with limited atten-

tion, trending rumor events brings uncertainty into wider audience and raise up stronger

social chaos. The implications are obvious in emergency and disaster situations before one

trending rumor event is verified as fake information and effectively corrected. For example,

medical researchers are raising concerns that public health misinformation could impede

efforts to limit the spread of a virus. However, the implications go beyond this. Social

media platforms and Twitter, in particular, are changing the way journalism is conducted

nowadays, by providing real time information, reactions, and public opinions during break-

ing stories. This 24 hours news cycle provides an important news source for journalists,

then reports information back to the public.

While many scholars made efforts to automatically determine the credibility of rumors,

there is still a significant research gap of identifying trending rumor events in the real-time

online social media. Therefore, I focus on identifying the candidates of trending rumor

events (who have high likelihood to be false) automatically and efficiently from online

social media. There are three important keywords devoted in my contributions: early,

signal and streaming: 1) I track trending rumor events in online social media at their very

early stage (i.e. as soon as possible or near real-time); 2) I capture the signal of trending

rumor event candidates to reach a good recall accuracy; 3) I overcome challenges (like the

limitation of data access and calculation) raised by the streaming data in real-time social

media scenarios.

Following those important considerations, in this context, I analyze early signal fea-
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tures of trending rumor events, then propose an approach to detect the candidates of them

in Twitter data stream based on the sliding window mechanism. First, the rumor-related

patterns are defined and analyzed to distinguish the property of trending rumors in short

term time-series. Second, a pattern matching algorithm is developed to automatically track

significant patterns in streaming data. Finally, I analyze snapshots of the Twitter data stream

and capture early significant patterns matched in the series of sliding windows. According

to empirical analysis of patterns in two different Twitter datasets, I address stable results

for the following questions: how early the signal patterns can be discovered in trending ru-

mor events; and once detected, how reliable are they for distinguishing between false and

true trending rumor events. Applying these early signal patterns as potential indicators, I

expect to detect candidates of trending rumor events before they cause too much social and

economic damages while spreading in online social media.

3.2 Research Review

Following the common usage of online social media in our daily life, a wide range of re-

search domains are raised and investigated in recent years. In one scope, scholars addressed

a variety of negative entities involved in online social media (like memes, misinformation,

and rumors) and analyzed their significant properties [45, 46, 47]. Meanwhile, a great many

works are done to study the social phenomena raised by the real-time spreading entities

from different aspects. For instance, researchers defined strategies to collect and annotate

data for rumor classification [48] developed systems for tracking misinformation or memes

in real-time [49, 50, 51] and identified the certification of emerging news in social media

streams [52].

Among various entities spreading in online social media, those relevant to the rumor

are particularly concentrated on in this thesis. While rumors have been reported as the big

social issue by psychologists for a long time [53], computer scientists started to concentrate

on automatically detecting rumor-related entities in online social media from recent years.
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In this year, Zubiaga et al. [54] initially summarizes the state-of-the-art approaches in

rumor analysis and detection in online social media. According to scopes addressed there,

my contributions are involved in the research field of detecting rumor in real-time online

microblogs (in particular Twitter and Sina Weibo). Thus, the studies of analyzing rumor-

related features (i.e. patterns) are firstly introduced in this section, followed by a discussion

of current literature and remained challenges about the real-time rumor detection.

Rumor-related Patterns in Online Social Media Castillo et al. [55] initialized this

research aspect by examining relevant features in four categories (text, author, propagation

and topic properties), and particularly emphasized the importance of propagation features.

Kwon et al. [56] extend their work by first understanding the temporal properties in rumor

spreads, while Wu et al. [57] further analyzed propagation patterns with temporal behaviors

in false rumors of Sina Weibo. Ma et al. [58] focused on a different angle of widely used

features, that is the slopes of features between consecutive time intervals. Those works well

analyzed the signal features in rumors of online social media, however, all their analysis

are based on the entail historical data by the current time.

In addition, several pieces of literature concentrated on time-sensitive signals of online

rumors, which are essential in real-time detection scenarios. Castillo et al. [59] first cap-

tured early features by using tweets before the first activity peak in static data. Later, Liu et

al. [60] indicated the influence of belief features at early stage of false rumors dynamically

but computed the feature vector based on an accumulative data collected over time, instead

of a data stream. Kwon et al. [61] examined the effectiveness of various features in differ-

ent time period of rumor diffusion over the long and incremental time windows (per days

and weeks). The work that is the most similar to ours is by Zhao et.al. [62]. They focused

on inquiry patterns appearing early in the disputed factual claims (i.e. rumors) and exam-

ined its significant role in the Twitter stream of Boston bombing events. Extending their

definition of rumor cluster, I define the trending rumor event by combining the “trending”

characters (defined in [63]). To overcome the potential limitation of text-based regular ex-
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pressions, I propose to compute early signals in streaming environment from both context

and information propagation perspectives and evaluate them in short-term sliding window

(per hours), which has never been considered in rumor-related social media events.

Rumor Detection in Real-time Online Social Media The work flow of real-time ru-

mor detection starts from identifying trending events within the data of online microblogs,

which is addressed as one independent research area called event detection (or emerging

topic detection) [64, 65]. Related researches in this field have well developed multiple

methods to detect emerging events in Twitter data stream [66, 67, 68], and return them as a

set of sub-stream.

Given each trending event as a post stream, I mainly review works for identifying

rumor-related entities automatically, which is the next step in the overall flow. In this

step, scholars consider rumors from two kinds of perspectives. First, on a post-level, each

post is analyzed to explore whether it is relevant to the false rumor [69]. Second, Castillo et

al. [55] proposed the definition of newsworthy topic (a group of tweets) and assess its cred-

ibility automatically. Regardless of literature focus on either kind of rumor, I summarize

them from the methodological perspective.

First of all, most researchers collect and download all of the trending events over a

period of time offline. Then, they are proceeded one by one to evaluate the credibility of

its claim. Here, the rumor detection task is commonly considered as a binary classification

problem. And supervised learning approach is utilized to automatically determine whether

one trending topic that is spreading is true or false, based on various kinds of features. At

the same time, some other research went beyond classification approach to achieve a similar

goal. For instance, Ennals et al. [70] used pattern matching techniques to highlight disputed

claims from the web. Their method automatically searched lexical patterns for claims, then

filtered claims by a classifier and provided a corpus of disputed claims only. Chen et al.

[71] viewed this problem as an anomaly detection task in the first time, then performed

and returned anomalies as the possible false rumors. Experimental results of previous
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works report an accuracy of around 90% in static/ off-line datasets. However, processing

all trending events in the off-line approach requires high computational costs. Moreover,

the static data analysis restricts the detection time, as most features (even temporal ones)

are only available after the rumor has widely spread. Therefore, it is not very practical to

use such approaches in a real-time situation, while rumors are necessary to be detected and

corrected before they cause serious socioeconomic damage.

To overcome these shortcomings, some scholars adopt a different approach in the re-

cent works: they first filter trending events online, then analyze only those with higher

probabilities of being false rumors in the offline environment. Zhao et al. [62] identified

such controversial trending events based on early inquiry content patterns. Their work

identified an earlier detection characteristic and obtained a precision of 50% when applied

to a cleaned dataset capturing the Boston bombing events. However, the recall is ignored

in their work. While recall accuracy is more significant than precision in rumor detection

task, my methodology proposed in this thesis is designed to narrow down trending events

with high probability of being rumor in streaming data.

Some other related works are also proposed to discover rumor-related events in real-

time social media data. Qin et al. [72] developed an early detection system by consulting

data sources additional than the social media messages, while Yang et al. [73] combined

rumor identification within the process of Twitter ’bursty’ detection. Moreover, the crowd

sourcing techniques [74, 75] are applied to annotate and identify trending events with high

likelihood of being false rumors, by involving the feedbacks from crowds.

3.3 Rumor-based Patterns

In this section, I introduce the definition of my rumor-related patterns, as well as the design

principles.

To apply rumor-based patterns for identifying candidates of trending rumor events in

streaming data, there are two main properties involved in the design: complexity, patterns
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should be easily and efficiently acquired in data streams; accuracy, patterns capture the

important temporal features that can distinguish false and true trending rumor events. As

studied in the previous empirical data, the more complex rumor patterns usually turn out a

better accuracy for false trending rumor detection [55]. However, the streaming environ-

ment restricts the complexity of my patterns. Because of the one pass constraint in data

streams, it is very difficult to do iterative or time-consuming calculations [76]. Therefore, I

balance the above two aspects (complexity and accuracy) and define a set of rumor-related

patterns.

Overall, designed patterns combine two most influential and efficient features: infor-

mation propagation structure and users’ attitude towards the focal trending rumor event. In

a nutshell, my patterns are labeled and directed graphs, where directed network cascades

are extracted to represent the information diffusion process, while various users’ attitudes

toward the topic are conceptualized as labels of nodes. In Figure 3.1, two examples are

particularly given to clarify the patterns.

Figure 3.1: Two examples of the rumor-based patterns

According to Figure 3.1, two essential network cascades (star and path graph) are em-

ployed as the structural base in this context,while three different labels (SUPPORT, DENY,

and QUESTION) are designed to capture a variety of user attitudes. In the following part,

I detailedly explain the importance of both properties and the theoretical base of how they

involve in the patterns.

The Structural Feature. The network structure of information propagation has been

regarded as one of the most influential features for determining the information credibility
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[55, 57]. As it can observe the whole process that a topic is transferring among people, its

structural patterns generally imply the significant ”trending” properties.

Thus, I follow the previous studies and review the important topological features shown

in the propagation of trending topics. Instead of macro-level topologies, I concentrate on

micro cascade motifs that present representative characteristics in the network structure.

Zhou et al. [77] and Fan et al. [78] analyzed the trace of information propagation in

trending topics of two important Microblogs. And the top seven frequent non-trivial shapes

obtained from Twitter and Sina Weibo data respectively are shown in Figure 3.2.

Figure 3.2: Frequent-ordered nontrivial cascades in the propagation of trending topics in
Twitter [77] and Sina Weibo [78]

In Figure 3.2, besides the basic shapes with two nodes (S1, S2, and T1), cascade star

(i.e. T2 and S3) and path (i.e. T4 and S4) are observed as the most frequent shapes among

all the common structures. Also, all the other frequent cascades can also be decomposed

into a set of them. These observations indicate that star and path play an essential role in

the diffusion process of trending topics. Meanwhile, while social media data is coming as

a stream in the real situation, the propagation network starts with the most basic structures,

then keeps growing bigger and bigger. Thus, I combine those two simple propagation

structures (star and path) in my patterns, as they have higher chances to be identified at the
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beginning stage of trending topic propagation.

The User Attitude Feature. At the same time, users attitude towards the target trend-

ing topic, as another significant feature is also combined with the rumor-based patterns.

Mendoza et al. [79] firstly announced a promising report about the user attitude analysis in

Twitter data after 2010 Chile earthquake. As exhibited in Table 3.1 exhibits, people tend to

have obviously different opinions when spreading tweets of false and true topics.

Table 3.1: The percentage of tweets shown various user attitudes in the cases of 2010 Chile
Earthquake [79]

Confirmed true trending news Confirmed false trending rumors
Support 95.9% 45%

Deny 0.4% 38%
Questioning 3.5% 17.3%

In general, more negative and doubted attitudes [62] are related to false trending rumor

events, as positive users actively involved in the credible trending topics [55]. Therefore,

I extract four types of user attitude (SUPPORT, DENY, QUESTION and NEUTRAL) to

better distinguish two kinds of trending rumor events. Here, the NEUTRAL label is used

when there is no clear attitude of the user.

In this context, considering all possible combinations of the four labels and two shapes

(star and pattern), I totally construct 112 candidate patterns. For instance, two patterns

shown in the Figure 3.2 are defined as: {SUPPORT←DENY→QUESTION} and {SUPPORT

→ SUPPORT → DENY} respectively. Also, since the two children nodes are symmet-

ric with respect to the propagation structure in the ”star” shape, I consider the patterns

{SUPPORT ← DENY → QUESTION} and {QUESTION ← DENY → SUPPORT} to be

equivalent in the work.

3.4 The Real-time Framework and Approach

This section presents the multi-step real-time framework and my proposed approach that

seeks to capture the defined patterns in streaming social media data. Overall, I propose a
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work flow of methodology (described in Figure 3.3), to process raw post streams of social

media data into a series of detected rumor-related patterns.

Figure 3.3: The overall framework of my methodology

According to Figure 3.3, the framework begins with extracting trending rumor events

from the overall data stream. Then, with every newly received post allocated to the relevant

trending rumor event, each event holds an incremental post stream. To keep all the pro-

cesses in this real-time framework online, I decompose every raw post stream of trending

rumor event into a sequential sub-streams, based on the sliding window principle. In this

way, I further analyze the data stream in each individual window and detect rumor-related

patterns using a pattern matching algorithm. During this process, sentiment analysis of post

context is first applied to support necessary features for pattern matching. In the last step,

after a pattern is matched, an alarm signal is reported with its current time step, carrying a

potential indicator for the focal trending rumor event.

In the following subsections, I introduce three main technical parts in this work flow,

which is colored as green in Figure 3.3).

3.4.1 The Sliding Window Mechanism

The sliding window mechanism is first applied as the underlying principle in my methodol-

ogy. Insights provided by recent state-of-the-art literature have emphasized the usefulness
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of the sliding window mechanism for real-time research problems [80]. It decreases the

computational complexity of mining data streams by limiting the amount of processed

data. Falling into the category of real-time analysis, my approach focuses on the snapshots

of most recent data, instead of the entire historical dataset. In this way, I not only overcome

the challenges of streaming environment but also capture effective properties in the most

recent period of time (i.e. as soon as possible).

Figure 3.4: The detailed process of window processor in Figure 3.3

As shown in Figure 3.4, given a fixed window size and the interval time between win-

dows, the window-based processor decomposes the data stream of each trending rumor

event, then returns a sequence of windows. In my work, the overlapping sliding windows

are considered to efficiently decrease the interval of detection. It allows us to balance the

tradeoff between real-time data mining and sufficient data collection with interesting pat-

terns. More details about setups of the sliding window mechanism are discussed in section

3.6.

3.4.2 The Process of Sentiment Analysis

Given the stream of posts in each window, in the next step, I extract user attitude of each

post based on its context information. In total, four types of user attitude (including SUP-

PORT, DENY, QUESTION and NEUTRAL) are identified in my approach. The detailed

processes are described in Figure 3.5.

In a nutshell, I employed sentiment analysis [81] techniques to determine user opin-
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Figure 3.5: The detailed process of sentiment processor in Figure 3.3

ion from the tweet content. It is implemented based on the Natural Language Toolkit

(nltk) [82], which is able to learn positive (SUPPORT) or negative (DENY) opinion from

the text of each tweet (step 2 in Figure 3.5). Meanwhile, I identify posts with ’questioning’

attitude based on several lexical expressions validated in previous researches [62, 83]. The

list of used lexical patterns is summarized in Table 3.2. The top three patterns in Table

3.2 captured the inquiring sentiment about the target post. And 4th to 9th patterns match

question asking cases that 5W1H question words (What, Why, Who, When, Where and

How) appear at the beginning of one sentence, while the question mark ends this sentence.

Besides three types of clear sentiments, the group of users who do not show any obvious

attitude is labeled as ’NEUTRAL’.

Table 3.2: A list of lexical patterns used to filter strong and weak QUESTION attitude

Number Pattern Regular Expression
1 is(that|this|it)true
2 wh[a] ∗ t[?!][?1]∗
3 (real?|really?|unconfirmed)
4 (\b[how|How][∧\.!?] ∗ [?])
5 (\b[what|What][∧\.!?] ∗ [?])
6 (\b[why|Why][∧\.!?] ∗ [?])
7 (\b[who|Who][∧\.!?] ∗ [?])
8 (\b[when|When][∧\.!?] ∗ [?])
9 (\b[where|Where][∧\.!?] ∗ [?])

Given the sentiment information of each post as a stream, I propose a pattern matching

algorithm to further detect the rumor-related patterns in data streams.
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3.4.3 The Pattern Matching Algorithm

In this subsection, I present an algorithm that can automatically discover matches of rumor-

based patterns from data streams and return them with detected timestamps.

Relational Index Structure. To dynamically label the search of patterns, I firstly pro-

pose a data structure, called Relational Index (R-index). R-index is responsible for storing

attitude (label) information related to each node. It contains label information of the current

node, as well as that of all nodes link to this one. To save the storage space, total numbers

of in-degree and out-degree for each kind of label are counted and collected, instead of

every individual node ids. This information supports us adequate information to discover

incremental patterns of each step as edges are updating in streaming. Considering four

kinds of labels in my pattern graph (SUPPORT, DENY, QUESTION and NEUTRAL), an

example of the basic structure of R-index is shown in Figure 3.6.

Figure 3.6: The format of R-index structure

Graph-based pattern matching algorithm. Following the definition of rumor-related

patterns, my approach is also developed based on a network structure. Before introducing

the details of the algorithm, I firstly conceptualize raw posts holding diffusion relations (like

retweet and reply) as a stream of edges, whose directions are determined by the information

spreading direction. Thus, given a pattern, the proposed graph-based pattern matching

algorithm tracks its shape and label information (i.e. learned by above sentiment analysis)

to identify its matches. Here are some basic definitions I used in the algorithm.

Definition 1. Given a set of labeled nodes NT = {n1, n2, n3...}, each edge contains

two nodes and time when it is shown, defined as e = < nstart, nend, time >. Edge Stream

is the continual sequence of edges, defined as ES = {e1, e2, e3...}.

Definition 2. Since there are two kinds of pattern structure, Pattern is defined
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in the following two types: p = {′Star′, nroot.label, nleft.label, nright.label} and p =

{′Path′, nroot.label, nup.label, ndown.label}. A set of patterns is defined as PT =

{p1, p2, p3...}. For example, two patterns in Figure 3.1 are defined as {′Star′, nroot.label =

DENY , nleft.label = SUPPORT , nright.label = QUESTION} and {′Path′,

nroot.label = SUPPORT , nup.label = SUPPORT , nright.label = DENY } respec-

tively.

Algorithm 1 matchGraphPattern(ES, PT )

1: graph G← ∅
2: for each e =< nstart, nend, time >∈ ES do
3: for all ni ∈ {nstart, nend} do
4: createNodeIfNew(ni) in G
5: for all pi ∈ PT do
6: if ni.label matches pi.nroot.label then
7: nroot ← ni

8: if e is subgraph of pi then
9: num← getNumOfNewPattern(nroot, e, pi)

10: updateResult(pi, num, e.time)
11: end if
12: end if
13: end for
14: updateIndex(ni)
15: end for
16: end for

The input to matchGraphPattern algorithm is an edge stream ES and a set of query

patterns PT . For every coming edge e, all of its nodes that are new for graph G are added

into the graph at first (line 4). I iteratively go through every query pattern (pi) to identify

matches (line 5). Then, every node of e that shares the same label with a root node in the

given pattern is selected and recorded as the root node of possible matches (line 6-7). Next,

I utilize basic subgraph isomorphism to check whether this new edge is a subgraph of pi,

which is the necessary condition for further identification (line 8). As R-index maintains

all previous label-related information of root node nroot, it is efficient to acquire the total

amount of nodes that have been linked to nroot and matches another label of pi (line 9).

After that, the algorithm provides real-time updating matches with this new edge e in the
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format of < pi, num, e.time > (number of new matched query patterns and time stamp)

(line 10). In the end, the R-index of both nodes is updated for future calculation(line 14).

An example is given to explain the main matching procedure. Given the star pat-

tern in Figure 3.1, p = {′Star′, nroot.label = DENY , nleft.label = SUPPORT ,

nright.label = QUESTION} and a new edge e = < nstart, nend, time > (nstart.label =

DENY, nend.label = SUPPORT ), I firstly find that nstart is root node nroot and e is a

subgraph of p. In the next step, I process into getNumOfNewPattern. As p is ’Star’ type, I

continue to find matches of another part in p, which is an edge with nstart.label = DENY

and nend.label = QUESTION . Therefore, I check whether out-degree of label QUES-

TION (Question out) in R-index of nstart is zero. If not, it means I successfully discover

new matched patterns of p that are contributed by this new coming edge. In this way, I

capture the amount of new patterns and their discovered time (e.time).

3.5 Twitter Datasets and Preprocess

In this research, I totally utilized two real Twitter datasets to validate my methodology.

On the one side, a clean multi-topic dataset is provided by a KAIST team [56], which is

considered as my training data. On the other side, a raw dataset relevant to Zika virus is

collected by ourselves through the Twitter Streaming API. It is not only used to test my

findings but also considered as a promising case near to real-time streaming data situation.

In the following section, I introduce the detailed information of both datasets, as well as

how I collect and preprocess them for the further analysis.

3.5.1 The Clean Multi-topic Twitter Dataset

The first dataset collected 109 emerging topics in the Twitter from 2006 to 2009. Those

trending events are related to diverse topics and contain various numbers of tweets (from

10 to 33401). And, each trending event includes a full set of tweets, as well as its confirmed

credibility label (either true or false). The validation of false or true labels has been well
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annotated and evaluated in their work based on both investigation websites and human

participants. More information about this dataset can be referred in the publication of [56].

Referring to the definition of trending rumor events, I select 10 false events containing

over 500 tweets in the dataset, as they attracted a great many attentions (i.e. overall tweet

amount). At the same time, 10 true trending events having similar tweet size with the false

ones are selected for a better comparison between two groups. On average, each selected

trending event has over 3000 tweets. Figure 3.7 illustrates the snapshots of two trending

events in online media, which were selected in this dataset. In the left part of Figure 3.7,

the report corrects a false claim (i.e. a false trending event I selected) that you may get

swine flu by eating the pork, while the right news discusses the controversial truth about a

pregnant man (i.e. a true trending event I selected).

Figure 3.7: The real online snapshots of two selected trending events in the experiment

In the next step, by ranking tweets in each topic by their time stamp, I process every

group of tweets into a stream of posts, which is consistent with the data in real-time. In

order to briefly understand the temporal property of trending events in short-term, I count

the tweet frequency per hour of each event and present 10 examples of them in Figure

3.8. In each image of Figure 3.8, one unit of x-axis is one hour, and the y-axis represents

how many tweets are posted within this time period. I observed that true trending events
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generally show dramatic fluctuations, while false ones commonly have one sharp peak. It

indicates that even in the short-term time series, different kinds of trending events can hold

different properties, which makes it possible to distinguish them in the streams of sliding

windows.

Figure 3.8: Tweet frequency of false and true trending events in short-term series

3.5.2 The Zika-related Twitter Dataset

I also acquire and process a real-time streamed Twitter dataset, which captures the conver-

sation on an important and recent topic: the Zika virus. This dataset is referred as the Zika

dataset, throughout the rest of thesis. In this subsection, I mainly provide an overview of

the data acquisition and preprocessing steps for the Zika dataset.

Data Acquisition. The Zika dataset I consider in this paper was collected through the

Twitter Streaming API1, which grants public access to the 1% of public tweets. I define

1Source: https://dev.twitter.com/rest/public
and https://dev.twitter.com/streaming/overview
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a custom filter using keywords from the official Twitter channels of the Center for Dis-

ease Control and Prevention (CDC) and the World Health Organization (WHO), keywords

related to the zika virus: zika,mosquito,aedes,microcephaly.

In addition to the text of the tweet, the streaming mechanism also provides relevant

information about the tweet, such as posting time and date, geo-tags, author information,

retweet counts, and network indicators (number of followers and friends). These metadata

fields are returned by the API in JavaScript Object Notation (JSON) format. The implemen-

tation of the streaming process was done based on Storm2. Table 3.3 provides a descriptive

summary of the dataset.

Table 3.3: Information of the Zika Twitter dataset

Number of files 17716
Total size 256.1 GB

Number of tweets 59 930 468
Start date 13th April 2016
End date 31st August 2016

Data Preprocessing. In the following, I describe the multi-step pipeline that transforms

raw tweets into trending rumor events that can be provided as input to complex analysis.

Overall, as a proxy for identifying trending rumor events in raw data stream, I develop a

method that proceeds in two steps: first, I rely on topic modeling and clustering, for iden-

tifying the Zika-related topics (i.e. data clusters of tweets) that received a lot of attention

in the Twitter conversation; in a second phase, I investigated the credibility of Zika-related

topics by consulting several credible websites. In this way, I collect a list of labeled trending

rumor events in the Zika dataset.

Step 1: Extract Topics in Data: I first acquire the most discussed topics in the Zika

dataset by topic modeling and clustering techniques.

The phase starts with extracting message field from each tweet and transforms the text

into a “bag of words” representation. In the bag of words model, a text is represented as a
2Source: http://storm.apache.org/
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multi-set of its words, disregarding grammar and even word order but keeping multiplicity.

I implemented this first phase on top of Hadoop3, by filtering out all non-latin characters

and removing @mentions, hashtags, URLs, as well as stopwords (most common words

used in the English language).

Then, I use a powerful technique widely used in data mining and information retrieval,

topic modeling, to extract the distribution of hidden or latent topics from input tweet texts.

The Mahout4 implementation of Latent Dirichlet Allocation (LDA) [84] is applied in my

work. The topics I extracted from the dataset, mostly reflect real-world events that created

an important echo in the Twitter-sphere. Figure 3.9 illustrates an example of two topics,

in the form of size-coded word-clouds: a larger font for a specific word indicates a higher

probability of the word to appear in the topic definition.

(a) (b)

Figure 3.9: An illustration of topics discovered by running lda on the zika dataset.

In Figure 3.9, Topic (a) captures the event from sports world, that triggered a lot of echo

in the news and social media: by mid July, shortly before the start of the Olympics, the

Canadian tennis player Milos Raonic announced his official withdrawal from participation

to the Rio 2016 Olympic Games. Several other athletes (tennis player Tomas Berdych and

golfer Rory Mcllroy) expressed similar concerns amid fears and risks associated with the

virus. Topic (b) highlights the first travel advisory issued by public health officials at the

beginning of June. the Zika virus has prompted public health officials to warn pregnant
3Source: http://www.hadoop.org
4Source: http://mahout.apache.org/
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women to avoid traveling to a part of the continental US, in response to a growing outbreak

of the mosquito-borne disease in South Florida. 10 new cases have been reported in Miami,

with strong evidence that mosquito control efforts were not working as well as officials

hoped.

In the next step, I cluster the tweets into captured trending events based on their simi-

larity. In a nutshell, each tweet is represented as a vector in the overall topic space (i.e. a

distribution of topics). I perform the clustering algorithm on the overall tweet-topic matrix.

The resulted clusters identify groups of tweets that are defined by similar topics. Finally, I

sort the topics in descending order, based on the number of their tweets. By doing so, I am

able to construct a proxy to discovering emerging topics in my dataset.

Step 2: Collect Credible Statements: I further enhance my dataset by collecting Zika-

related statements corresponding to the trending topics, based on the topics discovered at

the previous step.

I rely on websites of rumor tracking, popular news and official health organization

channels (such as snopes, emergent.info, Times, BBC, WHO and CDC), for the collection

process. By cross-matching the timestamps of these statements with the time range of my

dataset, I compile a list of true and false Zika statements, with a prior confirmed veracity.

Within the obtained latent topics which correspond to the verified statements, I further

select that have the largest number of tweets and various user attitude (referring to my

definition of trending rumor event). Thus, I am able to extract several groups of Zika-

related tweets which are labeled as true or false. Table 3.4 summarizes a list of the 6

selected trending rumor events, with their associated labels. Among them, the second and

fifth trending events are corresponding to the example (b) and (a) in Figure 3.9 respectively.

In the following experimental phase, I rely on those selected emerging topics in both

Twitter datasets to further analyze trending rumor events (with a group of tweets and its

false or true label).
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Table 3.4: A list of selected trending rumor events in the Zika dataset

Trending Rumor Event Veracity Tweet Amount
Brazil’s Rio Olympic will cause globe Zika spread. False 41892
Miami outbreaks Zika, CDC issued travel warning. True 7125
Congress rejected the Zika funding Obama proposed. True 23412
First female-to-male Zika sexual transmission reported. True 6331
Milos Raonic out of Olympic because of the fear for Zika. True 3729
Zika vaccine go ahead for human trail. True 2164

3.6 Experiments and Results

This section describes the empirical analysis on two real Twitter datasets and examines the

efficiency and stability of defined rumor-related patterns and the proposed methodology.

3.6.1 Data Processing and Setup

According to section 3.4, the data stream of each trending rumor event is transformed into

a sliding sequence of sub-streams. Thus, I first examine two important parameters about

the sliding window, including the window size and interval time between two windows,

by collecting tweet frequency in each window over a trending event. Our observation in

data shows that the value of interval time between two windows is less influential than that

of window time since the trend of tweet frequency in sliding windows remains relatively

constant when the window length is constant. Based on several initial evaluations, I set

values for the window size and interval length to 5 hours and 1 hour respectively in my

work.

Next, the information of user attitude and propagation structure should be extracted

from each raw post as well. When an individual post contains the diffusion relations,

it is transformed into a directed edge. Here, direction of the edge follows the direction of

information diffusion, while the label of two nodes in this edge is defined by user sentiment

of its corresponding post.

On the one hand, the retweet, mention and reply information can be acquired from the
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metadata of each individual tweet through the official Twitter API. For example, given a

tweet ti, a set of its mentioned tweets can be acquired T4 = {tm, ‖tn, tj, ‖tk}. Among

them, I can identify that ti retweets tm and replies tk. Then, I captured linkages within the

propagating information. In this example, the retweet and reply implies that information

is transferred from tm to ti and from ti to tk respectively. For the rest of mentions, the

direction of transferring is from ti to mentioned nodes (tn and tj).

On the other hand, I learn the sentiment information of each tweet relying on ap-

proaches developed in subsection 3.4.2. Table 3.5 summarizes the identification results

for four types of attitude, in twenty trending rumor events of clean dataset. In the table, I

calculate the average percentage of tweets in each kind of trending rumor events.

Table 3.5: Sentiment analysis results of 20 trending events in the clean dataset

User Attitude True Trending Rumor Events False Trending Rumor Events
SUPPORT 52.54% 36.55%
DENY 11.2% 17.05%
QUESTION 4.84% 13.3%

Overall, the results of user opinion are consistent with previous studies [79, 37] and

reliable for further experiments. While more than half of tweets involved in true trending

rumor events are positive, more users tend to deny and question the statement of a false

trending rumor event.

3.6.2 Experiments and Results on Data

Following the three keywords (early, signal and streaming) considered in this research, I

address two questions in the experimental phase: how early can I detect these defined rumor

signals in streaming Twitter data; once detected, how useful are they for distinguishing false

trending rumor events from true ones. In this subsection, I investigated those two questions

firstly in the clean dataset, then in the Zika dataset, which provides an experience closer to

the real-world online data.

1. How Early the Detected Patterns in the Clean Dataset. Starting from the clean
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dataset, I proceeded the data stream of every trending rumor event following the work

flow in Figure 3.3. In this experiment, all possible patterns described in section 3.3 are

considered. Given those patterns, the matched patterns in each window are detected and

collected consequentially. According to this output, I counted the frequency of both tweet

and matched patterns across the succession of sliding windows in each trending rumor

events. The comparison between two values of frequency in ten false trending rumor events

is presented in Figure 3.11, where each unit in x axis corresponds to one window and y axis

is the count number.

Following the study of peak time in social media topics [59], I denoted a peak window

as the window (i.e a period of time) with the highest tweet frequency for the considered

event (this is also referred to as the full flourish of the trending rumor event). According

to Figure 3.11, in all of the false trending rumor events, I were able to identify the defined

patterns before the peak window (with the largest amount of tweets). In some cases (like

event LadyGG and ObamaAT), the first patterns appeared in very early windows of the false

trending rumor events, when the tweet frequency is still low (i.e. the events have not been

noticed widely yet). The same trend can also be found in 10 true trending rumor events. It

indicates that those rumor related patterns are capable to capture signals of trending rumor

events at very early stage.

Moreover, I further analyzed time stamp of the first window where patterns were ever

detected and found that it is much earlier than the peak time. In average, rumor related

patterns are firstly identified around 5 months before the peak flourish of tweets in trending

rumor events, and at least 38 hours earlier. This observation quantifies the early property

of the defined rumor-related patterns.

2. How reliable the Detected Patterns to Distinguish Two Kinds of Trending Ru-

mor Events in the Clean Dataset. Secondly, I further investigated the early signal patterns

shown in trending rumor events of the clean dataset. Here, frequent pattern mining tech-

nique is applied to identify frequent patterns shown in individual windows, that not only
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appear early in trending rumor events but also can distinguish false and true trending rumor

events.

In my approach, each window is considered as an entity with a list of matched patterns.

By relying on the pymining Python library [85], a set of frequent patterns that appear in

various windows earlier than the peak window are collected in particular. The illustration

of frequent pattern mining process is given in Figure 3.10. In both kinds of trending rumor

events, two different time periods are explored based on this method: 1) the first window

in which I ever capture matched patterns; 2) the set of sliding windows within 20 hours

before the peak window (referring to the time period closest to a fully flourish).

Figure 3.10: An illustration of identifying frequent matched patterns in the first window of
false trending rumor events

The analysis results show that the trained trending rumor events generally hold more

patterns in the earlier windows (the first window) than within 20 hours near the peak win-

dow. It indicates that sliding windows at the early stages already contain recognizable

properties, which are captured by the designed patterns.

Meanwhile, there is a similar trend of frequent patterns across windows in two different

periods: in the false trending rumor events, frequently detected patterns have QUESTION

or DENY labels, while only a few valid events have QUESTION or DENY related patterns.

Such similarity implies a potential use of those patterns to evaluate false trending rumor
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events in the very early sliding windows. Thus, considering either QUESTION or DENY

related patterns, I calculated the number of different trending rumor events with and without

QUESTION or DENY related patterns are summarized in Table 3.6.

Table 3.6: Number of events with QUESTION or DENY patterns in the clean dataset

With Without
False Trending Rumor Events 8 2
True Trending Rumor Events 4 6

As shown in 3.6, eight out of ten false trending rumor events in the clean dataset con-

tain QUESTION or DENY related patterns, which contributes to a good recall of 80% to

distinguish two kinds of trending rumor event, with reasonable precision (at 66.7%) and

accuracy (at 70%). In this way, my work not only indicates the significant role of DENY

labeled patterns, that has been overlooked in previous research but also contributes to a

better recall accuracy for early trending rumor event detection.

3. How the Early Signal Patterns Perform in the Zika Dataset. Finally, I con-

ducted the same experiments done in the clean dataset by using the Zika dataset. Figure

3.12 depicts tweet frequency and pattern frequency across the sliding windows in one false

trending rumor event (left) and five true trending rumor events (right five). The results val-

idated the above finding that the rumor related patterns can be detected much earlier than

the peak time. In average, it is around 24 days (i.e. 378 hours) before the peak window in

all trending rumor events, and particularly over 2 months in the false trending rumor event.

Another essential observation emphasizes the importance of DENY related patterns.

Using the same frequent pattern mining approach, I only captured patterns relevant to

DENY or QUESTION in 20% true trending rumor events (i.e. one out of five), during both

time periods. In contrast, DENY related patterns are identified in both the first matched

window and 20 hours before the peak of this false trending event. In fact, the most frequent

patterns within 20 hours before peak are {DENY ← NEUTRAL→ NEUTRAL} (9 occur-

rences) and {QUESTION ← QUESTION → QUESTION} (7 occurrences). This result is
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consistent with findings in the clean dataset and further indicates the importance of previ-

ously ignored DENY patterns, and contributes to a better recall of the early detection of

trending rumor events.

3.7 Concluding Remarks

In this chapter, I address a real-time trending rumor event detection task in the phenomenon

of rumor diffusion in online social media. Aiming to detect candidates of trending rumor

events in online social media as early as possible, I analyze the signal patterns appearing

early in Twitter data and propose a framework for monitoring and identifying these rumor

related patterns in streaming data automatically. The experiment results of two Twitter

datasets are also performed to validate the stability of my approach. Overall, I made three

contributions in this research: First, I extend previous work and design rumor-based pat-

terns combining properties of propagation structure and user sentiment information. Sec-

ond, I proposed a pattern matching algorithm to track the matched patterns in raw post

streams. Third, my framework captured signal patterns that appear at the early stage of

trending rumor events’ spread, by considering snapshots of data stream contained in the

sliding windows. In a nutshell, the approach can identify the signal patterns relevant to

false trending rumor events much earlier than the time of its fully flourish. Given these

early signal patterns overlooked in previous work, my study indicates a good implication

for detecting trending rumor events in the real-time online social media system.
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Figure 3.11: Sliding window-based tweet frequency (up side in each event) and matched
pattern frequency (down side in each event) in 10 false trending rumor events of the clean
dataset
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Figure 3.12: Tweet frequency (up) and matched pattern frequency (down) in sliding win-
dows of zika trending events (event name corresponds with statements in Table 3.4)
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CHAPTER 4

BANKRUPTCY EVOLUTION AMONG FIRMS

In this chapter, I explore the dynamic evolution phenomenon of inter-firm network emerg-

ing from bankruptcy. When the bankruptcy transfers as a chain among trade partners (i.e.

firms), it causes serious socioeconomic concerns. Beyond previous studies in statistical

analysis and propagation modeling, I focus on one underlying human-related factor, i.e.

the senior executives of firms in this phenomenon, and investigate the effects of an inter-

firm social network conducted by them. Based on empirical analysis of real Japanese firms

data in ten years, an agent-based model is particularly proposed to understand the role of

this human factor in two perspectives. Firstly, the beneficial effects of the number of so-

cial partners are well examined in various simulated scenarios from both micro and macro

levels. Secondly, the local interaction mechanism among firms (i.e. triangle structure in

inter-firm social network) is studied in a series of simulations using the real network of one

industry. Both results indicate the important role of this inter-firm social network, which

enhances my understanding of this inter-firm bankruptcy evolution phenomenon. Overall,

this chapter presents the work from following parts: research question, research review,

empirical data analysis, agent-based modeling, simulations, and results, as well as a sum-

mary of research contributions.

4.1 Research Question and Hypotheses

The inter-firm trade network generated from companies’ trading interactions plays a signif-

icant role in understanding economic situation of both individual firms and the whole mar-

ket [86]. While an inter-firm trade network dynamically evolves over time, the evolution

can become dramatic within a short period when facing external influences like bankrupt

[10]. Once a firm went bankrupted (i.e. inter-firm trade environment), its negative effects
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can grow as a snowball in the market and transfer to a wide range of firms. Such evolu-

tionary of inter-firm trade network is also known as the bankrupt chain [87]. The evolution

of bankruptcy among firms can cause serious socioeconomic concerns and even shake the

foundation of our society. For instance, since several US Coal Giants (like Arch, Peabody)

declared bankruptcy in 2016, a lot of firms in the US coal industry have been involved in

economic trouble [88]. To avoid such collapse, the study of bankruptcy evolution among

firms becomes essential and attracts the increasing attentions in recent years.

Many scholars have made efforts to explore the evolving inter-firm trade network raised

by bankruptcy. They analyzed the statistical features from empirical data [89] and modeled

its dynamic propagating process using simulation approaches [90]. However, some un-

derlying factors of this evolution phenomenon have been ignored in the current literature.

Among them, the role of senior executives in companies can be crucial, as most of business

activities are decided and operated by them [91]. To fill this research gap, I concentrate on

senior executives of firms in this work and investigate their effects on the dynamic evolution

of inter-firm trade network emerging from bankruptcy.

Based on the information of senior executives, the social relations between firms are

extracted and defined as an inter-firm social linkage in my work. In a nutshell, when an

executive has ever belonged to more than one firms, there is an inter-firm human relation

constructed between each pair of them. An illustration is shown in Figure 4.1. I refer this

social link among firms as inter-firm human relationship in the rest of this thesis.

Overall, I measure the role of inter-firm human relationship by considering the network

structure generated by it, which is referred as emphthe inter-firm human network. Then,

two mechanisms relevant to this inter-firm human network are mainly explored, including

the degree of inter-firm human link (i.e. the number of social partners) and a closed triangle

structure within inter-firm human network (i.e. local interaction property). I expect to

understand the various effects of those mechanisms in the evolutionary phenomenon of

inter-firm trade network.
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Figure 4.1: An illustration for the definition of inter-firm human relationship

Thus, I claim the following hypotheses and examine them relying on the workflow

shown in Figure 4.2. According to the figure, I answer the research question by analyzing

the empirical data firstly. Then, an agent-based model is particularly proposed to further

investigate different human-related factors. Using both real and artificially generated data,

I finally simulate and evaluate the dynamic evolution process of inter-firm trade network in

a variety of scenarios.

• Hypothesis 1: The inter-firm human relationship influences the evolution of inter-

firm trade network caused by bankruptcy.

• Hypothesis 2: The number of human partners in the inter-firm human network in-

fluences the evolution of inter-firm trade network caused by bankruptcy.

• Hypothesis 3: The triangle structure within the inter-firm human network influences

the evolution of inter-firm trade network caused by bankruptcy.

Before describing each part of the workflow in Figure 4.2, I firstly review the theoretical

base of my hypotheses in the next section.

4.2 Theoretical Review

In this section, I mainly review the theoretical supports for proposed hypotheses, by indi-

cating the importance of human being (i.e. senior executives) in the inter-firm networking
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Figure 4.2: The overall flow of how I examine the hypotheses in this research

environment.

In the organization science, entrepreneurs generally play an essential role in both inter-

nal and external actions. Senior executives and founders are considered as resource coor-

dinators for the firm [92], as they often bring their personal human relationship to firms as

a potential source of competitive advantage [42]. The formation process of organizational

alliance also usually begins with the negotiation among their senior executives [93]. There-

fore, social relationship based on firms’ executive is often utilized to support the business

achieves [43]. Especially in the critical and emergent situations, the inter-organizational re-

lationship tends to be driven by social level linkages among senior executives [92]. Based

on these arguments, I propose the hypothesis about the importance of inter-firm human
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relationship when firms are facing bankrupts in a trade environment.

Meanwhile, the importance of inter-firm human relationship has been indicated in both

facilitative and substantive levels [93]. In the facilitative perspective, this social relationship

mainly enhances the collaboration chance [94]. However, it benefits more substantively by

providing wide opportunities for the resource and information exchange among firms [92].

For example, executives communicate with each other and share their knowledge, which

gives the partners access to extra information and resources [95]. Rather than marginal

effect in facilitative level, I mainly consider the substantive benefits of inter-firm human

relationship in my work.

In particular, I also discuss the theoretical motivation that I consider the triangle struc-

ture in the inter-firm network as a remarkable factor. Since 1908, scientists have reported

the triangle structure (also known as triadic closure or closure) as a significant local inter-

action mechanism in multiple social phenomena. Simmel firstly pointed out that, compared

with the dyad structure (i.e. two linked people), social triad (a social group with three peo-

ple) increases the strength and stability between social partners [96]. While motifs with

three nodes are emphasized as the cornerstone of building most networks [97], the triangle-

related structures are particularly important in social networks [3], where the density of

triangles is remarkably high [98]. Among several triangle cascades, I only take a simple

structure (i.e. close and undirected triangle) into consideration.

In addition, triangle structure in the inter-firm network has also been widely studied

in a variety of literature. In supply network, buyersuppliersupplier triads offer an interest-

ing managerial decision implications [99]. Phelpss work indicates the beneficial role of

closure structure in alliance network on the exploratory innovation of firms [100], while

Kreiser suggests that network closure enhances the impact of entrepreneurial orientation

on firms experimental learning [101]. In one most recent work, researchers measure the

importance of triadic closure within the formation of inter-firm ties driven by shared direc-

tors using exponential random graph models [102]. Those implications have motivated us
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to address the impact of triangle structure in inter-firm human network on the phenomenon

of bankruptcy evolution.

4.3 Japanese Firm Dataset and Empirical Data Analysis

In this section, the above research question is firstly explored from an empirical dataset

about Japanese firms’ information.

4.3.1 The Japanese Firm Dataset

The used Japanese firm dataset is provided by a joint project of TDB (TEIKOKU DATA-

BANK, LTD.) and Tokyo Institute of Technology. It contains the financial information of

Japanese companies over the past 10 years and has been well cleaned by engineers. In this

work, I utilized data from January 2005 to December 2015, involving about 2 million firms

and over 1 million senior executives belong to them. Also, Table 4.1 presents the databases

applied for data analysis.

Table 4.1: Used data in the Japanese firm dataset

No. Information Schema Number of Item
1 Firm data < IDfirm, IDindustry, foundT ime > 1.95 million
2 Trade recorder data < IDoutF irm, IDinF irm, T ime > 1.1 million
3 Senior executive data < IDfirm, IDseniorExecutives, T ime > 4.1 million
4 Bankrupted firm data < IDfirm, BankruptedT ime > 0.46 million

4.3.2 Empirical Data Analysis

Relying on real data in Table 4.1, I analyzed the importance of defined inter-firm human

relationship and its relevant properties.

The Extraction and Observation of Two Inter-firm Networks. First of all, the inter-

firm trade and human linkages are extracted from the real dataset respectively. On the one

side, about 8 millions trade links are constructed among Japanese firms from their historical
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trade records (given in Table 4.1-2). On the other side, according to data in Table 4.1-3,

over 20% senior executives are serving in more than one Japanese firms. Thus, I generated

more than 2 million inter-firm human links from, by considering two firms sharing the

same senior executive member, which is consistent with the definition of inter-firm human

relationship in section 4.1. A large number of inter-firm human links (almost a quarter of

the number of trade links) implies that this human relationship is a very important property

among firms.

Next, I concentrated on the firms’ data in one industry and constructed the inter-firm

trade network with about 55,000 trade links, representing a real trade environment. Mean-

while, another inter-firm network is generated by inter-firm human links in this industry,

containing 20041 edges and 2460 nodes (firms). These two extracted inter-firm networks

are visualized in Figure 4.3.

(a) (b)

Figure 4.3: The topological snapshots of real inter-firm trade (a) and human (b) network
extracted from one industry

A distinguished difference between the inter-firm human and trade network can be ob-

served firstly. Although both inter-firm networks follow a power law degree distribution,

their topological structure is quite different. While the trade-related network holds a typical
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scale-free property, the inter-firm human network has a strong community-related feature,

where dense connections are held between firms in each community (with a modularity of

0.64). Moreover, firms in human-related network have a low and sparse connectivity by

separating in more than 200 components, while all firms are connected in two big compo-

nents by inter-firm trade linkages. Table 4.2 presents a set of detailed measurements of two

networks. As shown in the table, only about 20% firms in the inter-firm trade network have

inter-firm human links. To simplify the environment setup, only firms with human links are

considered in the following simulation study.

Table 4.2: Detailed information of two real inter-firm networks in Figure 4.3

Inter-firm Human Network Inter-firm Trade Network
Node Number 2460 13531
Edge Number 20041 55261
Average degree 16.29 8.17
Modularity 0.64 0.26
Component Number 225 2

In addition, empirical analysis results indicate a very significant property in the inter-

firm human network, which is the triangle closure. There are in total 320,608 triangles in

this real human-related network, resulting in an average clustering coefficient at 0.467. The

overview of triangle structure in the real inter-firm human network is presented in Figure

4.4, where only edges in close triangles remain and grayscale shows the local clustering

coefficient value of each node.

Observation in Bankrupted Firms. On the other hand, I explored the information

of bankrupted firms to understand their inter-firm human relationship. By observing inter-

firm human links in the bankrupted firms from data in Table 4.1-3 and 4, I found that the

number of inter-firm human links of bankrupted firms is quite diverse. Overall, it follows

a power-law distribution degree. While most bankrupted companies do not have human

partners in the inter-firm environment, few firms who went bankrupted involve a great

many of inter-firm human links (over 60% of them have more than 10 human partners).
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Figure 4.4: A snapshot of the real inter-firm human network about its triangle closure
information (where only edges in close triangles are shown, and various levels of gray
scale represent different local clustering coefficient)

This result implies that the inter-firm human links play a variety of effects to bankruptcy.

It also motivated me to examine the internal impact of this human relationship in bankrupt

diffusion using the agent-based simulation technique.

4.4 The Agent-based Model

This section presents an agent-based model following the ODD (Overview, Design con-

cepts, Details) protocol [103], considering both internal adaptation and external interaction

behaviors of firms.

4.4.1 The Purpose

I propose the agent-based model (abbreviate as ABM) to further investigate the effects of

several mechanisms relevant to defined inter-human relationship in the evolution process
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of inter-firm trade network emerging from bankruptcy. The ABM technique is well used

for explaining complex social phenomenon, by representing actions and interactions of au-

tonomous agents (both individual or collective entities such as organizations or groups).

It is particularly efficient to understand macro level phenomenon (bankrupt evolution)

from micro level perspectives (the human-related factor). In this work, following the

research hypotheses, three questions are mainly examined by applying this agent-based

model: 1) whether the inter-firm human relationship affects this bankrupt evolution pro-

cess; 2) whether the number of human partners in the inter-firm human network affects this

bankrupt evolution process, and how; 3) whether the triangle structure within the inter-firm

human network affects this bankrupt evolution process, and how. By exploring these ques-

tions, I aim to understand the internal mechanism of inter-firm bankrupt diffusion, then

provide managerial guidelines about proper strategies (relevant to this human relationship)

in defending bankrupt emergencies.

4.4.2 Entities, State Variables and Scales

In this model, three types of entities are presented from the real phenomenon. The inter-

firm trade network is extracted from a market environment, and each firm is considered

as an individual firm agent. Senior executives of the firm are conceptualized as manager

entities of each firm to measure its human relationships. The conceptualization of firm and

its senior executives are illustrated in Figure 4.5.

Table 4.3: Entities and state variables.

Entities Description State variables
Environment Overall market environment Firm agents (agent1...agentn),

Human links, Trade links,
Social aspiration level, Time stamp

Firm agent (agenti) Individual firm i ID = i, Status, Performance,
Internal fitness, External resource,
Managers agents (manageri1...managerim),
Historical aspiration level

Manager agent (managerij) Senior executive j of firm i ID = j, Knowledge vector, Fitness
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Figure 4.5: The illustration of one firm agent and its manager agents

Table 4.4: State variables in detail.

State variables Description Detail
Trade relationship Supplier-customer tie between firms Rt is directed
Human relationship Executive-based tie among firms Rh is undirected
Time stamp Simulation time t ∈ [0, 20]
Social aspiration level Overall performance in the environment AS ∈ (0, 1)
Status Economy status of firm i Si ∈ {Sh, Sd, Sb}
Performance Economy performance of firm i P i ∈ (0, 1)
Historical aspiration level Performance history of firm i AHi ∈ (0, 1)
Internal fitness Internal fitness of firm i IF i ∈ (0, 1)
External resource External resource of firm i ERi ∈ (0, 1)
Knowledge vector Knowledge vector of manager j in firm i V ji = (0, 1, 1...)
Fitness Fitness of manager j in firm i F ji ∈ (0, 1)

While Table 4.3 shows a description of entities and their state variables, the detailed

descriptions and scales of state variables are shown in Table 4.4. The environment entity

contains both human (Rh) and trade relationship (Rt). Among them, trade links represent

firm’s trade records with directions, while a human link is the undirected inter-firm human

relationship between firms (i.e. same as defined in 4.1). In the environment, simulation

time is defined as a time stamp variable t, which varies from 0 to 20 (as one-time step

represents half a year and simulations are run for 10 years), and the average performance

of all firms is defined as the social aspiration level (AS) [104].

Each focal firm agent i holds a status (Si) and performance (P i) representing its current

economy situation. Among them, the performance is modeled as a weighted summation
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of the internal fitness (IF i) and external resource (ERi), while its performance history is

conceptualized as the historical aspiration level (AH i) [104]. Meanwhile, I define three

different statuses for firm agents: healthy, distressed and bankrupt [105], which has been

taken in similar risk diffusion research [106]. Healthy status (Sh) implies the focal firm is

successful and wants to persist its current trend. Later, it may turn to the distressed status

(Sd) if the firm starts taking action to survive from near bankrupt when facing an economic

emergency. In the worst case, the firm is completely failed and result in a bankrupt sta-

tus (Sd). In my work, various states transfer from each other, whose detailed process is

described in the following section 4.4.4.

Finally, I model knowledge evolution of manager j of agent i as a binary vector (V j).

This vector is being updated over simulation period, and consequently, that results in up-

dates of manager’s fitness (F j).

4.4.3 The Process Overview and Scheduling

I present an overall workflow of this agent-based model in Figure 4.6, considering both

agents’ internal adaptation and interaction within the inter-firm environment.

Figure 4.6: Overall work flow of the agent-based model

In Figure 4.6, the model firstly initialized the defined environment entity based on two
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given inter-firm networks, which contain the data of inter-firm links generated by trade

and human relationship respectively. During the setting up process, firm agents and its

corresponding manager agents are randomly generated. Over time, each active firm agent

(including its manager agents) take actions adaptively in the environment. Especially, the

interactive behaviors raised by trade links are done by the firm agents, while their man-

ager agents get involved in the human-based interactions. Later, when some firm agents

experiencing a severe performance failure and turn to the bankrupted status, they (together

with their manager agents) become inactive and dissolve all their involved links in the en-

vironment. In this way, the environment keeps evolving until there are no more agents

left.

Moreover, I further introduce the overview of simulation circle from the firm agent’s

perspective. According to Figure 4.7, each firm agent holds a performance (A) at the

current time step t. Considering its performance with aspiration levels (B), the agent has an

economy status (C). Different statuses drive different adaptive behaviors, and also change

the inter-firm environment (F). The agent updates the internal fitness (D) for the next time

step by internal adaptation, while the market environment forms its external resource (E).

Combine the internal and external economic situation, the agent has a new performance,

which drives the adaptation of simulation time t + 1. In this way, firm agents take actions

to adjust and interact with the environment over time.

4.4.4 Design Concepts

Basic Principles. As each firm agent represents one firm, the organization behavior the-

ories are mainly employed as the basic design concepts. Overall, there are two kinds of

principles applied in my model, considering the perspectives of individual agent behavior

and interaction with the inter-firm environment.

A common assumption in organization learning is that the firm tends to learn from its

experience and take actions based on its performance [107]. To better understand current
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Figure 4.7: The simulation circle of each firm agent in the agent-based model

situation, the aspiration level is often used as the borderline between perceived success

and failure and starting point of doubt [108]. The model follows the well-studied assump-

tion and integrates two aspiration levels (social and historical) [109]. The historical and

social aspiration levels of focal agent i at time t are defined in equations (4.1) and (4.2)

respectively [104]. In the equation (4.1), α is the weight factor of performance influence

on historical aspiration (AH i
t ). Social aspiration level (ASt) is the mean of performance of

all firms in the inter-firm environment at time t.

AH i
t = αP i

t−1 + (1− α)AH i
t−1. (4.1)

ASt =
1

n

n∑
i=1

P i
t−1. (4.2)

Therefore, the first principle of model behavior design is that a variety of agent sta-

tuses drive various agent behaviors, as the firm behaves differently based on whether the
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performance attains its goal [109]. In particular, various agent statuses are determined by

agent’s performance relative to the aspiration levels. The flow of status transition is shown

in Figure 4.8 and three statuses of agent i at time t are defined in equation (4.3). If the

performance (P i
t ) is larger than both social (ASt) and historical (AH i

t ) aspiration levels,

agent i is healthy (Sh). When the performance is between two of them, agent i is distressed

(Sd). In the worst case, the firm agent goes bankrupt (Sb) and cannot recover from failure

anymore.

Figure 4.8: The status transition flow of each firm agent

Si
t =


Sh, if P i

t > Max(AH i
t , ASt);

Sd, if Max(AH i
t , ASt) > P i

t > Min(AH i
t , ASt);

Sb, if P i
t < Min(AH i

t , ASt).

(4.3)

At the same time, firms continue interacting with each other in the inter-firm environ-

ment. In this regard, trade and human linkages constitute the environmental effects, and

they consequently affect the linked firms in various ways, which is the second basic concept

in the model design. In the organizational resource perspectives, inter-firm ties are forms

of resource [110], which provide value for related firms [111]. Facing with emergency of

trade partner’s bankrupt, which is equivalent to alliance dissolution, the firm often takes
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action in response to the external resource challenge [95]. Thus, the trade link affects the

external resource of relevant firms in my model. By contrast, inter-firm social ties play

a more substantive role on partner firms [95], as the executives are important inter-firm

knowledge transfer [112]. By carrying information across firms to overcome local search

[113], the human relationship affects the internal adaptation of manager agents, then for-

wards the updates to the internal fitness of firm agents they belong to.

Input Data. There are two input data in this work, including the inter-firm trade net-

work and inter-firm human network, which is constructed by the inter-firm trade and human

relationship respectively. Figure 4.9 describes how both inter-firm links are conceptualized

in the agent-based model.

Figure 4.9: The way of inter-firm trade and human links involved in the agent-based model
respectively (refer figure 4.5 for definition of entities)

As shown in Figure 4.9, the direct inter-firm trade tie links the relevant firm agents

together, while the manager agents involved in the undirected inter-firm human link. Here,

the linked two manager agents represent a same senior executive M1, who is working in

both firm A and B, which is consistent with the defined inter-firm human relationship in

section 4.1.

Objectives. One important objective in the model is performance, which measures the
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success of firm’s economy and drives firm agent’s behavior. The performance is defined in

equation (4.4), where it combines both internal fitness (IF i
t ) and external resource (ERi

t).

Parameter ε is the adjustment factor that defines the weight of internal and external influ-

ences on performance.

P i
t = εIF i

t + (1− ε)ERi
t. (4.4)

At the same time, as adaptive trait for each manager entity, the fitness of manager shows

the overall operation situation at each time step. The internal fitness of a focal firm agent

i at time t is conceptualized as the average fitness (F j
t ) of its managers in equation (4.5),

where agent i has m managers in total.

IF i
t =

1

m

m∑
j=1

F j
t (4.5)

Adaptation. In the model, adaptation of a firm agent is executed by its manager agents.

Each independent manager has a knowledge vector showing the current situation and ob-

tains the fitness based on a function of knowledge vector in the NK model [114]. At each

time stamp, the manager updates the knowledge vector to pursue a better fitness.

Figure 4.10 gives an example of the adaptation process. With the human relationship,

a senior executive not only can search locally by self-experience, but also acquires infor-

mation from his/her other knowledge vectors in different firms [115]. Such knowledge

exchange behavior provides the manager agent j more information to act and update the

fitness for the next simulation time. With many possible choices (local knowledge and that

of all social partner firms), each manager agent generally has two kinds of behaviors: 1)

filter the candidate situations with better fitness and select one based on the majority rule

[116]; 2) choose the update at random.

In general, as the unhealthy status of firm agents restricts the energy of their managers to

behave actively, the status of manager’s agent determines how it updates. In particular, the
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Figure 4.10: An example of internal adaptation

managers of agents in distressed select from candidate updates randomly, while the healthy

managers follow a majority rule and only chooses the knowledge vector that contributes to

a better fitness.

Sensing. Firm agents are sensing the inter-firm trade network environment to define

their external resource. The trade links of agent i generally build an ego economic environ-

ment, which brings the agent valuable resources. While the trade linkage equally affects

the trade partner on both sides, the amount of transaction brings different resources [94].

Thus, the weight of trade linkage between firm agent i and k is defined as W i
k. Moreover, if

the trade partners of agent i are in different statuses, the impact from them are also differ-

ent. In particular, the effect factor of firm agent k (a trade partner of firm agent i) on agent
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i is defined in equation (4.6), where Sk
t is the status of firm agent k at time t.

fk
t =


1, as Sk

t = Sh;

0.5, as Sk
t = Sd;

0, as Sk
t = Sb.

(4.6)

Equation (4.7) presents the external resource of a focal firm agent i with total p trade

ties at time t. Within the two multiplying parts in equation (4.7), the right part implies

the overall economic situation around agent i, which is conceptualized as the average in-

ternal fitness of all trade partners. The higher average internal fitness provides firm agent

i more valuable resource. Moreover, the left part of equation (4.7) shapes a healthy ratio

of economic environment around agent i. It presents the percentages of outside valuable

resources that the agent can receive. When all trade partners of agent i are healthy, the ratio

reaches the highest at 1, in contrast, the bankruptcy of all partners brings 0 resources to

agent i.

ERi
t =

∑p
k=1W

i
kf

k
t−1∑p

k=1W
i
k

×
∑p

k=1 IF
k
t−1

k
(4.7)

Initialization. At the initial state, the model first constructs the firm agents and environ-

ment from the given inter-firm trade network. Then, managers of each agent are randomly

generated and linked together based on the given inter-firm human network. Within state

variables, knowledge vector of each manager is a set of random binary bits, which con-

tributes to a value of manager fitness. In addition, the initial ratio of three agent statuses in

the environment is controlled, while the status of each agent is set up at random. Other ini-

tial variables of agent and environment are calculated automatically by the model equations

(See Table 4.4 and equations).

Emergency. Experiencing a severe performance failure, a firm agent goes bankrupt in

the model, which not only makes itself and its manager agents inactive but also creates new
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risk to related firm agents by deleting its relevant human and trade links. Such dissolution

of linkages changes the inter-firm environment consequently over time.

4.5 Simulations and Results

In this section, I introduce the configuration of a series of scenarios and evaluate their

simulation results.

4.5.1 The Simulation Configuration

Overall, in each group of my simulation run, the diversity of scenarios are set up by ap-

plying different input data for the inter-firm human network. The overview of simulation

configuration is presented in Figure 4.11. In the figure, relying on the same inter-firm trade

network and a variety of inter-firm human networks, I set up a set of different simulation

environments. Then, given each inter-firm environment, I follow the agent-based model

work flow in Figure 4.6 and Figure 4.7. In this way, I continuously obverse important fea-

tures within the network evolution, to measure effects of various influential factors inside

this bankruptcy diffusion process.

In this work, I observed the evolving measurements of overall environment and two

inter-firm networks from both macro and micro perspectives. Table 4.5 lists several im-

portant features mainly considered in my simulation process. To validate the results, I

generally collected the data of those properties and average them over multiple runs for

each group of simulation (with the same input).

Table 4.5: A list of significant observations in my simulation

Name of Feature Measurement Level
Temporal number of surviving firm agents Macro level
Temporal social aspiration level Macro level
Temporal features of inter-firm human network (for instance density) Macro level
Temporal features of inter-firm trade network (for instance density) Macro level
Temporal performance of focal firm agents Micro level
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Figure 4.11: The overview of simulation configuration

4.5.2 The Simulation Setup

This section describes how to generate all inter-firm networks (i.e. input data) used in the

simulations, as well as their parameter settings in details.

Input Data Generation. To keep simulating scenarios consistent with the practical

inter-firm environment and validate it implicitly, I involved the real inter-firm networks

(presented in section 4.3) in my simulations. Meanwhile, based on properties of real ones,

several artificial inter-firm trade and human networks are also generated respectively to

construct a variety of scenarios in the simulation.

On the one side, both my empirical analysis in section 4.3 and a recent statistical re-

search reported that the Japanese inter-firm trade network holds a scare-free property [117].

Thus, I apply the well-known Barabsi-Albert model [118] in Networkx5 to construct all of

5Source: https://networkx.github.io/
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the used inter-firm trade networks. Two examples of the generated ones are particularly

shown in Figure 4.12, with both small and large number of nodes. Among them, the node

size in Figure 4.12-a represents the degree of each node, combining its in-degree and out-

degree.

(a) (b)

Figure 4.12: Two examples of the generated inter-firm trade networks used in simulations
(with 100 (a) and 2460 (b) nodes respectively)

On the other side, to examine various factors relevant to inter-firm human relationship,

I generate the artificial inter-firm human networks in three different ways for a variety of

purposes. First, copying a wide community structure and power law degree distribution of

real inter-firm human network, Lancichinetti-Fortunato-Radicchi (LFR) benchmark [119]

is utilized to generate and evaluate a set of resemble networks holding various number

of nodes and the same average degree. Secondly, I generate several regular networks for

examining the effects of different average degree, regardless of the influences caused by

different number of nodes or topological structure. The examples of generated LFR and

regular inter-firm human networks are both shown in Figure 4.13.

Third, the average clustering coefficient is particularly considered to measure the den-

sity of triangles in an inter-firm human network [120, 121]. In general, higher average clus-
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(a) (b)

Figure 4.13: The examples of used LFR (a) and regular (b) inter-firm human networks
respectively

tering coefficient means that the network holds a heightened global triangle structure. The

RandNetGen tool6 is employed to generate two artificial networks based on main proper-

ties of the real inter-firm human network. This generator algorithm has been well validated

[122] and used to study the effect of a certain topological feature in a network [123]. In

my work, two generated inter-firm human networks holds the same number of nodes (2460

nodes), edges (20041 edges) and degree distribution with the real one, but adjusting their

average clustering coefficient at 0.015 and 0.428 respectively. In this case, the effects of tri-

angle structure in inter-firm human network can be explicitly considered. The observations

on this set of inter-firm human networks are shown in Fig. 4.14, where only the triangle

closure information remains and the grayscale represents local clustering coefficient value

of each node.

Parameter Setting. In my model, there are five senior executives (i.e. manager agents)

in each firm (i.e. firm agent), which is as same as the real data. The settings of other

6Code Source: https://github.com/polcolomer/RandNetGen
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(a) (b) (c)

Figure 4.14: The triangle-related snapshots of three used inter-firm human networks hold-
ing average clustering coefficient at 0.015 (a), 0.428 (b) and 0.467 (c) respectively (where
panel (c) is the real extracted network, and panel (a) and (b) are artificially generated).

parameters are presented in Table 4.6. I evaluate several groups of parameter settings and

select the one with the most stable results. In NK model, the contribution and elements’

relation table are both randomly generated at the beginning of each simulation. Initially,

for each simulation run the statuses of all agents are randomly generated once, following a

ratio of 1% bankrupt, 9% distressed and 90% healthy. To include varying trade amounts in

the trade network, the weight on every trade link is also selected randomly in set W . Each

simulation is running for 20 timestamps (i.e. 10 years), as each time step represents half a

year. Then, this is repeated for either 50 or 100 times in different experiments.

Table 4.6: Parameter setting.

Parameter name Setting
NK model N = 10, K = 2
Initial agent status ratio Bankrupt = 5%, Distressed = 25%, Healthy = 70%
Weight in equation (4.7) W i

k ∈ W, where W = {1, 5, 10, 50}
Weight in equation (4.1) α = 0.5
Weight in equation (4.4) ε = 0.5

4.5.3 Simulations and Results

In this subsection, I describe the observations in simulations and discuss their results. Over-

all, three groups of experiments are conducted to evaluate: 1) evolutionary effects of the
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human relationship; 2) evolutionary effects of different number of inter-firm human links;

3) evolutionary effects of different triangle structure in inter-firm human network.

1. Impact of the Human Relationship. To study the effects of human relationship,

in the first set of experiments, I simulated the inter-firm trade network evolving scenarios

with and without the inter-firm human network. When there are no human links, manager

agents adapt their knowledge vectors only by local search in the agent-based model.

The simulation results of the both scenarios are shown in Figure 4.15, including tem-

poral agent’s bankrupt information (upper side) and social aspiration level (lower side) in

three individual experiments. Simulations with 200, 300 and 500 firm agents are set up

respectively based on the same parameter setting (given in Table 4.6) and same input net-

works (shown in Figure 4.12-a and 4.13-a for the inter-firm trade and human network).

Figure 4.15: Temporal bankrupt and social aspiration level information with human rela-
tionship (◦) and without human relationship (×)

According to Figure 4.15, similar results are observed in three experiments with vari-

ous number of agents. When bankrupt happens in the inter-firm trade network, the size of

surviving agents follows a power-law distribution, which matches the empirical evidence

of firm size distribution [124]. By comparing two scenarios, I noticed that bankrupt diffu-

sion of the inter-firm trade network delays and the overall social aspiration level increases,
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when having inter-firm human relationship. This stable phenomenon indicates that the hu-

man relationship is influential on inter-firm bankrupt transferring and promotes the average

environmental performance.

2. Impact of Different Number of Human Partners. Having observed the effect

of defined human relationship in the above experiment, I further understand the impact of

different number of human partners, which is conceptualized as degree in the inter-firm

human network, from both macro and micro perspectives.

Macro-level Degree in the Inter-firm Human Network. In the macro level, I evaluated

the effects of different number of human partners on the overall bankrupt evolution process,

by examining the number of surviving firm agents and average performance over time. The

simulation results in this set of experiments are shown in Figure 4.16. Given the same initial

inter-firm trade network, I set up a group of inter-firm human networks holding different

average degree (representing various number of overall human links in the network). Here,

regular network (as shown in Figure 4.13-b) is applied to minimum the effects of inter-firm

human network structure. Also, each group of simulation includes 100 agents with the

same parameter setting (given in Table 4.6).

Figure 4.16: Temporal bankrupt and social aspiration level information for inter-firm hu-
man networks having different average degree

The results indicate that different number of inter-firm human links has various effects
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on the bankrupt evolutionary process at the macro level. In general, higher average degree

(i.e. more inter-firm human links in the network) benefits more in the bankrupt diffusion

process and promotes a better social aspiration level. It implies that, in a denser connected

inter-firm social environment, firms can receive more beneficial help when facing bankrupt

emergency.

Micro-level Degree in the Inter-firm Human Network. The local human degree of each

firm agent is also studied to explore whether different number of human partners can affect

the individual firm agent in the bankrupt risk.

When one trade partner of a focal firm agent bankrupts, it can be strongly affected and

go bankrupt as well [125]. Thus, the following scenario is designed particularly in this

experiment. One important trade agent b (for instance the biggest node in Figure 4.12-a)

is initialized in the bankrupted status. While one of its trade partner agent f has different

number of human partners (i.e. local human degree), its performance in the subsequent

time periods is observed and analyzed. In this simulation, both trade and human networks

have 100 firm agents and share the same network structure (Figure 4.12-a and 4.13-a). In

particular, to make sure the bankrupt firm agent b brings the same influence to partner agent

f in each simulation, I set up the weight of trade link W f
b as 1, instead of a random value in

W . Figure 4.17 presents the average performance of the focal agent f with different local

human degree in 50 simulation runs.

The different effects of local human degree are observed in above Figure 4.17. In the

early time after bankruptcy of the trade partner, higher local degree (i.e. more human

partners) brings more benefits in firm agent’s performance. In addition, I averaged the

results of performance in 50 simulation runs, and it can be 0 once the firm is bankrupted.

Thus, the shown performance also implies a probability of going bankrupt. According to

the results, while the firm agent with the fewest human ties (blue line in Figure 4.17) are

most likely to bankrupt, firm agents with more human links (red line in Figure 4.17) usually

survive as bankrupt transferring. This result suggests that a great number of individual
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Figure 4.17: Temporal performance of focal firm agent f with various local human degree
(averaged in 50 runs)

human partners not only is beneficial in bankrupt diffusion but also can help the firm to

recover from an urgent bankrupt influence.

At the same time, an interesting phenomenon is shown that firm agents with higher

human degree do not always result in a higher performance in the long-term. Such phe-

nomenon matches the data analysis result that firms with high human degree may go

bankrupt. It drives us to explore other important mechanisms related to this inter-firm

human relationship, as human degree is not the only influential factor in this bankruptcy

phenomenon.

3. Impact of Different Triangle Structure in Inter-firm Human Network. Next, the

impact of triangle structure in inter-firm human network is discussed in various simulation

scenarios. Overall, three sets of results are observed and analyzed to answer the following

questions: in bankruptcy evolution phenomena, 1) whether the triangle structure affects;

2) whether the triangle structure affects who go bankrupt; 3) whether the triangle structure

survives.

Whether Triangle Structure Affects. To study the impact of triangle structure, I first

simulated the bankrupt evolution of a same inter-firm trade network (Figure 4.12-b) using
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inter-firm human networks with and without triangle structure (Figure 4.14-c and Figure

4.14-a respectively). The temporal bankruptcy information and social aspiration level are

presented in Fig. 4.18.

Figure 4.18: Temporal bankrupt and social aspiration level information for inter-firm hu-
man networks without (almost to zero) and with the triangle structure

In Fig. 4.18, blue circle (O) shows information of the real inter-firm human network

with average clustering coefficient (abbreviated as CC) at 0.467, while black plus (+) repre-

sents the artificial network with 0.015 CC. It shows a similar trend between two scenarios,

not only at the median value but also within the overall scale. This stable phenomenon

indicates that presence or lack of triangle structure in inter-firm human network does not

significantly affect the global bankrupt distribution and average performance in the inter-

firm trade network.

Whether Triangle Structure Affects Who bankrupted. Three inter-firm human networks

(given in Figure 4.14) with different average clustering coefficients are used with the

same inter-firm trade network (Figure 4.12-b) in this set of simulations. To further study

how different triangle structure in inter-firm human network affect the individual firms,

I consequently analyzed some features of evolving human and trade networks during the

bankruptcy diffusion process. Figure 4.19 shows the comparison among various scenar-

ios, measuring the density of both trade and human network, as well as average clustering
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coefficient (abbreviated as CC) of the human networks.

Figure 4.19: Three temporal measurements of evolving inter-firm networks (where black
plus (+) represents the real inter-firm human network extracted in section 4.3; green circle
(o) and red dotted line (- - -) are artificial networks)

In panel (2) of Figure 4.19, networks with higher CC keep their advantages on CC

during the bankrupt propagation. In the real data case (i.e. black +), the global CC of

human network is particularly rising at the early stage of bankruptcy, which implies that

firm agents (i.e. firms) with lower local CC (i.e. within fewer triangles) have higher risk to

bankrupt at the beginning of the bankruptcy emergency.

The different effects of triangle structure in inter-firm human network are also found

in Figure 4.19-(1) and Figure 4.19-(3). In general, the higher CC drives a higher density

in both inter-firm human and trade networks. It means the firm agents (i.e. firms) holding

high trade and human degree are easier to survive during the bankrupt diffusion if they

involve in a social environment with a great many of triangles (i.e. higher CC). This result

indicates that the triangle structure in inter-firm human networks can help firms to obtain

more benefits from partners via inter-firm links.

In addition, I observed a correlated influence between the trend of CC in inter-firm hu-

man network and density (equivalent to average degree) in inter-firm trade network. Con-

sidering Figure 4.19-(1) and Figure 4.19-(2), when triangle structure in human network

starts to decrease quickly at simulation time stamp 7 (referring to wide broken of triangle

structure), the density of trade network follows a dramatic increase. Afterwards, the density

of inter-firm trade network returns back, while the CC of human network becomes stable
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again around simulation time 10. Such phenomenon suggests that the change of CC in the

inter-firm human network affects which firms go bankrupt in the inter-firm trade network.

Moreover, since the big increase of density in inter-firm trade network implies that most

firm agents with low local trade degree are getting bankrupt during this time, while firms

with more trade partners still can survive. This observation indicates that the dissolution

of triangle structure in inter-firm human network can cause the collapse of firms with few

local trade partners. Meanwhile, a stable triangle structure in the inter-firm human network

(before time 7 or after time 10) can balance the chance of firms with different trade degrees

to survive in a bankrupt emergency.

Whether Triangle Structure Survives. According to Figure 4.19-(2) and Figure 4.18,

both average clustering coefficient of inter-firm human networks and bankruptcy diffusion

is getting smooth again in the long-term. It drives us to further explore the role of triangle

structure in the remaining real human network after this dramatic bankruptcy. Thus, I took

a snapshot of topological structure in the real inter-firm human network at simulation time

stamp 10, which is shown in Figure 4.20.

In total, the above network has 17 nodes, 21 links and 10 triangles (i.e. average cluster-

ing coefficient at 0.43). The survived firm agents (i.e. firms) holds a strong triangle struc-

ture in the left real inter-firm human network. This result indicates again the significant role

of triangle structure in the inter-firm human network in this bankruptcy phenomenon. In

general, a strong triangle structure helps the firms to survive after the bankrupt emergency.

4.6 Concluding Remarks

This chapter introduces the study on dynamic evolutionary phenomenon in inter-firm trade

network emerging from bankruptcy. To understand the underlying mechanism within this

process, I concentrate on one influential but overlooked human-related factor (i.e. the inter-

firm human relationship raised by firms’ senior executives), and explore its influence in this

phenomenon based on an inter-firm human network structure. First, the real inter-firm hu-
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Figure 4.20: A snapshot of the remaining real inter-firm human network after the dramatic
bankruptcy

man and trade networks are extracted and analyzed from empirical Japanese firm data over

10 years. Then, an agent-based model is particularly proposed by applying both empirical

properties and theoretical supports. By setting up the same input inter-firm trade network

with various inter-firm human networks, I simulated three sets of diverse scenarios and

observed well-studied measurements of both inter-firm networks consequently. Overall,

the validated observations indicate the influential role of defined inter-firm human rela-

tionship and its related features: it not only affects overall bankrupt diffusion process but

also plays a significant role in determining which individual firms have higher risk of go-

ing bankrupt. These implications can be further explained from three perspectives: 1) the

inter-firm human relationship generally delays bankrupt diffusion and promotes average

social performance in the market; 2) more human partners benefits related firms to survive

in a bankrupt emergency in both macro and micro aspects; 3) a stable triangle structure in
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the inter-firm human network provides individual firms with fewer trade partners the equal

chance to survive in the bankrupt emergency. Given those implications, I expect to pro-

vide managerial guidelines about proper strategies (relevant to this human relationship) in

defending bankrupt emergencies.
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CHAPTER 5

DISCUSSION AND IMPLICATION

This chapter summarizes the correlations between two research problems and discusses the

significance of studying those data-driven complex social phenomena. Moreover, I argue

the good perspectives of expanding the study on other computational social problems.

5.1 Correlations of Two Researches

Two important social phenomenons are studied in the context, rumor spreading in online

social media and bankruptcy propagation among firms. Besides that both pieces of re-

search focus on the dynamic evolution phenomena of social networks caused by external

factors (i.e. rumor or bankruptcy), there is another significant correlation between their

methodology, which is shown in Figure 5.1.

According to the figure, although two research problems studied in this thesis share a

similar technical procedure in understanding the corresponding social problem. Based on

various social theories, both practical research problems are firstly identified and driven

by social phenomena observed in empirical social data. From a network-dependent per-

spective, two social networks are processed afterward to describe involved social entities

and their relations. Applying various computational approaches in these networks (the

technical usage can be flexible because of diverse research requirements), the analysis and

explanation of evolutionary patterns can help us to well understand the complex social

phenomenon.

The methodological procedure in Figure 5.1 not only is a common base for two studied

social phenomena but also have a broader applicability for other problems in computational

social science, whose importance and implications are discussed in the next section.
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Figure 5.1: The correlation between two research tasks in methodology

5.2 Implications in Computational Social Science

In this section, I address the implications of our work in the emerging research area, com-

putational social science.

Computational social science (CSS) is an interdisciplinary academic field that integrates

a variety of innovative methodologies in both computational science and social science. In

2009, it was firstly identified as a new research area in a publication of Science [126].

Lazer et al. empathized the rise of computational capacity and indicated the important role

of CSS in revolutionizing our understanding in lives, organizations, and societies. Since

this remarkable starting point, CSS attracts more and more attention and experienced an

extraordinary academical increase in the last years [127].

Defined as the ′interdisciplinary investigation of the social universe on many scales,

ranging from individual actors to large groupings, through the medium of computation′

[128], CSS analyzes, models and simulates the social phenomenon by applying computa-

tional approaches. In particular, under the presence of data flood, it creates new opportuni-
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Figure 5.2: A methodological research paradigm of computational social science

ties for research to quantify the study on complex social systems [129].

The field of data-driven computational social science covers a wide range of innovative

approaches and practical categories [130]. In fact, both of social tasks studied in this thesis

belong to the scope of data-driven computational social science phenomena. From the CSS

perspective, our work provides a paradigm for understanding data-driven complex social

systems and their evolutionary. Figure 5.2 presents this technical research procedure in

details.

Starting from the social theories, computational social phenomena can be studied based

on empirical big data first, which addresses social tasks to be potentially explored further.

Then, the social network structure is employed to describe complex social actors, relations,

and patterns formed by them. As a carrier of methods, it provides a good technical environ-

ment, so various computational approaches (including but not limited to machine learning,

social simulation, and mathematical modeling) can be developed smartly to understand so-

cial problems. In the nutshell, such methodological research paradigm can be easily applied

or expended in other computational social problems to understand their complex systems
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and evolutions. This provides an important guidance for scientists in CSS on where to look

for questions and how to seek solutions.

5.3 Concluding Remarks

In this chapter, I discuss one important methodological correlation between our two pieces

of research, as well as its implications in computational social science research field. More-

over, I indicated the potential to explore other computational social phenomena using the

proposed methodological research paradigm in future.
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CHAPTER 6

CONCLUSION

In the thesis, I study two evolutionary phenomena of social networks: rumor diffusion in

online social media and bankruptcy evolution among the firms. Driven by real big data anal-

ysis, I used a variety of computational technologies to understand the behavioral patterns in

the dynamic social networks from both interpersonal and inter-organizational levels. The

main contributions of my work are summarized in the following list:

1) In the dynamic phenomenon of rumor diffusion in online social media, a method-

ology is proposed to discover rumor-related patterns at the early stage of trending rumor

events in streaming social media data. First, the rumor patterns are designed regarding both

social network structural features and user behavioral features. Second, a pattern matching

algorithm is particularly developed to track these patterns in streaming data automatically.

Third, the sliding window mechanism is applied in a framework to detect and analyze the

snapshots of the data stream in the real-time. Experiments in two different real Twitter

datasets show that my approach reliably captures early signal patterns of trending rumors

and very potentially useful in real-time rumor detection system.

2) In the dynamic phenomenon of bankruptcy evolution among firms, I addressed the

influential role of social network between senior executives in the bankrupt propagation

process among firms. The empirical data of millions of Japanese firms are first analyzed,

including properties of the extracted inter-firm social network based on senior executives’

information. Second, an agent-based model is proposed to examine various factors in the

evolutionary process of this phenomenon using the simulation technique. According to the

results from various simulating scenarios, the influential role of inter-firm social network is

evaluated. In general, the resilience of firms facing bankrupt emergency can benefit from

the large number of social partners and a stable local interaction mechanism among firms
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(i.e. triangle structure in the inter-firm social network).

3) Overall, the combination of two studies provided a good perspective to understand

evolutionary individual and interactive behaviors, and their effects in the complex social

phenomenon. Regarding the correlations between two research, I proposed a methodolog-

ical procedure that is commonly applicable to explore other social phenomena. Given this

implication, I expect to apply the same function to explore the underlying nature in other

computational social problems.

This thesis provides a good start point for understanding complex dynamic social phe-

nomena. Still, there are many potential directions that can be explored in two individual

research, carrying out a variety of potential computational social tasks to be advanced in a

long-term future.

1) For the research of rumor diffusion in online social media, I propose to integrate the

work into a real-time trending rumor event discovery and analysis system (which is part of

on-going work). Overall, the behavior of framework is modeled as a state-transition process

including three possible states: normal (the initial state which mainly contains work in this

context), alarm and detected. The state transition is triggered by two decision mechanisms,

that process streams of data and raise certain flags based on the observed features and

patterns. The first decision mechanism is implemented by the early signal alarm: if this

initial step detects the presence of early signals in trending rumor events (which can be

conducted by the work presented in section 3), it triggers a state transition from normal to

alarm state. Moreover, while the framework is in alarm state, a second decision mechanism

further investigates the flags risen by the early detection. During this decision step, each

candidate might transit into two states: the normal one, if there was not sufficient data or

patterns for a reliable decision making; or in the detected state, if the framework is able to

validate (with high accuracy) a trending rumor event as false. Using this early detection

framework of trending rumor events, I expect to take immediate actions to restrict and stop

its spread by limiting the audience it can reach or emphasize the accurate information.
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2) For the research of bankruptcy evolution among firms, I first propose to further

explore the causal effects of defined human factors in this phenomenon, beyond their cor-

related impact studied in this work. Thus, multiple micro-level measurements of firms

could be examined consequently using the simulation. Secondly, I would like to enhance

empirical analysis of this work from various perspectives, such as involving real bankrupt

chain evolutionary data for the validation, expanding other important behavioral features

relevant to the defined inter-firm social relationship, or even exploring effects of other inter-

firm social relations (like data of social relationship between firms’ senior executives). In

addition, the work is currently based on data in one particular industry of one country. As

my agent-based model is conceptually designed from general organization theory, I con-

jecture that the model can be extended to other business environments by feeding extracted

features in different data. A behavioral comparison between various environments could

also be a promising direction.

3) The combination of two studies has good implications for understanding the evo-

lutionary phenomena and its underlying factors in complex social problems. Thus, my

proposed methodological research paradigm is particularly applicable to be used in a va-

riety of other computational social problems. In real society, emerging events (such as

traffic accident, big social events, and health disaster) always affect the social and business

environment dramatically and cause serious concern in the crowd [131]. From a longer

term, I expect to expand this work and make more contributions in computational social

problems.
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