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ACCEPTED MANUSCRIPT

Highlights
e An artificial turbulence generation method including scalar fluctuation was
proposed.
e This method is based on the Cholesky decomposition of turbulence flux tensors.

o We performed an LES with generated inflow turbulence in a half-channel.
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Cholesky decomposition—based generation of artificial inflow turbulence

including scalar fluctuation
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ABSTRACT: This paper proposes a new method for generating turbulent fluctuations in
wind velocity and scalars, such as temperature and contaminant cencentration, based on a
Cholesky decomposition of the time-averaged turbulent flux tensors of the momentum and
the scalar for inflow boundary condition of large-eddy simulation (LES). The artificial
turbulent fluctuations generated by this method satisfy not only the prescribed profiles for the
turbulent fluxes of the momentum and the scalar _butyalso the prescribed spatial and time
correlations. Based on an existing method “thatis able to impose the spatial and time
correlations using digital filters, random two-dimensional data are filtered to generate a set of
two-dimensional data with thepreseribed spatial correlation. Then, these data are combined
with those from the previousitime step by using two weighting factors based on an
exponential functiond. The method was validated by applying generated inflow turbulence to

an LES computation oficontaminant dispersion in a half-channel flow.
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1 INTRODUCTION

Computational fluid dynamics (CFD) is widely used in the field of computational wind
engineering to predict urban wind environments [1,2]. Most attempts have utilized turbulence
models based on the Reynolds-averaged Navier—Stokes equations [1,3—5]. In recent years, the
growth of computing power makes it possible to apply large-eddy simulation (LES) to urban
areas. One of the biggest unresolved issues involves the generation of inflow tutbulence that
reproduces upstream flow conditions. It is known that inflow turbulenceproperties greatly
affect the flow field around buildings [6—8]. This means that time-dependent inflow
turbulence within the atmospheric boundary layer should be well reproduced not only for the
turbulence statistics but also for the instantaneous turbulent structures.

Various inflow generating methods have been proposedy=as reviewed in detail by Tabor
and Ahamadi [9] and Wu [10]. According to Wu [10], these techniques for generating inflow
turbulence can be classified into two categories: rtecycling methods and synthetic methods.
Recycling methods consist of strong reeycling methods, which are based on recycling
simulation [11,12], and weak reeycling methods, which are based on rescaling-recycling
simulation [13,14]. Recycling methods store the time history of velocity fluctuations obtained
from a recycling CFD computation conducted as a preliminary simulation. The weak
recycling methods proposed by Lund et al. [14] and Kataoka and Mizuno [15] have been
widely used to generate fully developed atmospheric boundary layers used as inflow
boundary condition for LES around buildings.

In/contrast, synthetic methods artificially generate inflow turbulence with prescribed
turbulence statistics using random numbers without conducting CFD computations. An
advantage of the synthetic methods is that they do not require preliminary simulation of the
flow field to obtain the fluctuations used as the inflow boundary condition of the main

simulation. Hence, the total computational cost is reduced compared to recycling methods.



As shown by Wu [10], the synthetic methods mainly consist of four approaches: 1) synthetic
random Fourier methods (SRFMs), which are based on inverse Fourier transforms of
prescribed power spectra and cross spectra [16—19], 2) synthetic digital filter methods
(SDFMs), which are based on the convolution of random numbers with a spatial digital-filter
[20-23], 3) synthetic coherent eddy methods (SCEMs), which are based on the superposition
of a large number of convected eddies [24,25], and 4) synthetic volume forcing, methods
(SVFMs), which are based on the addition of synthetic body force terms to the Navier—Stokes
equations [26,27].

SRFM is a pioneering technique for synthetic methods. Lee etal. [16] proposed an SRFM
that uses the inverse Fourier transform and satisfied the( préscribed power spectrum for
homogeneous isotopic turbulence. Then, a spatially<decaying turbulence simulation was
performed using the artificially generated homogeneous isotopic turbulence. Because the
synthetic fluctuations are calculated independently, the Reynolds stress will be zero. Le and
Moin [28,29] revised Lee et al.’s SREM:[16] for wall-bounded flows in which the
distributions of Reynolds stress should be considered based on a coordinate transformation of
the generated synthetic fluctuations, ‘and performed a direct numerical simulation (DNS) of
the flow field over a<backward-facing step with generated anisotropic turbulence as the
inflow boundary condition. The summary of the transformation with Cholesky decomposition
of the Reynglds stresses tensor matrix is introduced in the appendix of Lund et al. [14] and
briefly described below. The values of wind velocity, u;, are divided into the time-averaged

values.ofu;, (u; ), and the deviation from the time-averaged value, u,':
u, =(u,)+u,. 6]
With the lower triangular matrix of the Reynolds stress tensor matrix, a;;, and a variable, ‘P,

satisfying (¥,)=0 and (W¥)=9

;» instantaneous wind velocity, u;, that mathematically

satisfy the prescribed Reynolds stresses can be generated as



u, :<ul.>+ui' :<ui>+al.j‘Pj. 2)

1

The mathematical theory suggests any 'P; can be chosen so long as it satisfies (¥,)=0 and
(¥,w,)=0,. This transformation was immediately recognized. Then, SDFMs and SCEMs

were developed to generate W; satisfying not only the prescribed Reynolds stresses but also
spatial and time correlations.

Jarrin et al. [24] developed an SCEM that calculates ‘¥; as the superposition of a large
number of eddies within a length scale related to the turbulence integrallength scale. Klein et
al. [20] proposed a SDFM in which ¥, are defined as a three dimensional convolution of
random numbers with a digital filter to impose space correlation:*Xie and Castro [21] revised
and simplified Klein et al.’s approach [20] to efficiently generate an inflow turbulence with a
two dimensional digital filter and demonstrated LES over a building array. This method
imposes space correlations on the wind velocity fluctuations of the lateral and vertical
directions and time correlations on those of'the streamwise direction.

Almost simultaneously, Spille-Kohoff and Kaltenbach [26] proposed a SVFM and
demonstrated a spatially developing turbulent boundary layer similar to that of Lund et al.
[14]. In this method, direct forcing terms added in the Navier—Stokes equations are applied in
a control zone adjacent to the inlet boundary to achieve a prescribed Reynolds stress
distribution. /The instantaneous body force is computed with a PI controller as a function of
the error signal, which is the difference between the current time step and the prescribed
values:

In"recent years, several non-isothermal LES computations within urban boundary layers
have been performed [30-33]. When LES is applied to a non-isothermal flow-field, both the
inflow velocity fluctuation and the air temperature fluctuation should be reproduced. Only a

few inflow generation methods for wind velocity and air temperature fluctuations have been



proposed.

Kong et al. [34] proposed a generation method for inflow fluctuations of wind velocity
and air temperature using Lund et al.’s method [14] according to the same rescaling and
recycling law between air temperature and streamwise velocity. Hattori and Nagano [35]
conducted DNSs for very weak stable and unstable boundary layers with the inflow turbulent
fluctuations of wind velocity and air temperature generated by the method proposed,by Kong
et al. [34]. Jiang et al. [36] carried out LESs for weak stable and unstable boundary layers
with the inflow turbulence including air temperature fluctuation generated by extending
Kataoka’s weak recycling method [15]. Tamura et al. [31] conducted a non-isothermal LES
of the Tokyo metropolitan area with an inflow turbulence including air temperature
fluctuation. They set up a driver region that consist§ of,two domains in the preliminary
calculation to generate inflow turbulence with the temperature fluctuation. In the first domain,
a fully developed isothermal boundary layer over a rough wall was calculated with the
recycling method by Lund et al. [14]. Thenyin the second domain, a stable boundary layer
simulated as a sea breeze was{ calculated using turbulent fluctuations stored from the
calculation in the first domain as the inflow boundary condition and stored histories of the
wind and the temperature fluctuations at the outlet boundary for the main simulation. Yoshie
et al. [30] perfermed “a preliminary LES in which the approaching section of heated
roughness elements in a wind tunnel was completely reproduced and predicted gas dispersion
around (a high-rise building under an unstable stratification condition. Mirocha et al. [37]
proposedy-a synthetic inflow-generation-method for nested LES from meso-scale flow
predicted with a meso-scale meteorological model based on the concept of SVFM because
the meso-scale flow includes essentially no resolved turbulent fluctuations. Forcing terms
were added to the momentum equations for the horizontal directions and the transport

equations for potential temperature to provide minimal disturbance to the flow field so



turbulence could develop naturally within the nested LES domain near the inflow boundaries.
Muioz-Esparza et al. [38,39] developed several perturbation generation methods for potential
temperature with the forcing method to accelerate the generation of turbulence on nested LES
inflow boundaries.

However, generation methods for wind velocity and air temperature fluctuations based on
preliminary or subsequent calculations require additional computational costs. Futthermore,
in these methods, the distributions of mean wind velocity and air temperature and their
fluctuations are obtained after the preliminary computation. This mieans it 1s difficult to
impose the prescribed profiles of wind velocity and air temperature and the turbulence fluxes
of the momentum and air temperature. Synthetic methads™using forcing terms require
optimization of the location of the control zone and the{parameters in the forcing terms. Thus,
the process of the trial and error is usually needed for'the current inflow generation methods.

This paper proposes a new method of artificially generating turbulent fluctuations in wind
velocity and a scalar, such as air temperature and concentration, based on a simultaneous
Cholesky decomposition of the titne-averaged turbulence flux tensors of the momentum and
the scalar. The artificial turbulent fluctuations generated using this method satisfy not only
the prescribed profilesfor the turbulence fluxes of the momentum and the scalar but also the
prescribed spatial’and time correlations. According to the method proposed by Xie and Castro
[21], two-dimensional random data are filtered to generate a set of two-dimensional data with
the prescribed spatial correlation. Then, these data are combined with those from the previous
time,stepyby using two weighting factors based on an exponential function corresponding to a
time correlation of the fluctuations. The method was validated by applying the generated
turbulent fluctuations to the inflow boundary conditions of an LES computation of

contaminant dispersion without buoyancy in a half-channel flow.



2 NEW METHOD OF GENERATING INFLOW TURBULENCE INCLUDING SCALAR
FLUCTUATION

In this study, we express the values of wind velocity and the scalar as f;, the time-averaged

values of f; as (f; ), and the deviation from the time-averaged value as f;".

L=+ 1 3)
where the subscripts i = 1, 2, 3 indicate the wind velocity components in the streamwise,
lateral, and vertical directions (u, v, w), respectively, and i = 4 indicates the scalar value, ¢. A

regular matrix of the turbulence fluxes of the momentum and the scalar, R;;;"is'defined as

o) vy o) () | @

If we implement the Cholesky decomposition of Rjpwe obtain a lower triangular matrix, a;;:

R, 0 0 0

R% JR,, -, 0 0
11 .
a; =| R R, —a,a o 2 5
i 31a11 32 21 31a22 R33—a321—a322 0 ( )

R, Ry, —aya,, R,y a515, —aya,, \/R —d® —ak -4t
44 T Ay T Ayy T Ay
ay, a3 33

With the lower triangular matrix a; and a variable ‘¥; satisfying <\}’ j> =0 and <‘Pl.\l{,.> =6, , the

1]7

fluctuations, f;,canbe rewritten as
fl.=<f,.>+ﬂ=<fi>+a,.j‘{’j. (6)
Wewextended the transformation originally proposed by Le and Moin [28,29] using the
Reynolds stress tensor matrix to consider the turbulence fluxes of a scalar with a 4 x 4 matrix.
The statistics obtained by using Eq. (6) mathematically satisty the turbulence fluxes of the
momentum and the scalar prescribed in Eq. (4).
To impose time and space correlations for each component of the fluctuations, the two-

dimensional digital-filter method proposed by Xie and Castro [21] was employed as a brief



description shown below. The prescribed time and space correlations are assumed using

exponential functions with an integral time scale, 7, and a length scale, L:
T
- g] , (7)
\ A 8
(0%, 0) ®

The time advance for the artificially generated fluctuations on a grid“point (m, n) is

expressed as

%
¥ (t+At,mn)="¥, (t,m,n)exp(—%) +y (¢, m,n){l — exp(— %)} , )

;(t.m,n) Z me - (10)

==N,n '=—N,

where 7 is a random number satistying (rj) =0 and’(ri rj) = J; , by is a digital-filter coefficient
for the integral length scale in the generatédsplane in each direction, and N, and N. are related
to the length scale of the filter in®ach direction. Xie and Castro [21] recommended that N >
2n, where n is the number of\grid points included in the integral length scale, so N = 2n is
used in this study. The.filter'coefficient is assumed in the form of an exponential function to

impose the approximated space correlation with a simple solution by Klein et al. [20]:

Y

N
bk:5k/[zgjz 5 (11)
j=—N

{_% a2

By substituting y; (as obtained using the new dataset of random numbers from Egs. (10)-

(12)) into Eq. (9) for each time step, ¥; for the next time step is calculated. Finally, the

fluctuations, f;; and instantaneous values of f; are obtained by substituting ‘¥'; into Eq. (6).



3 A PRIORI LES COMPUTATIONS

3.1 Outline of computations

A priori LES computations for a half-channel were carried out to validate the reproducibility
of the flow and dispersion fields by applying the artificially generated wind and scalar
fluctuations based on the proposed generation method as inflow boundary conditions. Fig. 1
shows a diagram of the computations.

First, a preliminary LES computation was conducted to obtain turbulence,statistics in the
fully developed half channel flow, as shown in Fig. 1(a). A line source was placed on the
ground cell immediately behind the inflow boundary and a passive,scalar was emitted. The
emission rate of the passive scalar per unit time and unit area, ¢, was set to 1.0. The mean and
turbulence statistics of the wind and scalar values were stored on the y-z plane at the center of
the calculation domain.

Then, at the inlet of the main LES domain(Fig. 1(b)), the time histories of the wind and
scalar values were artificially generated based on the Cholesky decomposition of the time-
averaged turbulence flux tensot of the /momentum and the scalar, which was obtained from
the database collected at x= 5.0 in the preliminary simulation.

Finally, the main I.ES'computation was carried out with the artificially generated turbulent
fluctuations as,the,inflow boundary conditions of the main computation. The reproducibility
of the flow and dispersion fields when applying the artificially generated wind and scalar
fluctuations_as inflow boundary conditions was validated by comparing the results for the
flow ‘and the dispersion fields from x = 0.0H to 5.0H in the main calculation with those

obtained from x = 5.0H to 10.0H in the preliminary calculation.
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3.2 Numerical settings

The dimensions of the computational domain in both the preliminary and main simulations
were 10.0Hx1.0Hx1.0H in the streamwise (x), lateral (y), and vertical (z) directions,
respectively. The computational domain comprised 320x32x32 cells with a uniform grid. A
structural grid system was used. The Reynolds number, which was defined with the mean
wind velocity at the top of the domain, U, and the domain height, H, was set to 32x10".

A second-order central difference scheme was used for the spatial discretization of all
advection and diffusion terms in the governing equations. The~“second-order Adams—
Bashforth scheme was used to discretize the time-dependent terms. The standard
Smagorinsky model was applied to reproduce the subgrid=scale sfress with a Smagorinsky
constant of C; = 0.10. The Schmitt number and the sub-gridiscale Schmitt number were set to
1.0. An averaged pressure gradient was imposed in the streamwise direction as the driving
force in the preliminary calculation to obtainythe ‘turbulence statistics in the fully developed
half channel flow. The simplified marker‘and cell (SMAC) algorithm was applied to couple
the equations for momentum and'mass conservation in incompressible flow. The turbulence
statistics for both simulations were collected and averaged over AT* = 20 after a sufficient
initial calculation. Thé non-dimensional time, AT*, is defined as AT*=AT-(u*)/H, where AT is
the calculation time, (u*) is the friction velocity on the surface of the ground and H is the

domain height.

3.3 ‘Boundary conditions
In the preliminary simulation, periodic boundary conditions were imposed in both the
streamwise and lateral directions for the wind field to achieve fully developed flow field. An

advective outlet condition was applied to the outlet boundary for the scalar field.

11



In the main simulation, artificially generated fluctuations based on the method proposed
in Section 2 were used as the inflow boundary conditions of the wind and scalar field. The
integral length scale for prescribing the space correlations of the turbulent fluctuations of
wind velocity was assumed to be L = 0.15H based on the results of a previous study [22] that
examined the same situation of a half-channel simulation for investigating the effects of
artificially generated fluctuations of the wind velocity components on a reproduced flow
field. The integral time scale for prescribing the time correlations of the turbulent fluctuations
is given based on the frozen turbulence approximation known as ‘“Taylor’s ‘hypothesis of
frozen turbulence”:

T=L/U, (11)
where U is the time- and space-averaged wind velocity at'the upper boundary. It is assumed
that the integral length and time scales for scalar dispersion are equal to those for the wind
velocity; likewise, Xie et al. [40] assumed the same values for the integral length scales of the
velocity and temperature at the inflow boundary. A periodic boundary condition was imposed
only in the lateral direction of the flow and scalar fields. An advective outlet condition was
applied to the outlet boundaryfot the flow and scalar fields.

Werner and Wengle’s twe-layer model [41] was adopted to estimate the shear stress on
the ground surfaece by assuming linear and 1/7 power law distributions of the instantaneous
velocity in both the preliminary and main simulations. A slip-wall boundary condition was

imposed for the upper boundary condition in both simulations.

3.4 Computational cases

Three cases were carried out, as listed in Table 1. In Case-fluc, both the artificially generated
fluctuations of the wind and the scalar were imposed as the inflow boundary condition of the
main simulation. In contrast, in Case-mean, the artificially generated fluctuations of the wind

velocity were imposed—similarly to Case-fluc—but the fluctuation of the scalar was not

12



generated. In this case, the artificially generated fluctuations of the wind velocity and the
mean value of the scalar (without turbulent fluctuation) obtained from the preliminary
simulation were employed. In addition, in Case-c2, both the artificially generated fluctuations
of the wind and the scalar were also imposed. However, the inflow turbulence in Case-c2 was
generated by only prescribing the Reynolds stresses and the variance of the scalar fluctuation
from the preliminary LES. The cross-correlations of the wind and scalar fluctuations of the
inflow turbulence in Case-2 were set to zero. This means that the artificial fluetuation of the

scalar in Case-c2 was generated independently from the wind velocity fluctuations.

4 RESULTS AND DISCUSSION

4.1 Turbulence statistics of generated fluctuations for wind and scalar

Fig. 2 shows a comparison of the mean valuesrand turbulence statistics between the target
values obtained from the preliminary simulation and the artificially generated values based on
the method proposed in Section 2. The generated mean wind velocity and concentration
precisely agree with the target walues. The variances of the generated streamwise component
of the fluctuation of the wind velocity and the concentration are also in good agreement with
the target values. An addition, the artificially generated turbulence fluxes—which are
correlations between the turbulent fluctuations of the streamwise and vertical components of
the wind _velocity, the fluctuations of the wind velocity in each direction, and the fluctuation
of the cencentration—correspond to the turbulence fluxes from the target values. This
confitms that the generated turbulent fluctuations in the wind and the scalar values, as
obtained by this proposed method, satisfy the prescribed time-averaged turbulence flux

tensors of the momentum and the scalar.
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4.2 Reproducibility of flow field with artificially generated inflow boundary conditions

Fig. 3 shows the streamwise change in the vertical distributions of the turbulence statistics for
the flow field. The mean wind velocity changes very little in the downstream region, which is
in good agreement with the target value obtained from the preliminary simulation. The
turbulence kinetic energy in the grid scale at x = 1.0H (just leeward of the inflow boundary) is
strongly damped by 40%, relative to the target value. Previous researchers [21,42] have
suspected that the causes are related to the artificially generated fluctuations not generally
being able to satisfy the continuity and momentum equations, as the generated fluctuations
database does not include pressure fluctuations. The turbulence kinetic energy near the
surface more closely approaches the target value as the flow'moves downstream owing to the
reproduction of the turbulence kinetic energy by the gradient-of the mean wind velocity near
the surface. In Fig. 3(c), the variance of the streamwise component of the wind velocity
fluctuation is reduced by 40% at x = 1.0H, but it increases as the flow moves downstream.
This streamwise change is similar to that of the turbulence kinetic energy. In contrast, in Fig.
3(d), the variance in the verticaly,component of the wind velocity fluctuation drastically
undershoots the target value at'x =/1.0H, especially near the surface. One of the reasons for
this reduction of the vertical component of the wind velocity fluctuation is thought to be that
both the integral'length scales in the streamwise and vertical directions are set to the same
value.

Fig. 4 shows the streamwise change of the friction velocity on the ground surface
normalized with the friction velocity in the preliminary simulation. The friction velocity
decreased by 5% aroud x = 1.0H; however, the vertical profiles of the mean wind did not
change along with the streamwise direction, as shown Fig. 3(a). This decreasing of the
friction velocity was caused by damping of the turbulence kinetic energy immediately behind

the inflow boundary. The friction velocity increased depending on the regeneration of
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turbulent fluctuation near the surface. The friction velocity in the main simulation reached

that in the preliminary simulation near x = 4.0H.

4.3 Reproducibility of dispersion field with artificially generated fluctuation of scalar at

inflow boundary

Fig. 5 compares the streamwise changes in the vertical distribution of the mean ceneentration
(c). The result of the mean concentration obtained from the main simulation with artificially
generated fluctuations in Case-fluc was slightly larger than the result of the preliminary
simulation near the surface. This difference is attributed to the underestimation of the
turbulent diffusion of the passive scalar in the upward area; which is due to the damping of
the turbulence kinetic energy near the inflow boundaty. The mean concentrations in Case-
mean and Case-c2 were larger than those in both the,preliminary simulation and Case-fluc,
especially near the ground surface. In Case-mean and Case-c2, the cross-correlations between
the wind velocity and scalar fluctuations were not imposed. This led to the underestimation of
the turbulence fluxes of the scalar in the vertical direction. Consequently, the mean
concentrations near the grounid,incréased in Case-mean and Case-c2.

The streamwise change inythe vertical distributions of the turbulence flux of the passive
scalar for the vertical component (wW'c’) is shown in Fig. 6. The heights of the peak values of
(w'c’y for three cases are observed at the same position, and they correspond to that in the
preliminary simulation at each sampled line. The fluxes near the ground surface in three cases
increase at x = 3.0H and 5.0H with the increase in the turbulence kinetic energy near the
ground. The turbulence flux in Case-fluc at x = 1.0H also agreed well with that in the
preliminary LES; in contrast, the fluxes in Case-mean and Case-c2 underestimated it owing

to the lack of turbulence fluxes of the scalar at the inflow boundary.
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Fig. 7 shows the streamwise change in the vertical distribution of the variance of the
passive scalar fluctuation (c"*). The results in Case-fluc were somewhat overestimated for
each line, but the distribution profile and the height at which the peak value of ) appears
are similar to the results obtained with the preliminary simulation. The underestimation of
(w'c"), mentioned above, leads to poor turbulent diffusion, and the high windward
concentrations would trend to the leeward side. As a result, (¢’*) was overestimated in the
main simulation. The results in Case-mean showed smaller values than, the,preliminary
simulation in all lines. Especially, (¢'*) at x = 1.0H in Case-meany,was=underestimated
because scalar fluctuation was not imposed. The streamwise change of/(c’®) in Case-c2 was
roughly similar to that in the preliminary LES and Case-fluc: However, (¢'?) at x = 5.0H in
Case-c2 was slightly larger than that in the preliminary LES and Case-fluc. This means that
even at x = 5.0H, the concentrations in Case-c2 ¢ontinued to be higher or lower than those in
the respective regions of Case-fluc because\of\the underestimation of (w'c’) in this region,
which is caused by the lack of (w'c)-at the inflow boundary.

Fig. 8 shows the comparison of the streamwise changes of the mean concentration and the
variance of the fluctuation of ‘the concentration at z = 0.1H. The mean concentration
decreased along the 'streamwise direction owing to the scalar diffusion in the vertical
direction. The“mean concentrations in Case-mean and Case-c2 were 10% higher than that in
Case-fluc. The.decreasing trend of the concentration in Case-fluc was reproduced fairly well
with, that in-the preliminary simulation. The concentrations in Case-mean and Case-c2 near x
= 1.0H were almost constant. This indicates that the turbulent diffusion did not well
reproduce the preliminary behavior because the cross-correlation of the wind velocity and the
scalar fluctuations were not considered in Case-mean and Case-c2. The variance of the
concentration in Case-fluc, which decreased immediately behind the inflow boundary,

approached that in the preliminary simulation as the flow moved downstream. In contrast, the
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variance in Case-mean was completely different from that in the preliminary LES within
0.0H < x < 3.0H. The variance in Case-mean was close to the preliminary result within the
downstream region. However, the variance in Case-mean was still smaller than that in the
preliminary result near x = 5.0H. By applying the artificially generated wind and scalar

fluctuations as inflow boundary conditions, the dispersion field was well reproduced.

5 CONCLUSIONS

A new method for generating the turbulent fluctuations in the three,components of wind
velocity and scalar quantities, such as temperature and contaminant concentration, was
developed based on the Cholesky decomposition of the timé-averaged turbulence flux tensors
of the momentum and the scalar. By employing a 5 X §_non-singular matrix as a turbulence
flux tensor matrix, the proposed method can,generate the time series of wind velocity,
temperature, and concentration of contaminants. This method can be applied to other
synthetic methods based on the Cholesky decomposition of the Reynolds stresses such as the
SCEM proposed by Jarrin et al..[24].

LES computations for a‘half=channel were carried out to validate the reproducibility of the
flow and dispersion fields by applying the artificially generated wind and scalar fluctuations
as inflow boundary“conditions. The streamwise change in the mean concentration was
reproduced ‘accurately by means of the preliminary simulation. Although (w'c’) was
underestimated and (¢'%) was overestimated slightly owing to the damping of the turbulence
kinetic energy, the dispersion field was well reproduced with the artificially generated wind
and scalar fluctuations based on the proposed inflow boundary conditions compared to the
simulation with the generated fluctuations of wind velocity only. The cross-correlations of
wind velocity and scalar fluctuations imposed on the inflow turbulence greatly affected the

turbulent diffusion of the passive scalar in the downstream area in this study. The lack of

17



cross-correlations between wind velocity and scalar fluctuations at the inflow boundary led to
less turbulent diffusion of the scalar in the downstream region. When the proposed method is
applied to practical situations, it is sometimes difficult to know the correct values for the
cross-correlations of wind velocity and scalar fluctuations. To set the cross-correlations of
wind velocity and scalar fluctuations, such as turbulence heat flux and turbulence
concentration flux, several assumptions—i.e., the empirical relationship under, thermal
stratifications and the concept of the eddy-viscosity model with mean values—are needed.
Further investigations of the applicability of this method to non-isothermal flow fields and
the practicality of the proposed method with assumed cross-correlations of wind velocity and

scalar fluctuations to LES in actual situations should be undertaken.
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