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Abstract

The development of accurate and robust numerical models for compressible multi-

components flows has been one of the most active research areas in CFD (computational

fluid dynamics) community for past decades, which has been constantly driven by the

great demand of applications from a broad engineering. However, the complicated flow

structures in compressible multi-components flows such as moving interfaces and reac-

tion fronts pose great challenges to most of existing numerical methods. The inherent

numerical dissipation errors in so-called high resolution methods may smear out fine

flow structures, which even leads to wrong numerical solutions. Thus in this work, we

have made following efforts to construct high-fidelity numerical methods.

1. We firstly propose the Boundary variation diminishing (BVD) algorithm which

serves as a new guideline for reconstruction processes. The concept of this algorithm

is to determine reconstruction function from several candidates thus to minimize nu-

merical dissipation errors. Then, several effective implementation of BVD algorithm is

introduced or designed. With these algorithm, new reconstruction schemes can be con-

structed under the BVD principle. The numerical tests show that the resultant scheme

can achieve high order in smooth region but also solve sharp discontinuities. Thus the

designed algorithms can effectively minimize numerical dissipation errors.

2. With the help of BVD algorithm, we propose two practical schemes which can solve

problems involving discontinuities. We first design the MUSCL-THINC-BVD scheme,

which significantly improves the accuracy of original MUSCL scheme. Despite of its

algorithmic simplicity, it shows competitive performance compared with high order

schemes. Then a novel limiting-free discontinuities capturing scheme is proposed. Dif-

ferent from long-lasting reconstruction processes which employ high order polynomi-

als enforced with some carefully designed limiting projections to seek stable solutions

around discontinuities, the current discretized scheme employs non-polynomial THINC



ii

(Tangent of Hyperbola for INterface Capturing) functions with adaptive sharpness to

solve both smooth and discontinuous solutions. Due to the essentially monotone and

bounded properties of THINC function, difficulties to solve sharp discontinuous solu-

tions and complexities associated with designing limiting projections can be prevented.

Verified through numerical tests, the present method is able to capture both smooth and

discontinuous solutions for reactive compressible gas dynamics with excellent solution

quality competitive to other existing schemes.

3. The newly proposed schemes are applied to solve the five-equation model for inter-

facial two phase flows. The scheme is implemented to the volume fraction and other

state variables under the same finite volume framework, which realizes the consistency

among volume fraction and other physical variables. Moreover, this scheme can re-

solve discontinuous solutions with much less numerical dissipation in comparison with

other existing methods, which enables to solve moving interfaces of compact thickness

without additional “anti-diffusion” or “artificial compression” manipulation. Numerical

results of benchmark tests show that the present method is able to capture the material

interface as a well-defined sharp jump in volume fraction.

4. We extend our schemes to high order in the local high order reconstruction frame-

work. We propose a new formulation for high-order multi-moment constrained finite

volume (MCV) method. Two candidate polynomials for spatial reconstruction of third-

order are built by adopting one additional constraint condition from the adjacent cells.

A boundary gradient switching (BGS) algorithm based on the variation-minimization

principle is devised to determine the spatial reconstruction from the two candidates,

so as to remove the spurious oscillations around the discontinuities. The resulted non-

oscillatory MCV3-BGS scheme is of fourth-order accuracy and completely free of case-

dependent ad hoc parameters.

5. We have constructed a novel numerical model for Euler equations on 2D unstructured

grids and 3D hybrid unstructured grids including tetrahedral, hexahedral, prismatic and
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pyramidal elements. The model integrates the VPM (Volume integrated average and

Point value based Multi-moment) spatial discretization scheme and the limiting projec-

tion with BVD manipulation. Distinguished from conventional finite volume method,

both the volume-integrated average (VIA) and the point values (PV) at the cell vertices

are memorized as prognostic variables and updated in time simultaneously. The result-

ing numerical model provides remarkably improved numerical accuracy and robustness

with a moderate increase in algorithmic complexity and computational cost.

As verified through numerical tests, the proposed numerical method serves as a high

fidelity tool to obtain accurate and robust numerical solutions for compressible multi-

components flows, which are very challenging to other existing methods. Due to their

algorithmic simplicity, it can be expected to be applied to wide engineering problems.
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Chapter 1

Introduction

1.1 Background

The development of accurate and robust numerical models for compressible flows has

been one of the most active research areas in CFD (computational fluid dynamics) com-

munity for past decades, which has been constantly driven by the great demand of ap-

plications from a broad engineering problems. Most of the real-case problems involve

complex geometric configurations and complex flow structures including shock waves

and vortices, such as those found in aeroacoustic and aerodynamics regarding the de-

sign of high-speed vehicles [1]. Over the past decades, tremendous efforts have been

made to construct reliable numerical solvers with adequate accuracy for aerodynamic

engineering.

The flow structures become more complicated when involving multi-components. For

example, compressible multiphase fluid dynamics is one of active and challenging re-

search areas of great importance in both theoretical studies and industrial applications.

For example, shock/interface interactions are thought to be crucial to the instability

and evolution of material interfaces that separate different fluids as observed in a wide

spectrum of phenomena [95]. The material interfaces greatly complicate the physics

1
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and make problems formidably difficult for analytical and experimental approaches in

many cases, where numerical simulation turns out to be the most effective approach to

provide quantitative information to elucidate the fundamental mechanisms behind the

complex phenomena of multiphase flows.

Another important phenomenon in compressible multi-components flow is detonation

waves. Detonation waves are supersonic combustion waves with strong leading shocks.

Because of their potential for high propulsion efficiency in aeronautics and astronautics

engineering, detonation engines have been attracting greater attention in recent years

[151–154]. Three kinds of engines, namely, pulse-detonation, rotational-detonation,

and oblique-detonation engines, are studied experimentally and numerically. In numer-

ical research on detonation waves, the coupling of the shock and heat release reactions

plays a vital role and needs to be simulated precisely.

One of main features in compressible multi-components flow which pose numerical dif-

ficulties is that flow structures usually contain discontinuities.For example, one of the

main features of high speed compressible flows, which can be described by nonlinear

hyperbolic conservation laws, is that discontinuous solution such as shock waves may

appear in spite of smooth initial conditions. Other types of discontinuous structures,

such as the contact discontinuities in convection-dominant flows and the material inter-

faces between different immiscible fluids, are also widely observed. These discontinu-

ities play crucial roles in fluid dynamics, and have thus been extensively investigated

[58, 95].

Having become a widely accepted mainstream methodology for compressible fluid dy-

namics which may involve shock waves and other discontinuities, finite volume meth-

ods (FVM) have got the overwhelming popularity in the related fields due to its rigorous

numerical conservation. In addition to the conservativeness, other essential features that

make a numerical solver appealing for real-case applications in engineering practice in-

clude at least, adaptivity and flexibility to complex geometric configurations, high-order
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accuracy for both smooth and discontinuous solutions, robustness for all Mach numbers

(or all speed) and computational efficiency. More importantly, any effort to investigate

the fluid dynamics using numerical simulations, however, has to face challenges to ob-

tain accurate and stable solutions around discontinuities. Thus to meet the demands

mentioned above, it is necessary to construct a high-fidelity numerical model.

1.2 Control Equations

To describe compressible multi-components flow, control equations are constructed

based on continuum assumption. Written in the form of Euler equations or extended

Euler equation, the control equations used in the present paper are hyperbolic systems.

The characteristics of hyperbolic system determine how to design numerical schemes.

1.2.1 Euler equations

The general form which describes the time-dependent inviscid compressible flow can

be written in the following form

∂ρ

∂t
+∇ ·m = 0, (1.1)

∂m

∂t
+∇ · (m⊗ u + p) = 0, (1.2)

∂E

∂t
+∇ · (uE + pu) = 0, (1.3)

where m = (mx,my,mz) is momentum per unit volume, u = m/ ρ = (u, v, w) the

velocity, ρ the density and E the total energy per unit volume. The pressure of perfect

gas is computed by the equation of state p = (E − ρu2/ 2) (γ − 1) where γ denotes the

ratio of specific heats. The total enthalpy can be calculated by H = (E + p)/ ρ.
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1.2.2 Reacting Euler equations

The Euler equations, which describe the time-dependent flow of an inviscid compress-

ible and reactive gas with only two chemical states in one space dimension, can be

written in the form
∂q
∂t

+
∂f(q)

∂x
= φ(q), (1.4)

where the vectors of physical variables q, flux functions f , and source terms φ are

q = (ρ, ρu,E, ρα)T ,

f = (ρu, ρuu+ p, Eu+ pu, ρuα)T ,

φ = (0, 0, 0,−K(T )ρα)T ,

(1.5)

respectively. The dependent variables ρ, u, E and α are density, velocity component in

the x direction, total energy, and mass fraction of unreacted gas, respectively. Also, p

is the pressure, T the temperature, and K the chemical reaction rate. The pressure is

given by

p = (γ − 1)(E − 1

2
ρu2 − q0ρα), (1.6)

where q0 denotes the chemical heat release, and γ is the ratio of specific heats. The

temperature is calculated using

T =
p

ρ
. (1.7)

For the reactive Euler equations, the reaction rate is often modeled with Arrhenius ki-

netics [83] using the form

K(T ) = K0e
−Tign

T , (1.8)

where K0 is the reaction rate constant and Tign is the ignition temperature. The reaction

rate may also by replaced by Heaviside kinetics with

K(T ) = −1

ξ
H(T − Tign), (1.9)
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where H(x) = 1 for x ≥ 0, and H(x) = 0 for x < 0; ξ represents the reaction time.

Generally, the aspects concerning stiffness become more severe with Heaviside kinetics.

1.2.3 Five equations model for compressible multiphase flow

To describe the compressible multiphase flow, several numerical model have been pro-

posed.In the present work, the inviscid compressible two-component flows are formu-

lated by the five-equation model developed in [114]. By assuming that the material

interface is in equilibrium of mixed pressure and velocity, the five-equation model con-

sists of two continuity equations for phasic mass, a momentum equation, an energy

equation and an advection equation of volume fraction as follows

∂

∂t
(α1ρ1) +∇ · (α1ρ1u) = 0,

∂

∂t
(α2ρ2) +∇ · (α2ρ2u) = 0,

∂

∂t
(ρu) +∇ · (ρu⊗ u) +∇p = 0,

∂E

∂t
+∇ · (Eu + pu) = 0,

∂α1

∂t
+ u · ∇α1 = 0,

(1.10)

where ρk and αk ∈ [0, 1] denote in turn the kth phasic density and volume fraction for

k = 1, 2, u the vector of particle velocity, p the mixture pressure and E the total energy.

When considering more than two-phases, the five-equation model can be extended by

supplementing additional continuity equations and volume fraction advection equations

for each new phase.

To close the system, the fluid of each phase is assumed to satisfy the Mie-Grüneisen

equation of state,

pk (ρk, ek) = p∞,k(ρk) + ρkΓk(ρk) (ek − e∞,k(ρk)) , (1.11)
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where Γk = (1/ρk)(∂pk/∂ek)|ρk is the Grüneisen coefficient, and p∞,k, e∞,k are the

properly chosen states of the pressure and internal energy along some reference curves

(e.g., along an isentrope or other empirically fitting curves) in order to match the ex-

perimental data of the examined material [134]. Usually, parameters Γk, p∞,k and e∞,k

can be taken as functions only of the density. This equation of state can be employed

to approximate a wide variety of materials including some gaseous or solid explosives

and solid metals under high pressure.

The conservativeness constraints lead to the mixing formula for volume fraction, density

and internal energy as follows,

α1 + α2 = 1,

α1ρ1 + α2ρ2 = ρ,

α1ρ1e1 + α2ρ2e2 = ρe.

(1.12)

Derived in [113], the mixture Grüneisen coefficient, pressure p∞ and internal energy

e∞ can be expressed as

α1

Γ1(ρ1)
+

α2

Γ2(ρ2)
=

1

Γ
,

α1ρ1e∞,1(ρ1) + α2ρ2e∞,2(ρ2) = ρe∞,

α1
p∞,1(ρ1)

Γ1(ρ1)
+ α2

p∞,2(ρ2)

Γ2(ρ2)
=
p∞(ρ)

Γ(ρ)
,

(1.13)

under the isobaric assumption. The mixture pressure is then calculated by

p =

(
ρe−

2∑
k=1

αkρke∞,k(ρk) +
2∑

k=1

αk
p∞,k(ρk)

Γk(ρk)

)/ 2∑
k=1

αk
Γk(ρk)

. (1.14)

It should be noted that the mixing rules of Eq.(4.4) and Eq.(4.5) ensure that the mixed

pressure is free of spurious oscillations across the material interfaces [107, 109, 111–

113]. Following the five equations model under isobaric closure [114], the sound speed
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of mixture could be calculated as the volumetric average of the phasic sound speeds as

c2 = α1c
2
1 + α2c

2
2. (1.15)

1.3 Finite volume method for hyperbolic system

Finite volume methods (FVM) have got the overwhelming popularity in the related

fields due to its rigorous numerical conservation. Moreover, FVM can be applied to un-

structured grid, which is not an easy work for methods such as finite difference method.

Thus, in present work the high fidelity numerical solvers are developed in finite volume

framework.

1.3.1 Finite volume method and finite volume wave propagation

method

The 1D scalar conservation law in following form is used to introduce the finite volume

method
∂q

∂t
+
∂f(q)

∂x
= 0, (1.16)

where q(x, t) is the solution function and f(q) is the flux function. We divide the com-

putational domain into N non-overlapping cell elements, Ii : x ∈ [xi−1/2, xi+1/2],

i = 1, 2, . . . , N , with a uniform grid spacing ∆x = xi+1/2 − xi−1/2. For a standard

finite volume method, the volume-integrated average value q̄i(t) in cell Ii is defined as

q̄i(t) ≈
1

∆x

∫ xi+1/2

xi−1/2

q(x, t) dx. (1.17)



Chapter 1. Introduction 8

The semi-discrete version of Eq. (1.16) in the finite volume form can be expressed as a

ordinary differential equations (ODEs)

∂q̄(t)

∂t
= − 1

∆x
(f̃i+1/2 − f̃i−1/2), (1.18)

where the numerical fluxes f̃ at cell boundaries can be computed by a Riemann solver

f̃i+1/2 = fRiemann
i+1/2 (qLi+1/2, q

R
i+1/2) (1.19)

if the reconstructed left-side value qLi+1/2 and right-side value qRi+1/2 at cell boundaries

are provided. Essentially, the Riemann flux can be written in a canonical form as

fRiemann
i+1/2 (qLi+1/2, q

R
i+1/2) =

1

2

(
f(qLi+1/2) + f(qRi+1/2)

)
−
|ai+1/2|

2

(
qRi+1/2 − qLi+1/2)

)
,

(1.20)

where ai+1/2 stands for the characteristic speed of the hyperbolic conservation law. The

remaining main task is how to calculate qLi+1/2 and qRi+1/2 through the reconstruction

process.

As one kind of finite volume method, finite volume wave propagation method is also

popularly used. Compared to the classical finite-volume method, the model system

which is a quasi-conservative system of equations can be approximated in a consistent

and accurate manner with wave propagation method [132, 135, 136]. Denoting the

spatial discretization operator for convection terms in (4.7) by L(q̄(t)) the semi-discrete

version of the finite-volume formulation can also be expressed as a system of ordinary

differential equations (ODEs)

∂q̄(t)

∂t
= L (q̄(t)) . (1.21)
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In the wave-propagation method, the spatial discretization operator for the convection

terms in a cell Ci is computed using

L (q̄i(t)) = − 1

∆x

(
A+∆qi−1/2 +A−∆qi+1/2 +A∆qi

)
, (1.22)

where A+∆qi−1/2 and A−∆qi+1/2, are the right- and left-moving fluctuations, respec-

tively, which enter into the grid cell, and A∆qi is the total fluctuation within Ci. We

need to solve Riemann problems to determine these fluctuations. The right- and left-

moving fluctuations can be calculated using

A±∆qi−1/2 =
3∑

k=1

[
sk
(
qLi−1/2, q

R
i−1/2

)]±Wk
(
qLi−1/2, q

R
i−1/2

)
, (1.23)

where moving speeds sk and jumpsWk (k = 1, 2, 3) of the three propagating disconti-

nuities can be solved by Riemann solvers [72] given the reconstructed values qLi−1/2 and

qRi−1/2, which are computed from the reconstruction functions q̃i−1(x) and q̃i(x) to the

left and right of the cell edge xi−1/2, respectively. As usual, the notations for the quan-

tities s± are set by s+ = max(s, 0) and s− = min(s, 0). Similarly, the total fluctuation

can be determined using

A∆qi =
3∑

k=1

[
sk
(
qRi−1/2, q

L
i+1/2

)]
Wk

(
qRi−1/2, q

L
i+1/2

)
. (1.24)

Given the spatial discretization, time integration scheme can be used to solve ODE. For

example, we can employ the three-stage third-order SSP (Strong Stability-Preserving)

Runge-Kutta scheme [73]

q̄∗ = q̄n + ∆tL (q̄n) ,

q̄∗∗ =
3

4
q̄n +

1

4
q̄∗ +

1

4
∆tL (q̄∗) ,

q̄n+1 =
1

3
q̄n +

2

3
q̄∗ +

2

3
∆tL (q̄∗∗) ,

(1.25)
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to solve the time evolution ODEs, where q̄∗ and q̄∗∗ denote the intermediate values at

the sub-steps.

1.3.2 Reconstruction processes

The procedure to calculate qLi+1/2 and qRi+1/2 is named as the reconstruction process.

The modern finite volume method (FVM) for hyperbolic systems is developed based

on Godunov scheme which assumes that (1) the flow variables within each computing

elements are constant and (2) numerical fluxes are calculated from the solution of the

Riemann problem. In original Godunov scheme, qLi+1/2 and qRi+1/2 is calculated with

first order accuracy due to the assumption that flow variables within each computing

elements are constant. The resultant scheme is usually called as first order upwind

scheme. Although it is the most robust scheme, it suffers from excessive numerical

dissipation. Thus extension to higher order scheme has been made over the decades.

However, to construct high order reconstruction scheme is not an easy work. Spatial re-

construction schemes using high-order-polynomial fashion interpolation functions have

been extensively exploited in the past decades, see [49] for comprehensive and updated

review on the developments in the fields. The polynomial-based high-order (PHO) re-

constructions are highly demanded and show excellent performance in resolving numer-

ical solutions which have relatively smooth variations in space, such as acoustic waves

and vortices in compressible flow. However, when applied to strong discontinuities,

the PHO reconstructions have to be projected to lower order or smoother polynomi-

als (or more precisely rational functions in nonlinear schemes) to suppress numerical

oscillations, which is called limiting projection. The limiting projection can be de-

signed by following principles demanded from mathematical or physical perspectives

and maximum-principle-satisfying. The PHO reconstructions with limiting projection

might result in excessive numerical dissipation and tend to smear out the discontinuities
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in numerical solution. Thus spatial reconstruction scheme using high order polyno-

mial should be designed carefully to prevent numerical oscillations as well as reduce

numerical dissipation.

For example, a large amount of work has been done to explore the possibilities of recon-

struction schemes to pursue high accuracy with an essentially non-oscillatory behavior

(ENO). TVD (Total Variation Diminishing) schemes, such as the MUSCL (Monotone

Upstream-centered Schemes for Conservation Law) scheme, can resolve discontinuities

without numerical oscillations by introducing slope or flux limiters. However, although

TVD schemes can ensure the physical fields to be bounded and monotonic in the tran-

sition region, they typically suffer from excessive numerical dissipation.

To improve the general accuracy, high order WENO (Weighted Essentially Non-Oscillatory)

schemes have been introduced in [2] and improved in [2] as well as many other works

thereafter. Through assigning weights to different candidate stencils according to smooth-

ness indicators, WENO schemes can substantially prevent numerical oscillations in the

vicinity of discontinuity. However, it has been recognized in [60] that the original

WENO scheme generates excessive numerical dissipation that tends to smear out con-

tact discontinuities or jumps in variables across material interface. Since then numer-

ous studies have been contributed to further improve the accuracy of WENO schemes.

For example, a series of new smoothness indicators have been proposed in [50, 61–

63] where contributions of the less smooth candidate stencils are optimized to reduce

numerical dissipation. Other variants have also been devised to improve the perfor-

mance of original WENO scheme. For example, in [64] numerical dissipation is re-

duced through employing central discretization. Combination of high order flux with a

high order smooth indicator is designed to improve the accuracy around discontinuities

in [65]. All these works conceptually follow the original WENO scheme and make use

of polynomial interpolations.

Although the WENO-type schemes are proven to be a great success in computing
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smooth solutions with the highest possible order of accuracy (in terms of convergence

rate) while effectively suppressing numerical oscillations around discontinuous solu-

tions, the intrinsic numerical dissipation still persists and pollutes the numerical solution

in spite of the efforts aforementioned. Thus to construct a high-fidelity method, accurate

and robust spatial reconstruction scheme is demanded. In present work, we will explore

several possibilities to realize new accurate but robust spatial reconstruction schemes.

1.3.3 Riemann solvers

The modern finite volume method (FVM) for hyperbolic systems is developed based on

Godunov scheme [12] which assumes that (1) the flow variables within each computing

elements are constant and (2) numerical fluxes are calculated from the solution of the

Riemann problem. Owing to its robustness and flexibility, Godunov approach has been

further developed for decades, and is popularly applied to solve Euler equations for

high speed compressible flows. One branch in the development is the construction

of approximate Riemann solvers, or in another word, upwind fluxes. Different from

the exact Riemann solver, the approximate algorithms are non-iterative and hence less

expensive. Over the years, several upwind fluxes have been proposed, which can be

generally categorized into flux vector splitting (FVS) and flux difference splitting (FDS)

methods.

The FVS methods split flux vectors into upstream and downstream travelling informa-

tions. These methods are generally less complicated and better compatible with implicit

methods. However, they are not effective in capturing the discontinuities represented by

linear waves. Thus they are prone to intensively smear out contact surfaces and shear

waves. Schemes such as the Steger-Warming and the FVS scheme of van Leer belong

to this approach.

On the other hand, the FDS methods are constructed from approximate solution of

local Riemann problem between two adjacent states. The FDS methods can be further
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divided into two groups as complete or incomplete Riemann solvers. The complete

solvers have the same wave structures as the exact Riemann solver. For Euler equations,

the wave structures comprise a contact discontinuity and two nonlinear waves which

corresponds to either a shock or a rarefaction wave. By virtue of comprising all wave

components, the complete FDS methods are capable of capturing linear as well as non-

linear waves. This attractive quality makes complete Riemann solvers such as the Roe

solver, the Osher solver and Harten, Lax and van Leer with Contact (HLLC) solver

widely used. Incomplete Riemann solvers, however, employ coarser wave structures

which do not include the contact discontinuity. Thus, they generally bring excessive

dissipation across contact. The incomplete solvers include the HLL, the Harten Lax van

Leer Einfeldt (HLLE) and the Rusanov solver.

Among these approximated Riemann solvers introduced above, HLLC method, which is

less dissipative, is considered to be one of the most preferred FDS method because it can

capture contact very accurately. Unfortunately, it may encounter a problem of numerical

instability known as the carbuncle phenomenon. In fact, it has been known that Riemann

solvers, which can resolve the contact and shear waves exactly, usually suffer from

numerical instability in the vicinity of strong shock waves. On the other side, HLL,

which is more dissipative due to its incomplete wave structures, is very robust. It has an

entropy satisfaction property, exactly resolves isolated shock and preserves positivity

although it is notorious that it cannot resolve contact discontinuities exactly. In present

work, following Riemann solver will be used.

(I) Riemann solver1: SLAU

In comparison with its predecessor, i.e. AUSM schemes [206–208], SLAU reformu-

lates flux function with Mach number being evaluated from a multi-dimensional fluid

velocity which mitigates the anomalies caused by pure one-dimensional formulation

particular for the case that shock is not aligned with the mesh. More importantly, it re-

duces the numerical dissipation in low Mach number regime and is free from reference
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parameters, such as the cutoff Mach number, which makes it particularly suitable for

constructing the all-speed solver in present work.

We recast the Euler equations of conservative form (1.1)-(1.3) into

Q
∂U

∂t
+∇ · F (U) = 0 (1.26)

where U and F(U) represent the vectors of conservative variables and flux functions,

i.e.

U = [ρ, m, E]T , (1.27)

F(U) = [m, m⊗ u + pn, u(E + p)]T . (1.28)

Following the formulation of SLAU2[201], F(U) can be rewritten as

F(U) =
m+ |m|

2
ΨL +

m− |m|
2

ΨR + PN, (1.29)

with

Ψ = [1, u, v, H]T , N = [1, nx, ny, 0]T ,

where subscripts L/R denote the left and right states of physical fields at the cell-

interface and H stands for total enthalpy H = (E + p)/ ρ. The mass flux m is

m =
1

2
ρL

(
VL +

∣∣V ∣∣+)+ ρR

(
VR −

∣∣V ∣∣−)− χ

c
(pR − pL), (1.30)
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where V = u · nij stands for the velocity normal to cell boundary. Other quantities in

Eq.(1.30) are computed as follows,

∣∣V ∣∣+ = (1− g)
∣∣V ∣∣+ g |VL| ,

∣∣V ∣∣− = (1− g)
∣∣V ∣∣+ g |VR| ,∣∣V ∣∣ =

ρL |VL|+ ρR |VR|
ρL + ρR

, χ =
(

1− M̂
)2

, c =
cL + cR

2

M̂ = min

(
1.0,

1

c

√
|uL|2 + |uR|2

2

)
, ML/R = VL/R

/
c,

g = −max [min (ML, 0) ,−1] ·min [max (MR, 0) ,−1] .

Similarly, the pressure flux P is computed by

P =
pL + pR

2
+
f+
p − f−p

2
(pL − pR) +

√
|uL|2 + |uR|2

2

(
f+
p + f−p − 1

)
ρc, (1.31)

with

f±p =


1
2

(1± sign(M)) , if |M | > 1

1
4

(M ± 1)2 (2∓M), otherwise
, ρ =

ρL + ρR
2

.

It is noted that there are no user-specified parameters involved throughout the formula-

tion.

(II) Riemann solver2: Roe

The numerical fluxes across surface segment Γij can be also expressed in the form of

Fij(U) = AUij where A = ∂F/∂U is the Jacobian matrix, which is computed by

using the integrated average of conservative variables U in the neighboring cell sharing

the boundary Γij .

Decomposing the Jacobian matrix into an eigensystem of A = RΛL, where R/L de-

notes the matrix of right/left eigenvectors and Λ the corresponding eigenvalues, we
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solve (6.13) by

∂Ui

∂t
= −

j=J∑
j=1

(
A
(
U+
ij + U−ij

)
+R |Λ|L

(
U+
ij −U−ij

))
|Γij| (1.32)

where U±ij denotes the integrated averages on left-side and right-side of boundary Γij

respectively. It is noteworthy that all the values in the eigensystem are computed by

Roe-averaging approximation with two adjacent VIAs. The complete structure of eigen-

system on unstructured grids has been detailed in [32].

For 2D structured grids, the eigensystem can be calculated as The Jacobian matrix A

corresponding to flux F(U) is defined by

A =



0 1 0 0

−u2 + (γ − 1)V −(γ − 3)u −(γ − 1)v (γ − 1)

−uv v u 0

u (V(γ − 1)−H) H − u2(γ − 1) −(γ − 1)uv γu


, (1.33)

where
V =

1

2
(u2 + v2),

H =
P + E

ρ
.

(1.34)

The eigenvalues of Jacobian matrix A are

λ1 = u− a, λ2 = u, λ3 = u, λ4 = u+ a, (1.35)

where a is the sound speed. For ideal gases EOS, the sound speed a and total enthalpy

H can be calculated by

a =

√
γp

ρ
,

H =
a2

γ − 1
+ V.

(1.36)
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The corresponding right eigenvectors are given by

Rx =



1 0 1 1

u− a 0 u u+ a

v 1 v v

H − ua v V H + ua


, (1.37)

where each column of the matrix Rx is corresponding to each right eigenvector. And

the left eigenvectors are given by

Lx =



1

2
(γ − 1)

V

a2
+

u

2a
−1

2

(
u(γ − 1)

a2
+

1

a

)
−v(γ − 1)

2a2

(γ − 1)

2a2

−v 0 1 0

1− (γ − 1)
V

a2
(γ − 1)

u

a2
(γ − 1)

v

a2
−(γ − 1)

a2

1

2
(γ − 1)

V

a2
− u

2a
−1

2

(
u(γ − 1)

a2
− 1

a

)
−v(γ − 1)

2a2

(γ − 1)

2a2


,

(1.38)

where each row of the matrix Lx is corresponding to each left eigenvector.

(III) Riemann solver3: HLL-type

By assuming a two wave system, the HLL Riemann solver calculates numerical fluxes

as

Fhll
i+ 1

2
=


FL if 0 ≤ SL,

Fhll if SL ≤ 0 ≤ SR,

FR if 0 ≥ SR,

(1.39)

where SL is the smallest wave speed and SR is the largest wave speed. The subscripts

L and R imply the left and right values at the cell interface. The wave speed can be

estimated by different formulations. In the present work, we use the simple estimation



Chapter 1. Introduction 18

proposed according to [13]

SL = min(uL − cL, uR − cR), SR = min(uL + cL, uR + cR), (1.40)

where cL and cR are sound speed calculated at the cell interface. This estimation can

be applied directly in problems with complex equation of state. The HLL Riemann

solver assumes that between the slowest and fastest waves there is only a single constant

intermediate state vector Uhll calculated by

Uhll =
SRUR − SLUL + FL − FR

SR − SL
, (1.41)

Then the corresponding HLL numerical flux Fhll can be found as

Fhll =
SRFL − SLFR + SLSR(UR − UL)

SR − SL
. (1.42)

The above HLL numerical flux can be also written as a central difference term with the

numerical diffusion as

Fhll =
1

2
(FL + FR) + ε, (1.43)

(III) Riemann solver4: HLLC

Assuming three wave structure with wave speed estimate SL, S?, SR the flux is given

by

FHLLC =



FL, 0 ≤ SL

F?L = FL + SL(Û?L −UL), SL ≤ 0 ≤ S?

F?R = FR + SR(U?R −UR), S? ≤ 0 ≤ SR

FR

(1.44)
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where state U?L/R can be calculated as following

U?k = ρk(
Sk − uk
Sk − S?

)



1

S?

vk

wk
Ek
ρk

(S? − uk)[S? +
pk

ρk(Sk − uk)
]


(1.45)

where k = L or k = R. The wave speed can be estimated by pressure-velocity estima-

tion method .

1.4 Local high order reconstruction (LHR) method

Conventional finite volume method are facing with difficulties when going to higher

than second order. One of issues is numerical oscillation mentioned before. Another

is that it’s not straightforward to increase order on unstructured grids. Constructing a

spatial discretization higher than second order on unstructured grids is not a trivial task

for conventional finite volume formulation where only the volume-integrated average

(VIA) for each grid cell is the degree of freedom (DOF) available for reconstruction.

As a result, any interpolation higher than second order requires a wide stencil which

may not be uniquely determined[174, 187].

1.4.1 Review of local high order reconstruction method

To get around the difficulties of conventional FVM in generating high-order schemes on

unstructured grids, another approach that makes use of local high-order reconstruction

(LHR) has been explored as well. LHR type methods create high-order reconstruction

within each cell by locally increasing degree of freedoms (DOFs) as new prognostic
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variables. The local DOFs are connected through basis functions and thus have well-

defined data structures. Being the representative approach of this sort, the discontinu-

ous Galerkin (DG) method [188, 189], as well as other local high reconstruction (LHR)

methods enjoys the local data regularity and more rapid (spectral) convergence as sum-

marized in [190]. Flux reconstruction (FR) [17] or its extension to unstructured grids

[18], known latter as lifting collocation penalty (LCP) and correction procedure via re-

construction (CPR), provides a more general framework that unifies nearly all existing

nodal type LHR methods that leave the reconstructed field discontinuous across cell

boundaries where the numerical fluxes are required as in the conventional finite volume

formulation.

Falling between conventional FVM and aforementioned LHR-based methods, other nu-

merical formulations have been also proposed in recent years, such as the multi-moment

finite volume method (MM-FVM) [22, 191–196] and discontinuous Galerkin / finite

volume (DG/FV) method [14, 15]. These methods make use of multiple DOFs for

each grid cell as the computational variables, but allow the spatial reconstructions being

carried out over the target cell and its immediate neighbors in a more flexible and effi-

cient manner. As a practical variant of MM-FVM, we have recently devised the multi-

moment constrained finite volume method with solution points at center and vertices

(MCV-SPCV) [28] on hybrid unstructured grids of arbitrary elements, which realizes

3rd order accuracy within a compact stencil including only adjacent neighboring cells.

In the MCV-SPCV formulation, both the point value at cell center (PVC) and point

values at cell vertices (PVV) are treated as the computational variables updated at each

time step. The PVC is updated by an evolution equation derived from the finite volume

formulation of flux form that guarantees the conservation of the VIA, while the PVV is

computed from a prognostic equation of differential form where the spatial derivative

terms can be directly obtained from the MCV reconstructions
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1.4.2 Limiting processes of LHR

Devising a limiting projection in the presence of discontinuous solutions for LHR schemes

still remains a problem not fully resolved . Despite some existing strategies such as us-

ing weighted essentially non-oscillatory (WENO) scheme/limiter [19, 20] or adding

artificial viscosity [21], efforts are still required to make the LHR methods to provide

reliable solutions to discontinuities.

Belong to the LHR family, the high order MCV method also need careful-designed

limiting processes. According to well-known Godunov barrier for linear schemes, any

monotonic linear scheme can be of only first order. As a result, the high-order MCV

schemes will produce the non-physical oscillations while simulating the compressible

flows, even for those cases with the smooth initial conditions where discontinuity will

appear due to the nonlinearity of the governing equations. Several strategies have been

employed by the local high-order schemes to suppress the numerical oscillations in the

vicinity of discontinuities in the existing literature. One of the popular strategies is non-

linear limiting projection. Earlier studies such as in [5] for DG method and in [192]

for MCV method use the total variation bounded (TVB) limiters, where the TVB crite-

rion is needed to find the “troubled cells” by evaluating the smoothness of the solution.

For the troubled cells, where discontinuous solutions are detected, the total variation

diminishing (TVD) limiting procedure is applied. As the TVD limiting has second-

order accuracy at most, it tends to introduce too much extra numerical dissipation and

degrades the high-order accuracy of the original schemes. The higher order limited re-

constructions, such as the essentially non-oscillatory (ENO) and weighted essentially

non-oscillatory (WENO) [2] reconstructions, are applied in [5] for DG method and in

[195] for MCV method. The WENO limiter effectively reduces the numerical dissipa-

tion errors around smooth region and can retain the high-order convergence. However,

the current implementations of the WENO limiting in the high-order schemes with lo-

cal reconstructions cannot make the full use of the local DOFs, and the solutions are
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heavily dependent on the TVB criterion that determines the “troubled cells” in an ad

hoc fashion. This is one of the key issues to be solved for developing numerical models

for practical applications using local high-order schemes.

1.5 Current issues for simulation of compressible multi-

components flow

1.5.1 Numerical difficulties for detonation waves

Standard shock-capturing schemes, which resolve discontinuous solutions without nu-

merical oscillations by introducing extra dissipative errors, have achieved by far the

greater success when dealing with non-reacting inviscid compressible flow (Euler equa-

tions). However, problems may arise when applying shock-capturing schemes to the

reactive Euler equation system, which is a non-homogeneous system with source terms

that account for the effects of reactions. When time scales of the chemical reactions

are significantly shorter than the hydrodynamic time scales, numerical stiffness ap-

pears and introduces problems. To deal with such stiff hyperbolic systems, standard

shock-capturing schemes need greater grid resolution, usually overwhelming the avail-

able computational resources. Insufficient grid resolution may produce an incorrect

propagation speed of the discontinuities and non-physical spurious waves even with

enough temporal resolution. Because of numerical dissipations around discontinuities

in shock-capturing scheme, the chemical reaction may be triggered too early in an adja-

cent cell of the discontinuity if a numerically smeared-out temperature profile contains

values above the ignition temperature. If the reaction is fast, early triggered chemical

reactions shift the discontinuity and thereby produce non-physical spurious waves, as

first reported in [155].
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During the past two decades, spurious phenomena in simulating stiff hyperbolic sys-

tem have been investigated in several studies [68, 69, 80, 81, 156, 157, 160]. Various

strategies have been proposed to obtain the correct wave propagation speed. One main

strategy is to reduce the numerical dissipation using a ghost fluid/level set and front

tracking methods [156, 159, 160], or locally resolving the detonation wave with a large

number of adaptively placed grid cells [158]. Another advanced strategy is to revise

the reaction step by accepting the smeared-out discontinuous profile. A temperature

extrapolation method, which constructs a first or second extrapolation from a few grid

cells ahead of the shock to obtain the temperature was proposed in [161]. Nevertheless,

finding the temperature in front of the wave is non-trivial, especially in higher spatial

dimensions [160]. Instead of extrapolating temperature from the cells in front of shock,

the method in which a projection is performed to make the ignition temperature random

during reaction step was proposed in [80, 84, 162]. This method achieves success in

both one- and two-dimensional tests, although the assumption of a priori stiff source

term prevents its use for non-stiff problems. To deal with both types, a fractional-step

algorithm termed the MinMax scheme was proposed in [81]. Based on two-valued

variable reconstruction in each cell, appropriate maximum and minimum values of the

unknown are believed to deal with the under-resolved calculations for stiff-source con-

ditions, but only one-dimensional tests were conducted in the work. In recent work [68],

the high-order shock-capturing WENO (Weighted Essentially Non-Oscillatory) scheme

was used to update the convection step. During the reaction step, the transition diffused

points produced by the convection step are first identified, and then the flow variables

at these points are extrapolated by a reconstructed polynomial using the subcell reso-

lution method. Although this method can capture the correct location, extra steps, for

example, to solve the shock location, is unavoidable and more importantly, the detona-

tion front remains diffuse as existing shock-capturing schemes, despite their high order,

introduce excessive numerical diffusion errors around discontinuities.
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As studied in [69], the degree of the discrepancy in the propagation speed of discon-

tinuities is highly dependent on how shock-capturing schemes spread the discontinu-

ities. The fundamental reason behind this spurious phenomenon is that shock-capturing

schemes introduce excessive numerical dissipation errors around discontinuities.

Even to simulate non-stiff detonation phenomena, a mature numerical model should at

least meet following two requirements: 1). ability to resolve complex solution struc-

tures involved in detonation waves with reasonable computational cost. 2. adaptive to

complex geometries which are common in engineering industry. To overcome numeri-

cal dissipation which will diffuse complex solution structures, several works [164–166]

apply high order Weighted Essentially Non-oscillation Schemes (WENO) and WENO-

to simulate detonation waves. To further improve the ability to resolve flow structures,

Mapped WENO-Z scheme was proposed by[167], in which a tangent domain mapping

is used to cluster grid points near the detonation front. In [168], WENO scheme was

combined with Adaptive Mesh Refinement (AMR), so called AMR-WENO method,

to simulate multi-dimensional detonation with high resolution. Although theses works

provide high quality solution to detonation simulation and serve as an effective tool

to investigate detonation phenomena, they are far from engineering application where

complex boundaries cannot be aligned with the grid lines of a regular grids. To deal with

irregular boundaries but to keep Cartesian grids in interior cells, which is not a trivial

work since additional errors from careless treatment about irregular boundaries will

pollute results, several major efforts including inverse Lax-Wendroff (ILW) boundary

treatment [169, 170] and cut-cell method [171] have been devised to simulate detona-

tion with irregular boundaries.

Compared with these treatment about irregular boundaries, unstructured mesh has ad-

vantages such as easy mesh adaptation and highly flexibility to very complicated con-

figurations [172, 173]. However, as stated in [173], the reason that unstructured grids

is not popular in detonation simulation is that implementation of high order finite vol-

ume method (FVM) on unstructured grids requires a wide stencil which may not be
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uniquely determined [174]. Thus generally speaking, high order FVMs based on un-

structured grids are less efficient than those based on structured grids. In view of this,

several works [175] extended discontinuous Galerkin (DG) methods, which create high-

order reconstruction by locally increasing degrees of freedom (DOFs) as new prognostic

variables, to detonation simulation. However, as far as the author know, the work that

implements DG on unstructured for detonation simulation is few, of which reason may

be that devising a limiting projection in the presence of discontinuous solutions for such

scheme still remains as a problem not fully resolved.

1.5.2 Numerical difficulties for moving interface flows

In comparison to the computation of single phase flow, development of numerical meth-

ods for multiphase flow faces more challenging tasks. The major complexity comes

from the moving interfaces between different fluids that usually associate with strong

discontinuities, singular forces and phase changes in some cases. Given the numerical

methods developed for multiphase incompressible flows with interfaces having been

reaching a relatively mature stage, the numerical solvers for compressible interfacial

multiphase flows are apparently insufficient. For incompressible multiphase flows with

moving interfaces where the density and other physical properties, e.g. viscosity and

thermal conductivity, are constant in each fluid, the one-fluid model [94] can be imple-

mented in a straightforward manner with an assumption that the physical fields change

monotonically across the interface region. Thus, provided with an indication function

which identifies the moving interface, one can uniquely determine the physical property

fields for the whole computational domain. Some indication functions, such as volume

of fluid (VOF) function [96–98] and level set function [99–101], have been proposed

and proved to be able to capture moving interfaces with compact thickness and geo-

metrical faithfulness if solved by advanced numerical algorithms. However, substantial

barrier exists when implementing the one-fluid model to compressible interfacial mul-

tiphase flows.
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The new difficulties we face when applying the one-fluid model 1 to compressible in-

terfacial multiphase flows lie in two aspects:

(I) Density and energy in compressible flow have to be solved along with the indication

function, and special formulations are required to maintain the physical consis-

tency which results in a balanced state among all variables for the interface cell

where a well-defined interface falls in;

(II) The numerical dissipation in the so-called high-resolution schemes designed for

solving single phase compressible flows involving shock waves tends to smear

out discontinuities including the material interfaces in numerical solutions, which

is fatal to simulations of interfacial multiphase flows even if the schemes can

produce acceptable results in single phase cases.

For issue (I) mentioned above, mixing or averaging models that consist of Euler or

Navier-Stokes equations along with the equations of interface-indication functions have

been derived and widely used as an efficient approximation to the state of the interface

cell where two or more species co-exist. A simple single-fluid model was reported in

[102, 103, 197] for interfacial multiphase compressible flows using either explicit time

marching or semi-implicit pressure-projection solution procedure. The latter results

in a unified formulation for solving both compressible and incompressible multiphase

flows. As the primitive variables are solved in these models, the conservation proper-

ties are not guaranteed, and thus might not be suitable for high-Mach flows involving

shock waves. Conservative formulations, which have been well-established for single

phase compressible flows with shock waves, however may lead to spurious oscillations

in pressure or other thermal fields [105, 106]. It was found that special treatments are re-

quired in transporting the material interface and mixing/averaging the state variables to

find the mixed state of fluids in the interfacial cell that satisfies pressure balance across

1More precisely, it should be called single-state model or single-equivalent-fluid (SEF) model[114].
We call such model SEF in the present paper.
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material interface for multiple polytropic and stiff gases [107–111], van der Waals [112]

and Mie-Grüneisen equations of state (EOS) [113]. A more general five-equation model

[114] was developed for a wide range fluids. These models apply to multiphase com-

pressible flows with either spread or sharp interfaces. See [115] for a recent review on

the models of this sort. We make use of the five-equation model in the present work as

the PDE (partial differential equation) set to develop our numerical method, which can

be applied to other extended system as well.

Provided the SEF models with some desired properties, such as hyperbolicity, con-

servation and well-balanced mixing closure without spurious oscillations in thermal

variables, we can in principle implement numerical methods for single phase com-

pressible flow (e.g. the standard shock-capturing schemes) to solve these multiphase

models. TVD (Total Variation Diminishing) schemes, such as the MUSCL (Mono-

tone Upstream-centered Schemes for Conservation Law) scheme, can solve discon-

tinuities without numerical oscillations, which is of paramount importance to ensure

the physical fields to be bounded and monotonic in the transition region. However,

TVD schemes suffer from excessive numerical dissipation, which brings the problem

(II) listed above to us. The intrinsic numerical dissipation smears out the flow struc-

tures including the discontinuities in mass fraction or volume fraction which is used

to represent the material interfaces. Consequently, material interfaces are continuously

blurred and smeared out, which is not acceptable in many applications, especially for

the simulations that need long-term computation. As a remedy, using higher order

schemes, like WENO (Weighted Essentially Non-Oscillatory) scheme, to solve com-

pressible multiphase flows is also found in the literature [116, 117], where numerical

dissipation is largely reduced, and the moving interfaces, as well as other flow struc-

tures, can be resolved with significantly improved accuracy. However, implementing

high order schemes might generate numerical oscillations for compressible multiphase

flows with complex EOS as discussed in [116], where even though the reconstructions

were carried out in terms of the characteristic variables to reduce numerical oscillation,
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spurious disturbances are still observed when waves are reflected from the material in-

terface. In a more recent work [118], an intermediate state was introduced at each cell

edge in characteristic decomposition to suppress numerical oscillations and stabilize

computation. Furthermore, high order monotonicity-preserving scheme [119] was used

to ensure the bounded value for volume fraction. It is noted that numerical dissipa-

tion even reduced in WENO and other high-order schemes still remains in conventional

Eulerian advection schemes, which might be problematic in long-term simulations. In

general, the implementation of high order shock capturing schemes to interfacial com-

pressible multiphase flows demands further investigations.

There are different numerical methods to identify and compute moving interfaces in

compressible multiphase flows, such as [120–122] on moving meshes and [123–127]

on fixed meshes. As aforementioned, the VOF-type methods that use the volume frac-

tion or mass fraction as the identification function of moving interface have been popu-

larly used as well, which are referred to as interface-capturing methods in our context.

Interface-capturing methods resolve the interfaces on fixed Eulerian grids and use ad-

vection schemes to transport the volume/mass fraction functions. It is well known that

conventional Eulerian advection schemes have intrinsic numerical dissipation and tend

to smear out the jumps in volume fraction or mass fraction functions which are used

to identify the material interfaces between different fluids. In order to keep the com-

pact thickness of material interfaces during computation, special numerical techniques

are needed to steepen the jumps in the volume or mass fraction fields. For example,

in [66, 128, 129] the advection equation of the interface function is treated by artificial

compression method. As a post-processing approach, anti-diffusion techniques have

also been introduced in [130] and [131]. An alternative approach is to reconstruct the

volume fraction under the finite volume framework by using special functions. The

THINC (Tangent of Hyperbola for INterface Capturing) method, for example, uses the

hyperbolic tangent function [56] to capture the jumps in volume fraction. By virtue of
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the desirable characteristics of the hyperbolic tangent function in mimicking the jump-

like profile of the volume fraction field, the sharp interface can be accurately captured

in a simple and efficient way [118, 132]. However, when applying interface-sharping

methods to the SEF models of multiphase compressible flows, velocity and pressure

oscillations may occur across the interface [66, 129, 131–133] due to the inconsistency

between the physical variables and the volume fraction field with sharpened or com-

pressed jumps. As stated in [66, 129], in contrast to incompressible flows where the

densities of fluids are fixed, artificial interface-sharpening scheme cannot be applied

alone to volume fraction function in compressible multiphase flows. Modifications to

other physical variables have to be made to maintain the consistency among the sharp-

ened volume fraction and other physical fields [66, 129, 131, 133]. In [132], a homo-

geneous reconstruction has been proposed where the reconstructed volume fraction is

used to extrapolate the remaining conservative variables across the interface to ensure

the mechanical consistency across the isolated material interfaces.

1.6 Purposes of current research

In this work, new high fidelity numerical methods for compressible multi-components

flow will be proposed and validated through wide numerical tests. To achieve high

fidelity, the proposed numerical methods should at least have following characteristics.

1. The new method should be able to solve both smooth and discontinuous solutions.

Especially, the current research will propose several strategies to deal with discontin-

uous solutions which is a long-lasting issue for most existing numerical schemes.

2. The high fidelity will be realized by minimizing numerical dissipation errors which

are main sources of smearing flow structures. Thus, we will propose new reconstruc-

tion principles with which the reconstruction scheme can be constructed to solve both

smooth and discontinuous solutions accurately.
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3. In order to increase the accuracy of schemes especially on unstructured grids, local

high order reconstruction method will be explored. We will first design new limiting

processes to suppress numerical oscillations introduced by high order interpolation.

Then schemes will be extended to hybrid unstructured grids.

4. The new proposed schemes will be applied to simulate compressible multi-components

flow. The high fidelity property will be validated through numerical tests. Especially,

we want to solve the issues in stiff detonation waves and shock-interface interaction

problems, which are very challenging for most existing methods.

1.7 Outline of the thesis

The remainder of the thesis is organized as follows. In Chapter 2, we firstly propose the

boundary variation diminishing (BVD) algorithm which serves as a new guideline for

reconstruction processes. The main idea of BVD algorithm is to minimize the numerical

dissipation errors. Under this principle, several effective implementation of BVD algo-

rithms have been designed and tested. With these implementation of BVD algorithm,

a series of schemes can be formulated. We call the reconstruction processes under the

BVD algorithm as the BVD admissible reconstruction processes. One example is to

combine high order polynomial with non-polynomial function. Due to BVD algorithm

which minimizes the numerical dissipation errors, high order polynomial should be pre-

ferred in smooth region while non-polynomial function will be applied in critical region.

The successful implementation of BVD algorithm is validated in this chapter.

In Chapter 3, we present two practical schemes with BVD algorithm. One is called

MUSCL-THINC-BVD scheme. Another is a novel limiting-free discontinuities cap-

turing scheme. Different from long-lasting reconstruction processes which employ

high order polynomials enforced with some carefully designed limiting projections to

seek stable solutions around discontinuities, the current discretized scheme employs
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non-polynomial THINC (Tangent of Hyperbola for INterface Capturing) functions with

adaptive sharpness to solve both smooth and discontinuous solutions. Due to the essen-

tially monotone and bounded properties of THINC function, difficulties to solve sharp

discontinuous solutions and complexities associated with designing limiting projections

can be prevented. Verified through numerical tests, the present method is able to cap-

ture both smooth and discontinuous solutions in Euler equations for compressible gas

dynamics with excellent solution quality competitive to other existing schemes. More

profoundly, it provides an accurate and reliable solver for a class of reactive compress-

ible gas flows with stiff source terms, such as the gaseous detonation waves, which are

quite challenging to other high-resolution schemes. The stiff C-J detonation benchmark

test reveals that the adaptive THINC-BVD scheme can accurately capture the reacting

front of the gaseous detonation, while the WENO scheme with the same grid resolu-

tion generates unacceptable results. Compared with other methods, which by accepting

smeared-out discontinuities profiles require extra treatments, the current method obtains

the correct but also sharp detonation front by fundamentally reducing numerical dissi-

pation errors in shock-capturing schemes. Owing also to its algorithmic simplicity, the

proposed method can become as a practical and promising numerical solver for com-

pressible gas dynamics, particularly for simulations involving strong discontinuities and

reacting fronts with stiff source term.

In Chapter 4, we apply the MUSCL-THINC-BVD scheme to solve the five-equation

model for interfacial two phase flows. This scheme employs the traditional shock cap-

turing MUSCL (Monotone Upstream-centered Schemes for Conservation Law) scheme

as well as the interface sharpening THINC (Tangent of Hyperbola for INterface Cap-

turing) scheme as two building-blocks of spatial reconstruction on the BVD principle

that minimizes the variations (jumps) of the reconstructed variables at cell boundaries,

and thus effectively reduces the dissipation error in numerical solutions. The MUSCL-

THINC-BVD scheme is implemented to the volume fraction and other state variables

under the same finite volume framework, which realizes the consistency among volume
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fraction and other physical variables. Numerical results of benchmark tests show that

the present method is able to capture the material interface as a well-defined sharp jump

in volume fraction, and obtain numerical solutions of superior quality in comparison

to other existing methods. The proposed scheme is a simple and effective method of

practical significance for simulating compressible interfacial multiphase flows.

In Chapter 5, we extend our schemes to high order in the local high order reconstruction

framework. We propose a new formulation for high-order multi-moment constrained fi-

nite volume (MCV) method. In the one-dimensional building-block scheme, three local

Degrees of Freedom (DOFs) are equidistantly defined within a grid cell. Two candidate

polynomials for spatial reconstruction of third-order are built by adopting one additional

constraint condition from the adjacent cells, i.e. the DOF at middle point of left or right

neighbour. A boundary gradient switching (BGS) algorithm based on the variation-

minimization principle is devised to determine the spatial reconstruction from the two

candidates, so as to remove the spurious oscillations around the discontinuities. The re-

sulted non-oscillatory MCV3-BGS scheme is of fourth-order accuracy and completely

free of case-dependent ad hoc parameters. The widely used benchmark tests of one-

and two-dimensional scalar and Euler hyperbolic conservation laws are solved to verify

the performance of the proposed scheme in this paper. The MCV3-BGS scheme is very

promising for the practical applications due to its accuracy, non-oscillatory feature and

algorithmic simplicity.

In Chapter 6, we will introduce a novel numerical model for Euler equations on 2D

unstructured grids and 3D hybrid unstructured grids including tetrahedral, hexahedral,

prismatic and pyramidal elements. The model integrates the VPM (Volume integrated

average and Point value based Multi-moment) spatial discretization scheme, the limiting

projection with BVD manipulation and the Roe Riemann solver for unstructured grids.

Distinguished from conventional finite volume method, both the volume-integrated av-

erage (VIA) and the point values (PV) at the cell vertices are memorized as prognostic

variables and updated in time simultaneously. The VIA is computed by a finite volume
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formulation of flux form while the PV is point-wisely updated using the differential for-

mulation, where the Roe solver is used to compute both conventional and differential

Riemann problems. A special technique is introduced to the limiting projection that

effectively suppresses both numerical oscillation and dissipation. The resulting numer-

ical model provides remarkably improved numerical accuracy and robustness with a

moderate increase in algorithmic complexity and computational cost, which makes it

of practical significance for real-case applications. The numerical results of benchmark

tests are presented to demonstrate the appealing solution quality of the present model in

comparison with other existing methods.

In the last Chapter 7, we will make a conclusion from this work. A discussion about

future work will also be given.



Chapter 2

Boundary variation diminishing (BVD)

principle

2.1 Boundary variation diminishing (BVD) algorithms

As introduced in Chapter 1, the Riemann flux can be written in a canonical form as

fRiemann
i+1/2 (qLi+1/2, q

R
i+1/2) =

1

2

(
f(qLi+1/2) + f(qRi+1/2)

)
−
|ai+1/2|

2

(
qRi+1/2 − qLi+1/2)

)
,

(2.1)

where ai+1/2 stands for the characteristic speed of the hyperbolic conservation law. The

right hands consist of two parts. The first part is non-dissipative term with central

difference scheme. The second part is the numerical dissipation term which is one of

main sources of numerical errors. The purpose of BVD algorithm is to minimize this

numerical dissipation term. The remaining main task is how to calculate qLi+1/2 and

qRi+1/2 through the reconstruction process.

Effective and perhaps the most popular reconstruction schemes are polynomial-based

reconstruction scheme. The polynomial-based high-order (PHO) reconstructions are

highly demanded and show excellent performance in resolving numerical solutions

34
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which have relatively smooth variations in space, such as acoustic waves and vortices

in compressible flow. However, when applied to strong discontinuities, the PHO re-

constructions have to be projected to lower order or smoother polynomials (or more

precisely rational functions in nonlinear schemes) to suppress numerical oscillations,

which is called limiting projection. The limiting projection can be designed by fol-

lowing principles demanded from mathematical or physical perspectives, like the TVD,

ENO/WENO and maximum-principle-satisfying. The PHO reconstructions with lim-

iting projection might result in excessive numerical dissipation and tend to smear out

the discontinuities in numerical solution. We denote the polynomial-based high-order

(PHO) reconstructions in cell Ii by qWi (x), and the cell boundary values are thus com-

puted by qWi (xi−1/2) and qWi (xi+1/2) respectively.

Being aware that the polynomials might not be the best choice in some circumstances

for constructing the numerical solution, [53–55] suggested other non-polynomial func-

tions with better monotonicity-preserving property, like piecewise hyperbolic and piece-

wise rational reconstructions, which over-perform the polynomial reconstructions in

capturing discontinuities with monotone distributions and are able to provide oscillation-

less solutions even without limiting projections. However, extending this sort of meth-

ods to higher order seems to be not straightforward. Similarly, we denote the non-

polynomial-based reconstructions in cell Ii by qTi (x), and the cell boundary values are

thus computed by qTi (xi−1/2) and qTi (xi+1/2) respectively.

Given two reconstruction functions shown above, i.e. qWi (x) and qTi (x), we use the

BVD principle to choose the final reconstruction so that |qRi+1/2 − qLi+1/2| is minimized,

which then effectively reduces the numerical dissipation. In this work, we present sev-

eral BVD algorithms that compare the reconstructed values across cell boundaries. It is

noted that we are focusing on the simple and easy-to-use versions of BVD, which are

called in turn BVD(I), BVD(II), BVD(III) and BVD(IV).

1. BVD(I) algorithm [36]
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(i) Find qξi (x) and qηi+1(x) with ξ and η being either W or T , so that the boundary

variation (BV)

BV (q)i+ 1
2

= |qξi (xi+ 1
2
)− qηi+1(xi+ 1

2
)|, (2.2)

is minimized;

(ii) In case that a different choice for cell Ii is made when applying step i) to the neigh-

boring interface xi− 1
2
, that is, qξ

′
i (x) found to minimize

BV (q)i− 1
2

= |qξ
′
i−1(xi− 1

2
)− qη

′
i (xi− 1

2
)|, (2.3)

with ξ′ and η′ being either W or T , is different from qξi (x) found to minimize (2.2),

adopt the following criterion to uniquely determine the reconstruction function.

qi(x) =

 qWi (x), if
(
qξi (xi+ 1

2
)− qηi+1(xi+ 1

2
)
)(

qξ
′
i−1(xi− 1

2
)− qη

′
i (xi− 1

2

)
< 0,

qTi (x), otherwise.

(2.4)

(iii) Compute the left-side value qL
i+ 1

2

at xi+ 1
2

and the right-side value qR
i− 1

2

at xi− 1
2

by

qL
i+ 1

2
= qi(xi+ 1

2
) and qR

i− 1
2

= qi(xi− 1
2
). (2.5)

2. BVD(II) algorithm

(i) For each reconstruction qξi (x) with ξ being either W or T , calculate the minimum
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value of total boundary variation (TBV),mTBV ξ
i , for all possible candidate reconstruc-

tions over the neighboring cells by

mTBV ξ
i = min

(
|qWi−1(xi− 1

2
)− qξi (xi− 1

2
)|+ |qWi+1(xi+ 1

2
)− qξi (xi+ 1

2
)|,

|qTi−1(xi− 1
2
)− qξi (xi− 1

2
)|+ |qTi+1(xi+ 1

2
)− qξi (xi+ 1

2
)|,

|qWi−1(xi− 1
2
)− qξi (xi− 1

2
)|+ |qTi+1(xi+ 1

2
)− qξi (xi+ 1

2
)|,

|qTi−1(xi− 1
2
)− qξi (xi− 1

2
)|+ |qWi+1(xi+ 1

2
)− qξi (xi+ 1

2
)|
)
.

(2.6)

(ii) Given the minimum TBVs for both qWi (x) and qTi (x), mTBV W
i and mTBV T

i com-

puted from (2.6), choose the reconstruction function for cell Ii by

qi(x) =

 qTi , if mTBV T
i < mTBV W

i ,

qWi otherwise
. (2.7)

That is the non-polynomial-based reconstruction function will be employed in the tar-

geted cell Ii if the minimum TBV value of non-polynomial-based reconstruction is

smaller than that of high order polynomial interpolation.

(iii) Compute the left-side value qL
i+ 1

2

at xi+ 1
2

and the right-side value qR
i− 1

2

at xi− 1
2
.

3. BVD(III) algorithm [29]

(i) Compute the TBV of the target cell Ii with the high order polynomial reconstruction

by

TBV
(W )
i =

(
qWi−1(xi− 1

2
)− qWi (xi− 1

2
)

)4

+

(
qWi+1(xi+ 1

2
)− qWi (xi+ 1

2
)

)4

(
q̄i − q̄i−1

)4
+
(
q̄i − q̄i+1

)4
+ ε

, (2.8)

where ε is a small positive of 10−16 for avoiding zero-division. (ii) Compute the smooth-

ness indicator by

S =
1− TBV (W )

i

max(TBV
(W )
i , ε)

, (2.9)
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The cutoff number Sc is used as the threshold value so that the cell where S < Sc is

identified to contain a non-smooth solution. We set Sc = 1× 106 here.

(iii) For cell Ii where S < Sc, the reconstruction function is determined by blending

qi(x)T and qi(x)W as follows

qi(x) = ωiqi(x)T + (1− ωi)qi(x)W , (2.10)

where ωi is a weight parameter. By assuming that the high order polynomial recon-

struction is applied on neighbor cells, ωi is obtained by minimizing

τi =

(
qWi−1(xi− 1

2
)− qi(xi− 1

2
)

)2

+

(
qWi+1(xi+ 1

2
)− qi(xi+ 1

2
)

)2

, (2.11)

which leads to
∂τi
∂ωi

= 0. (2.12)

As long as ωi is determined, the reconstruction function qi(x) is computed from (2.10).

(iv) Compute the left-side value qL
i+ 1

2

at xi+ 1
2

and the right-side value qR
i− 1

2

at xi− 1
2
.

4. BVD(IV) algorithm

(i) Compute the TBVs of the target cell Ii using high order polynomial and non-polynomial

for Ii and its two neighboring cells respectively,

TBV W
i = |qWi−1(xi− 1

2
)− qWi (xi− 1

2
)|+ |qWi (xi+ 1

2
)− qWi+1(xi+ 1

2
)| (2.13)

and

TBV T
i = |qTi−1(xi− 1

2
)− qTi (xi− 1

2
)|+ |qTi (xi+ 1

2
)− qTi+1(xi+ 1

2
)|. (2.14)
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(ii) Given TBVs for both qWi (x) and qTi (x), TBV W
i and TBV T

i , choose the reconstruc-

tion function for cell Ii by

qi(x) =

 qTi if TBV T
i < TBV W

i ,

qWi otherwise
. (2.15)

(iii) Compute the left-side value qL
i+ 1

2

at xi+ 1
2

and the right-side value qR
i− 1

2

at xi− 1
2
.

It is noted that the current BVD algorithm only considers two candidate functions. How-

ever, it can be extended to more than two candidate function straightforwardly.

2.2 BVD admissible reconstruction function

Under the BVD algorithm, reconstruction function is chosen from several candidate

functions. In order to solve both smooth and discontinuous solution, high order polyno-

mial which is suitable for smooth region and non-polynomial function which has good

performance in critical region are employed as two candidates in the present work. We

will introduce these BVD admissible reconstruction function hereafter.

2.2.1 Polynomial-based reconstruction functions

As introduced in previous chapter, polynomial-based reconstruction functions include

TVD, ENO, WENO schemes in the FVM framework and DG, FR and MCV in the

LHR framework. An effective and perhaps the most popular reconstruction scheme is

the WENO schemes in which high order but non-oscillatory interpolation is achieved

by a combination of several lower degree polynomials.

To introduce WENO scheme, we start from fifth-order WENO scheme which is the

representative one in WENO family. The basic idea of fifth-order WENO scheme is to
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choose the most smooth function from the three candidate stencils. One large stencil S3

can be divided in to three sub-stencils as S0, S1, S2. Then we can construct the solu-

tion functions by using the volume integral average value of each cell inside three sub

stencils S0, S1, S2 and approximate the cell boundary value at the xi+ 1
2

with 3rd order

accuracy. The solution function of each stencil can be recovered from the following

conditions

q̄i+j+k−2 =
1

∆xi+j+k−2

∫ x
i+j+k− 3

2

x
i+j+k− 5

2

q(j)(x)dx, j = 0, 1, 2, k = 0, 1, 2, (2.16)

where ∆xi+j+k−2 is the mesh size. For simplicity, we assume a uniform grid spacing,

i.e. ∆xj−i = xi+j+k− 5
2
− xi+j+k− 3

2
= ∆x. Thus the third order approximation of qi+ 1

2

is given respectively from solution function q(j)(x), j = 0, 1, 2 as

q
(0)

i+ 1
2

=
1

3
q̄i−2 −

7

6
q̄i−1 +

11

6
q̄i, (2.17a)

q
(1)

i+ 1
2

= −1

6
q̄i−1 +

5

6
q̄i +

1

3
q̄i+1, (2.17b)

q
(2)

i+ 1
2

=
1

3
q̄i +

5

6
q̄i+1 −

1

6
q̄i+2, (2.17c)

where q(j)

i+ 1
2

is the abbreviation of q(j)(xi+ 1
2
). Similarly, we can construct a high order

polynomial with large stencil S3, which can achieve the possible largest order, by

q
(3)

i+ 1
2

=
1

30
q̄i−2 −

13

60
q̄i−1 +

47

60
q̄i +

9

20
q̄i+1 −

1

20
q̄i+2. (2.18)

On the other hand, the fifth order approximation can be written through a convex com-

bination of the three third order approximation (2.17a),(2.17b) and (2.17c),namely

q
(3)

i+ 1
2

= γ0q
(0)

i+ 1
2

+ γ1q
(1)

i+ 1
2

+ γ2q
(2)

i+ 1
2

, (2.19)

where {γ0, γ1, γ2} =
{

1
10
, 3

5
, 3

10

}
. In order to eliminate the oscillation at the disconti-

nuities, optimal linear weights γ0, γ1, γ2 are replaced by non-linear weights ω0, ω1, ω2
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according to the smoothness of polynomials.

For those stencils containing discontinuities, non-linear weights should be assigned with

a small numbers. To achieve this, a measurement for smoothness in each sub-stencil,

so-called smoothness indicator, is defined by

βj =
2∑
l=1

∫ x
i+1

2

x
i− 1

2

(∆x)2

[
∂lqj(x)

∂xl

]2

dx, j = 0, 1, 2. (2.20)

Having the smoothness indicator, the weighted parameters are given by

ωj =
αj

α0 + α1 + α2

, αj =
γj

(ε+ βj)2
, j = 0, 1, 2. (2.21)

where ε is a small number that is used to avoid the denominator equals to zero.

The original WENO schemes suffer from accuracy loss around critical region. Several

efforts have been made hereafter to improve the accuracy of original WENO scheme.

One of them, which we will use in the present work is called WENO-Z. The smoothness

indicator for WENO-Z scheme is defined by

βj =

(
βj + ε

βj + ε+ τ5

)
, j = 0, 1, 2, (2.22)

where ε equals to 10−40 and τ5 = |β2 − β0|. The new WENO weights ωj can be then

calculated by

ωj =
αj∑2
k=0 αk

, αk =
γj
βj
, j = 0, 1, 2. (2.23)

2.2.2 Tangent of Hyperbola for Interface Capturing (THINC) func-

tion

Originally used as interface capturing schemes in multiphase flow, the THINC func-

tion [56, 57] is the non-polynomial reconstruction function we will employ with in the
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present work. Being a Sigmod-type function, the THINC reconstruction (hyperbolic

tangent function) is a differentiable and monotone function that fits well a step-like

discontinuity. The THINC reconstruction function is written as

qTi (x) = q̄min +
q̄max

2

(
1 + θ tanh

(
β

(
x− xi−1/2

xi+1/2 − xi−1/2

− x̃i
)))

, (2.24)

where q̄min = min(q̄i−1, q̄i+1), q̄max = max(q̄i−1, q̄i+1)−q̄min and θ = sgn(q̄i+1−q̄i−1).

The jump thickness is controlled by parameter β. In our numerical tests shown later a

constant value of β = 1.8 is used, or explicitly stated otherwise. The unknown x̃i, which

represents the location of the jump center, is computed from q̄i = 1
∆x

∫ xi+1/2

xi−1/2
qi(x)T dx.

Then the reconstructed values at cell boundaries by THINC function can be expressed

by

qTi (xi+1/2) = q̄min +
q̄max

2

(
1 + θ

tanh(β) + A

1 + A tanh(β)

)
qTi (xi−1/2) = q̄min +

q̄max
2

(1 + θ A)

(2.25)

whereA = B/ cosh(β)−1
tanh(β)

,B = exp(θ β(2C−1)) andC =
q̄i − q̄min + ε

q̄max + ε
with ε = 10−20.

2.3 Numerical experiments

Given two reconstruction functions shown above, i.e. WENO-Z and THINC, we use the

BVD principle to choose the final reconstruction so that |qRi+1/2 − qLi+1/2| is minimized,

which then effectively reduces the numerical dissipation. Using WENO and THINC as

the candidate reconstructions, the resulted schemes are called WENO-THINC-BVD(I)

∼ (IV) methods.
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TABLE 2.1: Numerical errors and convergence rates of the 1D advection equation

N
WENOZ BVD(I) BVD(II) BVD(III) BVD(IV)

L1 error L1 L1 error L1 L1 error L1 L1 error L1 L1 error L1

20 2.14e-04 2.14e-04 2.14e-04 2.14e-04 2.14e-04
40 6.40e-06 5.07 6.40e-06 5.07 6.40e-06 5.07 6.40e-06 5.07 6.40e-06 5.07
80 2.00e-07 5.00 2.00e-07 5.00 2.00e-07 5.00 2.00e-07 5.00 2.00e-07 5.00

160 6.32e-09 4.99 6.32e-09 4.99 6.32e-09 4.99 6.32e-09 4.99 6.32e-09 4.99
320 2.04e-10 4.95 2.04e-10 4.95 2.04e-10 4.95 2.04e-10 4.95 2.04e-10 4.95

2.3.1 Convergence Test

An initially smooth profile defined by q(x) = sin(πx), x ∈ [−1, 1] is advected. The

L1 errors and convergence rates after one period by different BVD algorithms are sum-

marized in Table. 2.1 under different grid resolutions. As shown by the results, the

numerical errors of WENOZ-THINC-BVD are identical to that of original WENOZ,

which proves that all BVD algorithm can retrieve the 5th-order WENO scheme for

smooth solution.

2.3.2 Advection of one-dimensional complex waves

Proposed in [31], the test of propagation of a complex wave which includes both dis-

continuous and smooth solutions has been used widely to examine the performance of

numerical schemes in solving profiles of different smoothness. The initial distribution

of the advected field is set the same as [31]. The numerical result with the WENOZ

scheme after one period of computation on a 200-cell mesh is plotted in Fig. 2.1(a).

Although WENOZ has good performance for smooth region, the discontinuity has been

diffused by nearly 8 cells. The smeared discontinuity will become worse for a long time

computation.

The numerical results calculated by the WENOZ-THINC-BVD scheme of different

BVD algorithms have been shown in Fig. 2.1(b)-(f). All of them can solve disconti-

nuities sharply by nearly 4 cells, which is a significant improvement of present schemes
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in comparison with those which only use high order polynomials in reconstructions.

The result calculated by BVD(I) is presented in Fig. 2.1(b). Besides the discontinuous

region, BVD(I) also changes the solution around some critical points compared with the

original WENOZ scheme. For algorithm BVD(II) as shown in Fig. 2.1(c), the numeri-

cal result in the smooth regions look almost the same as the original one in Fig. 2.1(a),

while the numerical dissipation around the discontinuities is remarkably reduced. As

one of algorithms devised for unstructured grids, algorithm BVD(III) is capable of solv-

ing discontinuities sharply but pollutes smooth regions as shown in Fig. 2.1(d), which

may be caused by the assumption that neighbor cells are always smooth. Considering

that the discontinuity cannot be resolved by only one cell, BVD(IV) is devised by eval-

uating TBV with the interpolation function over a group of neighboring cells. Shown

in Fig. 2.1(e), good results comparable to BVD(I) and BVD(II) can be obtained by

BVD(IV) which is simple and can be directly implemented on unstructured grids. It

is noteworthy that BVD(IV) can use even larger β values. In Fig. 2.1(f), we show the

result with β = 4.0 which generates sharper discontinuities resolved by only 2 cells.

2.4 Summary

In this chapter, we have made following achievements.

First, a new guideline, called BVD algorithm, for reconstruction processes in finite

volume framework is introduced. The concept of this algorithm is to determine re-

construction function from several candidates thus to minimize numerical dissipation

errors.

Second, several effective implementation of BVD algorithm is introduced or designed.

With these algorithm, new reconstruction schemes can be constructed under the BVD

principle. For example, we employ high order polynomial WENO and non-polynomial

THINC function as two candidates. The numerical tests show that the resultant scheme
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FIGURE 2.1: Numerical results of advection of complex waves with different algo-
rithms.
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can achieve high order in smooth region but also solve sharp discontinuities. Thus the

designed algorithms can effectively minimize numerical dissipation errors. The results

indicate that with BVD algorithm, newly designed schemes can outperform those only

relying on high order polynomials.

In following chapters, we will employ the proposed BVD algorithm to design some

simple but effective schemes to solve compressible multi-components flows.



Chapter 3

Practical BVD schemes for single

phase and reacting Euler equations

3.1 Introduction

High order shock-capturing are facing with several issues such as numerical oscillations

and excessive numerical diffusion when solving problems involving discontinuities.

For example, for the problems involving reactive fronts that associate with strong mass

transfer and heat release, accurately resolving the reactive fronts as well-defined sharp

discontinuities is crucial to get reliable numerical results. Any numerical error or devi-

ation in the calculation of reactive fronts will trigger unphysical mass and heat transfers

which, in turn, deviate the numerical results even further away from the correct solution.

For example, unphysical phenomena, in which the positions of waves are predicted in-

correctly, arise in simulation of stiff detonation waves as reported in [68, 69] where the

conventional high-resolution schemes, like the WENO scheme, failed in reproducing

correct numerical results to stiff detonation waves unless very high grid resolution is

used. As discussed in [69], existing high-resolution schemes lack enough spatial accu-

racy to capture truly sharp discontinuities and resolve correct stiff detonation waves.

47
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In this chapter, we will design practical BVD schemes which are not high order but have

ability to solve the difficulties introduced by high order interpolation.

3.2 Formulation of MUSCL-THINC-BVD

In the present work, the MUSCL-THINC-BVD reconstruction scheme is designed to

capture both smooth and non-smooth solutions. The BVD algorithm makes use of the

MUSCL scheme and the THINC scheme [56] as the candidates for spatial reconstruc-

tion.

In the MUSCL scheme, a piecewise linear function is constructed from the volume-

integrated average values q̄i, which reads

q̃i(x)MUSCL = q̄i + σi(x− xi), (3.1)

where x ∈ [xi−1/2, xi+1/2] and σi is the slope defined at the cell center xi = 1
2
(xi−1/2 +

xi+1/2). To prevent numerical oscillation, a slope limiter [136] is used to get numerical

solutions satisfying the TVD property. The reconstructed values at cell boundaries from

MUSCL reconstruction are denoted as qR,MUSCL
i−1/2 = q̃i(xi−1/2)MUSCL and qL,MUSCL

i+1/2 =

q̃i(xi+1/2)MUSCL. The MUSCL scheme, in spite of popular use in various numerical

models, has excessive numerical dissipation and tends to smear out flow structures,

which might be a fatal drawback in simulating interfacial multiphase flows.

The final reconstruction function is determined by the BVD algorithm introduced in

the Chapter 2, which chooses the reconstruction function between q̃i(x)MUSCL and

q̃i(x)THINC so that the variations of the reconstructed values at cell boundaries are min-

imized. BVD algorithm prefers the THINC reconstruction q̃i(x)THINC within a cell

where a discontinuity exists. It is sensible that the THINC reconstruction should only

be employed when a discontinuity is detected. In practice, we make use of the following
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conditions as an additional criterion to implement the THINC reconstruction

δ < C < 1− δ and (q̄i+1 − q̄i)(q̄i − q̄i−1) > 0, (3.2)

where δ is a small positive.

FIGURE 3.1: Illustration of one possible situation corresponding to |qL,MUSCL
i−1/2 −

qR,THINCi−1/2 |+ |qL,THINCi+1/2 − qR,MUSCL
i+1/2 | when calculating TBV THINC

i,min .

Hence, THINC reconstruction function will be employed in the targeted cell if the mini-

mum TBV value of THINC is smaller than that of MUSCL. In Fig. 3.1, we illustrate one

possible situation corresponding to |qL,MUSCL
i−1/2 − qR,THINCi−1/2 |+ |qL,THINCi+1/2 − qR,MUSCL

i+1/2 |

when evaluating TBV THINC
i,min . As stated in [36], the BVD algorithm will realize the

polynomial interpolation for smooth solution while for discontinuous solution a step

like function will be preferred. It is noted that the present BVD algorithm is slightly

different from that in [36]. The present BVD algorithm minimizes the total BVs at

two ends of the target cell. Our numerical tests show that the present BVD algorithm

can effectively reduce numerical dissipations and prevent the flow structures from being

smeared out as that in [36].

As shown in numerical tests in this paper, discontinuities including the detonation front
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can be resolved by the MUSCL-THINC-BVD scheme with substantially reduced nu-

merical dissipation in comparison with a standard 5th-order WENO scheme [2]. We

remark that the MUSCL-THINC-BVD is essentially a shock capturing scheme, which

can solve discontinuous solutions sharply without explicit special treatment in regard to

the detonation front as with other methods.

3.3 Limiter-free discontinuity capturing schemes

3.3.1 Dissipation properties of THINC scheme

As aforementioned, the common practice to suppress spurious numerical oscillations

associated with high order polynomial-based reconstruction schemes is to introduce

certain amount of numerical dissipations by projecting high order polynomials to lower

order or smoother ones, which, as a consequence, essentially prevents discontinuous

solutions from being resolved sharply. Realizing that the polynomial-based reconstruc-

tion may not be the proper choice when the solution includes discontinuities, several

authors [53–55] have proposed other non-polynomial functions with possible better

monotonicity-preserving property. It has been shown that these non-polynomial func-

tions have better performance in capturing discontinuities with monotone distributions

and are able to provide oscillation-free solutions without relying on classical limiting

projections. However, these schemes still have significant numerical dissipation.

In the present work, a new spatial reconstruction scheme is proposed. Without relying

on high order polynomials, the reconstruction scheme employs THINC (Tangent of

Hyperbola for INterface Capturing) functions [56, 57] with adaptive sharpness to solve

both smooth and discontinuous solutions. Because THINC is a bounded and monotone

function, the introduction of any extra limiting projection is no more mandatory.
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As demonstrated in the previous chapter, adjusting the value of parameter β can modify

the sharpness of the jump transition in the THINC reconstruction. In order to elucidate

the effect of the sharpness parameter β on numerical dissipation of the THINC scheme,

we applied the approximate dispersion relation (ADR) analysis described in [74] to

the THINC scheme with different wavenumbers w. The spectral properties of THINC

schemes with different β are shown in Fig. 3.2, in which the numerical dissipation is

quantified through the imaginary parts of the modified wavenumber. It can be seen that

dissipation errors decrease as β increases from 1.0 to 1.3. However, it is observed that

in a band of wavenumbers the THINC scheme with β = 1.2 or β = 1.3 produces values

larger than zero, which implies that the THINC scheme with these β values may modu-

late the waves in this band. It is observed as the compressive or anti-diffusion effect in

the numerical results. In order to compare with other popularly used schemes, we also

show numerical dissipations of the TVD schemes with Minmod, Van Leer and Superbee

limiters [75]. As shown in the right side of Fig. 3.2, the THINC scheme with βs = 1.1

has much smaller numerical dissipation than TVD scheme with Minmod limiter, and

has similar but slightly better performance than the Van Leer limiter. THINC with a

larger slope parameter (βs = 1.3) has the similar spectral property to the TVD method

with Superbee limiter. They both show a positive imaginary part at low wavenumber

band, which leads to the well-known squaring effect [74] on the solution profile. This

squaring effect is preferred for discontinuous solutions.

The above analysis reveals that it is possible to design a reconstruction strategy for

smooth and discontinuous solutions by adaptively choosing the sharpness parameter β.

We present next such an algorithm using the BVD principle.

3.3.2 Formulations of adaptive THINC-BVD scheme

For each cell i, we prepare two THINC reconstruction functions with different values of

slope parameter β. A THINC reconstruction function q̃si (x) with a small βs is prepared
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FIGURE 3.2: Imaginary parts of modified wavenumber from THINC schemes with
different βs. A comparison with the TVD scheme is also included. The left one shows
the whole resolvable wavenumber whereas the right one shows the zoomed region of

the small wavenumber.

to represent a smooth solution, which produces the reconstruction values qL,si+1/2 and

qR,si−1/2. To capture discontinuities, another THINC reconstruction function q̃li(x) with a

large βl is employed as an alternative candidate for reconstruction. The values at cell

boundaries qL,li+1/2 and qR,li−1/2 are then obtained from q̃li(x) accordingly.

The final reconstruction function is adaptively determined by BVD algorithm. Let us

define the total boundary variations (TBV) for a target cell i as

TBV p
i =

∣∣qL,pi−1/2 − q
R,p
i−1/2

∣∣+
∣∣qL,pi+1/2 − q

R,p
i+1/2

∣∣, p = {s, l} . (3.3)

Then the final reconstruction function is determined by

q̃fi (x) =

 q̃si (x) if TBV s
i < TBV l

i ,

q̃li(x) otherwise
, (3.4)

by which the reconstruction values at cell boundaries can be calculated. The resultant

scheme is named adaptive THINC-BVD, which has the following characteristics:
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(I) Since THINC functions with adaptive sharpness are employed as the spatial dis-

cretization to deal with both smooth and discontinuous solutions, extra limiting

process is not needed to prevent numerical oscillations;

(II) Numerical dissipation is reduced by minimizing the total boundary variation for

each cell. Different from the BVD algorithm in [36], the current procedure sim-

plifies the algorithm significantly and thus can be extended to unstructured grids.

It is noted that some arbitrariness is left in choosing βs and βl. Based on the numerical

dissipation analysis aforementioned, we use βs = 1.1 to resolve the smooth solutions.

A larger value can be chosen for βl to represent a jump-like solution. In this paper

βl = 2.0 is used for all numerical tests. From our numerical experiments, a βl valued

from 1.6 to 2.2 produces good or acceptable results.

In spite of its simplicity, the adaptive THINC-BVD scheme can produce accurate re-

sults for both smooth and discontinuous solutions competitive to most existing high-

resolution schemes. We present numerical verifications in the following section.

3.4 Solution procedures for Euler and reacting Euler

equations

3.4.1 Control equations

The general form which describes the time-dependent inviscid compressible flow with

and without reaction in one space dimension can be written in the following form

∂q
∂t

+
∂f(q)

∂x
= φ(q), (3.5)
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where the vectors of physical variables q, flux functions f and source terms φ are

q = (ρ, ρu,E)T , f = (ρu, ρuu+ p, Eu+ pu)T , φ = (0, 0, 0)T , (3.6)

for Euler equations while

q = (ρ, ρu,E, ρα)T , f = (ρu, ρuu+ p, Eu+ pu, ρuα)T , φ = (0, 0, 0,−K(T )ρα)T ,

(3.7)

for reacting Euler equations with only two chemical states. The dependent variables ρ,

u, E and α are the density, velocity component in x direction , total energy and mass

fraction of unreacted gas, respectively. p is the pressure, T the temperature and K the

chemical reaction rate. The pressure is obtained through an equation of state of the form

p = (γ − 1)(E − 1

2
ρu2 +R), (3.8)

where R = 0 for Euler equation and R = −q0ρα for reacting Euler equations which

involves the heat release from chemical reaction processes, where q0 denotes chemical

heat release and γ is the ratio of specific heats. The temperature is calculated by

T =
p

ρ
. (3.9)

For reactive Euler equations, the reaction rate can be modeled by Heaviside kinetics

with

K(T ) = −1

ξ
H(T − Tign), (3.10)

where H(x) = 1 for x ≥ 0, and H(x) = 0 for x < 0 and ξ represents the reaction time.

Last, Tign is the given ignition temperature. Generally, the stiffness issue becomes

severe with such Heaviside kinetics.
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3.4.2 Solution procedures with wave propagation method

Advection step

To solve the above model system, we choose the wave propagation method which is a

more flexible framework to solve hyperbolic systems in comparison with the classical

finite volume method [70, 135].

In the wave-propagation method, the spatial discretization operator for convection terms

in cell Ci is computed by

L (q̄i(t)) = − 1

∆x

(
A+∆qi−1/2 +A−∆qi+1/2 +A∆qi

)
(3.11)

where A+∆qi−1/2 and A−∆qi+1/2, are the right- and left-moving fluctuations, respec-

tively, which enter into cell Ci, and A∆qi is the total fluctuation within Ci. At any

interface between two cells Ci−1 and Ci, discontinuous data is to be solved. A Riemann

problem is then solved to determine these fluctuations. The right- and left-moving fluc-

tuations can be calculated by

A±∆qi−1/2 =
3∑

k=1

[
sk
(
qLi−1/2,q

R
i−1/2

)]±Wk
(
qLi−1/2,q

R
i−1/2

)
, (3.12)

where moving speeds sk and the jumpsWk (k = 1, 2, 3) of three propagating disconti-

nuities can be solved by Riemann solvers [72] given the pointwise reconstructed values

qLi−1/2 and qRi−1/2 which are computed from the reconstruction functions q̃i−1(x) and

q̃i(x) to the left and right sides of cell edge xi−1/2, respectively. The reconstruction

process in finite volume method is illustrated in Fig. 3.3. In our simulations, the HLLC

Riemann solver [72] is employed. Similarly, the total fluctuation can be determined by

A∆qi =
3∑

k=1

[
sk
(
qRi−1/2,q

L
i+1/2

)]±Wk
(
qRi−1/2,q

L
i+1/2

)
. (3.13)
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FIGURE 3.3: Sketch of the finite volume representation of data in three cells q̄i. Re-
construction functions are denoted by q̃i(x) and intercell values by qLi−1/2 and qRi−1/2.

A Riemann solver is used to determine the fluctuation at cell interfaces.

Given the spatial discretization, the three-stage third-order SSP (Strong Stability-Preserving)

Runge-Kutta scheme [73] is employed for time marching.

Reaction step

In the reaction step, the explicit Euler method is employed as follows;

q̄n+1
C = q̄n + ∆tS (q̄n) , (3.14)

in which the q̄n+1
C is the updated value at reaction step and S (q̄) is the reaction operator.

The above reaction step over ∆t is denoted by R(∆t). To get the numerical solution

at time step n + 1, a second order Strang-splitting scheme [161] is employed. The

numerical solution at time step tn+1 is obtained by

q̄n+1 = A(
∆t

2
)R(∆t)A(

∆t

2
)q̄n. (3.15)

In our numerical examples, Nr sub-steps may be used in one reaction step. Thus the

above equation is modified by

q̄n+1 = A(
∆t

2
)R(

∆t

Nr
) . . . R(

∆t

Nr
)A(

∆t

2
)q̄n. (3.16)
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In our numerical tests, unless otherwise stated, we set Nr = 1. It should be noted that

implicit time scheme has not been considered since it may introduce extra numerical

dissipation.

3.5 Numerical experiments of MUSCL-THINC-BVD scheme

In this section, some comparative tests in one- and two- dimensions are conducted be-

tween the 5th order WENO scheme and the proposed MUSCL-THINC-BVD scheme.

We have proposed a new scheme in FVM framework. Thus we choose 5th order

WENO, which is a popular-used scheme in FVM, to compare with the new scheme.

3.5.1 Euler equations

Sod problems

The Sod problem is employed here to test the performance of schemes in capturing the

shock front as well as the contact discontinuity. The initial distribution on computational

domain [0, 1] is specified as [76]

(ρ0, u0, p0) =

 (1, 0, 1) 0 ≤ x ≤ 0.5

(0.125, 0, 0.1) otherwise
. (3.17)

These results represented in Fig. 3.4 show that the proposed scheme has good perfor-

mance in capturing discontinuous solutions.

Lax’s problem
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FIGURE 3.4: Numerical results of Sod’s problem for density field and pressure from
MUSCL-THINC-BVD scheme.

FIGURE 3.5: Numerical results of Lax’s problem for density field and pressure from
MUSCL-THINC-BVD scheme.

The Lax problem is employed here to check the ability of the proposed numerical

scheme to capture relatively strong shock. The initial condition is given by

(ρ0, u0, p0) =

 (0.445, 0.698, 3.528) 0 ≤ x ≤ 0.5

(0.5, 0, 0.571) otherwise
. (3.18)

With the same number of cells as in previous case, the computation lasts until time

t = 0.16. From the result shown in Fig. 3.5, we can see that the contact discontinuous

solution can be resolved sharply.
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3.5.2 Euler reacting equations for stiff detonation

During the past two decades, spurious phenomena in simulating stiff hyperbolic sys-

tem have been investigated in several studies [68, 69, 80, 81, 156, 157, 160]. Various

strategies have been proposed to obtain the correct wave propagation speed. One main

strategy is to reduce the numerical dissipation using a ghost fluid/level set and front

tracking methods [156, 159, 160], or locally resolving the detonation wave with a large

number of adaptively placed grid cells [158]. Another advanced strategy is to revise

the reaction step by accepting the smeared-out discontinuous profile. A temperature

extrapolation method, which constructs a first or second extrapolation from a few grid

cells ahead of the shock to obtain the temperature was proposed in [161]. Nevertheless,

finding the temperature in front of the wave is non-trivial, especially in higher spatial

dimensions [160]. Instead of extrapolating temperature from the cells in front of shock,

the method in which a projection is performed to make the ignition temperature random

during reaction step was proposed in [80, 84, 162]. This method achieves success in

both one- and two-dimensional tests, although the assumption of a priori stiff source

term prevents its use for non-stiff problems. To deal with both types, a fractional-step

algorithm termed the MinMax scheme was proposed in [81]. Based on two-valued

variable reconstruction in each cell, appropriate maximum and minimum values of the

unknown are believed to deal with the under-resolved calculations for stiff-source con-

ditions, but only one-dimensional tests were conducted in the work. In recent work [68],

the high-order shock-capturing WENO (Weighted Essentially Non-Oscillatory) scheme

was used to update the convection step. During the reaction step, the transition diffused

points produced by the convection step are first identified, and then the flow variables

at these points are extrapolated by a reconstructed polynomial using the subcell reso-

lution method. Although this method can capture the correct location, extra steps, for

example, to solve the shock location, is unavoidable and more importantly, the detona-

tion front remains diffuse as existing shock-capturing schemes, despite their high order,

introduce excessive numerical diffusion errors around discontinuities.
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FIGURE 3.6: Illustration of wrong produced detonation waves against true solution.
Taken from [157].

To explain the spurious phenomenon caused by low spatial resolution, the illustration of

wrong produced detonation wave is presented in Fig. 3.6. There is a bifurcating wave

pattern exists in the wrong solution: the strong detonation waves changes into a moving

forward weak detonation wave, in which all the chemical energy is released, followed

by a shock wave travelling more slowly. The small spikes produced by WENO are due

to the weak detonation wave as shown in Fig. 3.6. It has been widely considered that

with superfine grid resolution, shock capturing schemes even with lower order accuracy

will produce correct detonation position. As shown in Fig. 3.7, by gradually refining

mesh the numerical solution becomes closer to exact solution.

As studied in [69], the degree of the discrepancy in the propagation speed of discon-

tinuities is highly dependent on how shock-capturing schemes spread the discontinu-

ities. The fundamental reason behind this spurious phenomenon is that shock-capturing

schemes introduce excessive numerical dissipation errors around discontinuities.

C-J detonation wave with Arrhenius law
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FIGURE 3.7: Numerical experiments by refining mesh with WENO scheme. The nu-
merical solutions produced by different mesh numbers are indicated in different colour.

For the Chapman-Jouguet (C-J) model with an Arrhenius source term, the correspond-

ing detonation wave is considered; see also [68, 80, 81]. Initially, the completely burnt

gas is set on the left-hand side and the completely unburnt gas on the right. We set the

ratio of the specific heats γ = 1.4, the heat release q0 = 25 the ignition temperature

Tign = 25 and K0 = 16418. Given any initial state (ρ0, u0, p0, 1.0) on the right side,

the C-J initial state (ρCJ , uCJ , pCJ , 0.0) on the left side can be obtained [82, 83]. The

computation domain is [0, 30] where the initial discontinuity is located at x = 10. In

this simulation, we set ρ0 = 1.0, u0 = 0.0, and p0 = 1.0. The computation evolves until

t = 1.8. The computation was performed using the standard 5th-order WENO scheme

and then the MUSCL-THINC-BVD scheme with N = 300 cells. For the former,

CFL=0.05 whereas for the latter, CFL=0.1. The numerical results for pressure, temper-

ature, density, and mass fraction are displayed in Fig. 3.8–3.11 in which the reference

solution is calculated by the standard 5th-order WENO scheme with N = 10000 cells.

From the results, the correct speed of the C-J detonation is found using the MUSCL-

THINC-BVD scheme with larger CFL number whereas a spurious weak detonation ap-

pears ahead of the detonation wave using the WENO scheme. Despite its higher order,

the WENO scheme introduces too many numerical diffusion errors around the discon-

tinuities and hence generates spurious numerical solutions. A comparison of results for
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FIGURE 3.8: Numerical results of the pressure field for the C-J detonation wave imple-
mented with the Arrehenius law. Reference solutions are marked with black solid lines
whereas numerical solutions are in red with symbols to provide a comparison between

the WENO and MUSCL-THINC-BVD schemes.
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FIGURE 3.9: As for Fig. 3.8 but for the temperature field.

the density field from both schemes was also made with a finer grid of N = 1500 cells

(Fig. 3.12). Note the combustion spike has been resolved by the MUSCL-THINC-BVD

scheme as there is less diffusion around the critical regions.

C-J detonation wave with the Heaviside model

The C-J detonation, for which the chemical reaction is modeled by the Heaviside for-

mulation, is considered in this example. As in [68, 80, 81], the parameter values are

1
ξ

= 0.5825 × 1010, γ = 1.4, q0 = 0.5196 × 1010, and Tign = 0.1155 × 1010. The

completely burnt gas is set on the right side with the initial state as ρ0 = 1.201× 10−3,
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FIGURE 3.10: As for Fig. 3.8 but for the density field.
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FIGURE 3.11: As for Fig. 3.8 but for mass fraction.
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FIGURE 3.12: As for Fig. 3.10 but with finer mesh.



Chapter 3. Practical BVD schemes for single phase and reacting Euler equations 64

x

p

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045

1E+06

2E+06

3E+06

4E+06

5E+06

6E+06

7E+06

8E+

(a) WENO

x

p

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045

1E+06

2E+06

3E+06

4E+06

5E+0

(b) MUSCL-THINC-BVD

FIGURE 3.13: Numerical results of pressure field for C-J detonation wave with the
Heaviside model. Reference solutions are marked with black solid lines whereas nu-
merical solutions are marked with red lines and symbols to provide a comparison be-

tween the WENO and MUSCL-THINC-BVD schemes.

u0 = 0.0, and p0 = 8.321 × 105. The completely unburnt gas is set on the left side

where (ρCJ , uCJ , pCJ , 0.0) are determined by the C-J detonation model. The computa-

tional domain is [0, 0.05] where discontinuity is set at x = 0.005. The number of cells

is N = 300. The computation is allowed to evolve until t = 3 × 10−7 with a reaction

sub-step of Nr = 10. The exact position of the wave will be at x = 0.03764. We set

CFL=0.01 for the WENO scheme and CFL=0.1 for the MUSCL-THINC-BVD scheme.

The results of pressure, temperature, density, and mass fraction are plotted in Fig. 3.13–

3.16. With a larger CFL number, the correct detonation speed is captured by MUSCL-

THINC-BVD scheme. However, as reported in [68] wrong results are produced by the

standard WENO scheme no matter how small the time step is as the stiffness problem

is due to spatial rather than the temporal errors.

Strong detonation

With data taken from [80], the simulation of a strong detonation is considered here.

All parameter settings are the same as for the previous example except for pressure at

the left side, which is set larger than the value calculated by the C-J detonation model.

Hence, for the initial state at the left side, we have ρl = ρCJ , ul = uCJ , and pl = 8.27×

106 > pCJ . Different from the profile of the C-J detonation, the solution consists of a
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FIGURE 3.14: As for Fig. 3.13 but for the temperature field.
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FIGURE 3.15: As for Fig. 3.13 but for the density field.
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FIGURE 3.16: As for Fig. 3.13 but for mass fraction.
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FIGURE 3.17: Numerical results of pressure field for a strong detonation wave. Ref-
erence solutions are marked with black solid lines whereas numerical solutions are
marked with red lines and symbols to provide a comparison between the WENO and

MUSCL-THINC-BVD schemes.

right-moving strong detonation wave, a right-moving discontinuity, and a left-moving

rarefaction wave. The solutions are run for a duration t = 2× 10−7 with CFL=0.02; the

number of cells is N = 300. The distributions for pressure, density, temperature, and

mass fraction field are shown in Fig. 3.17–3.20. Clearly, the WENO scheme produces

a spurious weak detonation where the location of the detonation front is essentially

incorrect. In contrast, MUSCL-THINC-BVD resolves the correct right-moving strong

detonation wave. Moreover, in regard to the right-moving discontinuity, the MUSCL-

THINC-BVD scheme requires only two cells for a solution whereas more than five

points are required for the WENO scheme.

Interaction between a detonation wave and an oscillatory profile

The interaction between a detonation wave and an oscillatory profile was investigated

to establish the behavior of the proposed scheme for different field distributions. The

same problem has been simulated in [68, 84]. The parameters are taken as γ = 1.2,

q0 = 50, 1
ξ

= 1000 and Tign = 3. The computational domain is set as [0, 2π], which is
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FIGURE 3.18: As for Fig. 3.17 but for the temperature field.
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FIGURE 3.19: As for Fig. 3.17 but for the density field.
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FIGURE 3.20: As for Fig. 3.17 but for mass fraction.
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FIGURE 3.21: Numerical results of the pressure field from the interaction between a
detonation wave and an oscillatory profile problem. Reference solutions are marked
with black solid lines whereas the numerical solutions are in red with symbols to pro-

vide a comparison between the WENO and MUSCL-THINC-BVD schemes.

divided into N = 200 cells. The initial state is

(ρ, u, p, α) =

 (1.79463, 3.0151, 21.53134, 0.0) x ≤ π
2

(1.0 + 0.5 sin 2x, 0.0, 1.0, 1.0) otherwise
. (3.19)

The computation is run for t = π
5

with CFL=0.1.The numerical results for density, tem-

perature, pressure, and mass fraction fields are plotted in Fig. 3.21–3.24. The MUSCL-

THINC-BVD scheme still prevents the occurrence of spurious waves produced by the

standard shock capturing WENO scheme, as well as resolves the complicated flow field

produced by the interaction between detonation waves and oscillatory profiles.

At the end of this subsection, the CPU costs for each computational case shown above

are summarized in Fig. 3.25. The computations were conducted with the same grid

resolution and the same CFL number on a single CPU (Intel Core i7-4790, 3.60GHz).

It can be seen that the time consumption of MUSCL-THINC-BVD is much less than

the WENO due to the algorithmic simplicity of the proposed scheme.

Accuracy test for density propagation waves

In order to investigate the accuracy of the proposed scheme, propagating density wave is
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FIGURE 3.22: As for Fig. 3.21 but for the temperature field.
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FIGURE 3.23: As for Fig. 3.21 but for the density field.
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FIGURE 3.24: As for Fig. 3.21 but for mass fraction.
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FIGURE 3.25: Comparison of time cost between MUSCL-THINC-BVD and WENO
schemes.

studied in this test. The initial pressure and velocity field are set constant as p0 = 1.0 and

u0 = 1.0, while an initial perturbation of density field is given by ρ0 = sin(24.0πx) +

2.0. The computation domain is [−1, 1] where periodic boundary conditions applies to

both left and right ends. The reaction effect is ignored in this test case. The L1 errors

and convergence rates of the numerical solutions of the MUSCL-THINC-BVD scheme

on gradually refined meshes after one period at t = 2.0 with CFL=0.4 are shown in

Fig. 3.26 in comparison with the original MUSCL scheme. It is seen from Fig. 3.26

(left) that the MUSCL-THINC-BVD scheme shows a similar convergence rate to the

original MUSCL scheme, but substantially reduces the numerical errors for all mesh

resolutions. For further comparison, we plot the density fields computed by different

schemes with a N = 800 mesh. It is obvious that the MUSCL-THINC-BVD scheme

is much superior to the original MUSCL scheme in resolving fine flow structures. It

is noted that in the present work the minmod limiter, which is the most dissipative and

of lowest accuracy among TVD schemes, is used in the BVD algorithm. This may

degrade the convergence rate if THINC reconstruction is chosen. Nevertheless, through

our numerical tests, uniform second order convergence rate can be achieved if more

accurate TVD limiters such as van Leer are used. Moreover, as shown in [36] the BVD

algorithm can realize higher convergence rate if a high order scheme, such as the WENO

scheme therein, is used as a candidate reconstruction scheme in the BVD method.

Multi-species detonation wave with one reaction equation problems
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FIGURE 3.26: Numerical results for the propagating density wave test. L1 errors and
convergence rates from the mesh refinement computations by the original MUSCL
scheme and the MUSCL-THINC-BVD scheme are plotted in the left panel, and the
density profiles computed by different schemes on a 800-cell mesh are shown in the

right panel.

As the MUSCL-THINC-BVD is a spatial reconstruction for finite volume formulation

to solve general hyperbolic systems, extension to detonation waves involving multi-

species is straightforward. In this test, we simulate the simple reaction 2H2 + O2 =

2H2O as an example. The initial condition is set the same as [162, 163] where

(ρ, u, p, αH2 , αO2 , αH2O) =

 (2.0, 10.0, 40.0, 0.325, 0.0, 0.675) x ≤ 2.5

(1.0, 0.0, 1.0, 0.4, 0.6, 0.0) otherwise
, (3.20)

where αH2 , αO2 and αH2O are the mass fractions for hydrogen, oxygen and water respec-

tively. This problem is solved on the interval [0, 50] with the mesh number N = 50.

The sub-step Nr = 100 is used in the reaction step. The exact solution consists of a

detonation waves followed by a right-moving contact discontinuity and a shock. The

numerical solutions of pressure and density fields at t = 3 with CFL=0.1 are presented

in Fig. 3.27. It is obvious that the proposed MUSCL-THINC-BVD scheme is able to

resolve the correct propagation speed of the detonation wave. However, the WENO

scheme produces spurious waves as reported in [163].

2D stiff detonation problem
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FIGURE 3.27: Numerical solutions for multi-species detonation wave. Comparisons
are made between the WENO scheme and proposed MUSCL-THINC-BVD scheme.

Displayed are the pressure, density and mass fractions for each species.

The two-dimensional detonation wave problem, which has also been investigated by

the [68, 69, 80], is considered here. A two-dimensional shock tube is configured within

a computational domain of [0, 0.025] × [0, 0.005]. Reflective boundary conditions are

imposed on the upper and lower boundaries, whereas the zero-gradient boundary con-

dition is imposed on the left and right boundaries. The parameters q0, 1
ξ

and Tign in the

Heaviside chemical reaction model are the same as in the one-dimensional case. The

initial conditions are

(ρ, u, v, p, α) =

 (ρl, ul, 0, pl, 0) if x ≤ ψ(y)

(ρr, ur, 0, pr, 1) if x > ψ(y),
(3.21)
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where

ψ(y) =

 0.004 if |y − 0.0025| ≥ 0.001

0.005− |y − 0.0025| if |y − 0.0025| < 0.001.
(3.22)

The right states (ρr, ur, 0, pr, 1) are the same as in Section 3.6.2 and ρl = ρCJ , pl = pCJ

whereas ul = 8.162 × 104 > uCJ . As stated in [92], one important feature of this

solution is that a cellular pattern forms after the triple points travel in the transverse

direction and reflect back and forth between the upper and lower boundaries, which

will produce more complex solution than the corresponding one dimensional case.

The CFL number is set to 0.1. To provide a better comparison, the reference solution is

calculated using the standard 5th-order WENO scheme with 2000 × 400 grid cells. At

the same time, a comparison is made between the MUSCL-THINC-BVD and WENO

schemes with 400 × 80 cells. The density profiles at different times are presented in

Fig. 3.28–3.30 in which the reference solutions are shown on the left side and the so-

lutions with 400× 80 grid cells obtained using WENO and MUSCL-THINC-BVD are

shown in the center and right side, respectively. In Fig. 3.28, the reaction zone are

smeared using the WENO scheme compared with that for the MUSCL-THINC-BVD

scheme. Moreover, MUSCL-THINC-BVD resolves the two vortices formed behind the

detonation front as also noted in [29] as the BVD algorithm can improve the resolution

quality. In Figs. 3.29 and 3.30, spurious waves in front of the detonation are produced by

the WENO scheme whereas the MUSCL-THINC-BVD scheme has produced a sharp

detonation front on a coarse mesh. To further illustrate the performance of the pro-

posed scheme, the density distribution along y = 0.0025 at t = 1.7× 10−7 is plotted in

Fig. 3.31. Again WENO scheme produces spurious waves in front of shock. However,

the proposed MUSCL-THINC-BVD scheme can simulate stiff detonation waves with

less numerical dissipation.
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FIGURE 3.28: Density field of the 2D detonation problem at t = 0.3 × 10−7. Com-
parisons are made between the reference solution, the WENO scheme with a coarse
mesh, and the MUSCL-THINC-BVD with a coarse mesh. The profile at the left side
is the reference result calculated using the WENO scheme with 2000× 400 grid cells.
The middle and right profiles are the results calculated using the WENO and MUSCL-

THINC-BVD, schemes respectively, both with 400× 80 grid cells.

FIGURE 3.29: As for Fig. 3.28 but at t = 0.92× 10−7 .

FIGURE 3.30: As for Fig. 3.28 but at t = 1.7× 10−7 .

3.6 Numerical experiments of adaptive THINC-BVD scheme

In this section, some comparative tests in one- and two- dimensions are conducted be-

tween the 5th order WENO scheme and the proposed adaptive BVD-THINC scheme.

The reconstruction process is conducted in terms of primitive variables and the ratio of

specific heats is set to γ = 7/5.
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FIGURE 3.31: Density field along the central line of x direction at t = 1.7 × 10−7.
Reference solutions are marked with black solid lines whereas the numerical solutions
are in red with symbols to provide a comparison between the WENO and MUSCL-

THINC-BVD schemes.

3.6.1 1D Euler equations

Accuracy test for density propagation waves

In order to investigate the accuracy of the proposed scheme, propagating density wave is

studied in this test. The initial pressure and velocity field are set constant as p0 = 1.0 and

u0 = 1.0, while an initial perturbation of the density field is given by ρ0 = sin(πx)+1.0.

The computation domain is [−1, 1] and periodic boundary conditions are applied to

both left and right ends. The L1, L∞ errors and corresponding convergence rates are

calculated on gradually refined meshes after one period at t = 2.0 with CFL=0.4. Com-

parisons are made amongst the proposed adaptive THINC-BVD, TVD schemes with

different limiters and the 5th order accurate WENO scheme. We observe in Table. 3.1

that adaptive THINC-BVD scheme has much smaller errors in both L1 and L∞ norms

compared to TVD schemes with Minmod, Van Leer or Superbee limiters. Moreover, the

proposed scheme shows a uniform 2nd order convergence rate in L1 for this test with

smooth solution. The WENO scheme demonstrates higher-order accuracy and less nu-

merical errors for the smooth solution. As showcased in [36], by using WENO or other

high-order schemes as one of the candidates for reconstruction, the BVD algorithm can
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TABLE 3.1: Numerical errors and convergence rate for density propagation waves
problem. Comparisons are made among different schemes.

Schemes Mesh L1 errors L1 order L∞ errors L∞ order

Minmod

40 4.547× 10−2 1.025× 10−1

80 1.337× 10−2 1.77 4.347× 10−2 1.23
160 3.812× 10−3 1.81 1.795× 10−2 1.27
320 1.031× 10−3 1.89 7.298× 10−3 1.30

Van Leer

40 2.101× 10−2 5.151× 10−2

80 5.568× 10−3 1.92 1.952× 10−2 1.40
160 1.408× 10−3 1.98 7.302× 10−3 1.42
320 3.423× 10−4 2.04 2.715× 10−3 1.43

Superbee

40 2.134× 10−2 6.087× 10−2

80 9.024× 10−3 1.24 3.443× 10−2 0.82
160 2.642× 10−3 1.77 1.487× 10−2 1.21
320 7.159× 10−4 1.88 6.651× 10−3 1.16

THINC-BVD

40 1.518× 10−2 4.721× 10−2

80 3.766× 10−3 2.01 1.821× 10−2 1.37
160 8.969× 10−4 2.07 6.866× 10−3 1.41
320 2.198× 10−4 2.03 2.545× 10−3 1.43

WENO

40 4.473× 10−5 8.799× 10−5

80 1.396× 10−6 5.00 2.822× 10−6 4.96
160 4.361× 10−8 5.00 8.487× 10−8 5.06
320 1.361× 10−9 5.00 2.544× 10−9 5.06

realize higher-order and more accurate numerical results for smooth solutions. Never-

theless, as shown in following numerical tests, adaptive THINC-BVD will outperform

high order WENO schemes when solving problems involving discontinuities.

Sod’s problem

As one of famous benchmark tests for shock-capturing schemes, the Sod problem is

employed here to test the performance of schemes in capturing the shock front as well

as the contact discontinuity. The initial distribution on computational domain [0, 1] is

specified as [76]

(ρ0, u0, p0) =

 (1, 0, 1) 0 ≤ x ≤ 0.5

(0.125, 0, 0.1) otherwise
. (3.23)

The computation is carried out with 200 uniform cells and with time integrated up
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to t = 0.25. The comparative numerical results calculated from WENO scheme and

the proposed solver are shown in Fig. 3.32 for density and pressure fields respectively.

From the results, it can be seen that standard 5th order WENO scheme can solve both

the shock wave and contact discontinuity without numerical oscillations. However, just

like other standard shock-capturing schemes, the WENO schemes present difficulties

to sharply solve discontinuous linearly degenerate fields which correspond to contact

discontinuities. However it can get satisfying results for the shock since shock waves

have the compressive character. On the contrary, the proposed scheme can solve contact

discontinuities on one or two cells only. Moreover, it reduces the numerical diffusion

around shock as well. These results show that the proposed scheme has good perfor-

mance in capturing discontinuous solutions for this only midly difficult test.

Lax’s problem

The Lax problem is employed here to check the ability of the proposed numerical

scheme to capture relatively strong shock. The initial condition is given by

(ρ0, u0, p0) =

 (0.445, 0.698, 3.528) 0 ≤ x ≤ 0.5

(0.5, 0, 0.571) otherwise
. (3.24)

With the same number of cells as in previous case, the computation lasts until time

t = 0.16. From the result shown in Fig. 6.15, we can see that the contact discontinuous

solution can be resolved sharply while a much diffused profile is produced by WENO

scheme since around strong discontinuities WENO scheme, just like other high order

polynomial-based reconstruction schemes, does sacrifice some accuracy preventing the

occurence of spurious numerical oscillations.

Collela-Woodward blastwaves

In Collela and Woodward introduced their famous blastwave involving multiple inter-

actions of strong shocks and rarefaction waves. The initial distribution has uniform

density of ρ = 1 and zero velocity. The domain Ω = [0, 1] is split into three parts
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FIGURE 3.32: Numerical results of Sod’s problem for density field (top) and pressure
(bottom) at t = 0.25 with 200 cells. Comparisons are made between the proposed
scheme (left panels) and WENO scheme (right panels) and the exact solution (straight

line).

ΩL = [0, 0.1], ΩM = [0.1, 0.9] and ΩC = [0.9, 1] for which the constant pressure values

are pL = 1000, pM = 0.01 and pR = 100. Reflective boundary conditions are imposed

at the two ends of computational domain. Two blast waves are generated by the initial

jumps and then evolve and violently interact. Classically 400 mesh cells are used in

the literature for this test problem when high order schemes are tested. We depict the

numerical density at time t = 0.038 in Fig. 3.34 against a reference solution obtained

with WENO scheme with a very fine mesh. The solution produced by WENO scheme

for 400 cells presents discontinuities, contact and shock which are smeared, especially

the first contact discontinuity around x ' 0.6. On the contrary the proposed scheme
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FIGURE 3.33: Numerical results of Lax’s problem for density field at time t = 0.16
with 200 cells. Comparisons are made between the proposed THINC-BVD scheme
(left panel) and WENO scheme (right panel) against the exact solution (straight line).

can capture this contact discontinuity with only three points, while polynomial based

high order scheme may demand several tenths of cells. For comparison purposes we

also provide the results obtained by a discrete staggered compatible Lagrangian scheme

on the right panel of Fig. 3.34, see [77]. Such mesh moving (Lagrangian) numerical

method preserves exactly the contact discontinuities because the mesh moves with the

fluid velocity. Therefore this scheme is one of the most accurate tools to capture those

contact discontinuities. It is seen that the proposed BVD scheme’s results compare well

with Lagrangian ones1.

Sedov blast wave

We verify the robustness of the present scheme on Sedov blast wave which involves

low density and low pressure. The initial condition is set as the same as [78, 79] in

which (ρ0, u0, p0) is (1.0, 0.0, 10−12) everywhere except that the energy in the center

cell is given by the constant E0

∆x
with E0 = 3.2 × 106. Such high energy deposition

generates strong left and right moving shocks, followed by exponential decay of den-

sity and pressure. Those exponential decays leads to almost near vacuum region in the

1 Note that the Lagrangian results present an overshoot of three cells at about x = 0.765 of maximal
value ρ = 9.5 which are omited here because it does not alter our comments.
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FIGURE 3.34: Numerical results of two interacting blast waves problem for density
field at t = 0.038 with 400 cells. Comparisons are made between the proposed scheme
(left), WENO scheme (middle) and a discrete staggered compatible Lagrangian scheme

(right).

center of the domain. The mesh size is ∆x = 1
200

and the mesh is uniform. Since this

problem involves near-vacuum condition, numerical oscillations given by the high or-

der reconstruction schemes may break up the computation. Thus positivity-preserving

techniques are usually demanded to preserve positivity of density. Without relying on

high order polynomials as reconstruction function, the present scheme is able to solve

this near-vacuum state without any extra positivity-preserving technique. The computa-

tional result is presented in the Fig. 3.35 where we plot the density and pressure vs the

exact solution. Compared with the Fig. 5.1 in [78] the results of which are obtained by

a positivity-preserving WENO scheme, the present scheme produces sharper solutions

around the shocks without the need to add extra dissipation for the near-vaccum states.

3.6.2 1D Euler reacting equations for stiff detonation

C-J detonation wave with the Heaviside model

In this example, the C-J detonation for which the chemical reaction is modeled by a

simple Heaviside function is considered. Likewise as in [68, 80, 81], the parame-

ter values of the model are 1
ξ

= 0.5825 × 1010, γ = 1.4, q0 = 0.5196 × 1010 and
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FIGURE 3.35: Numerical results of Sedov blast wave problems. The solution of den-
sity field is presented on the left while pressure field on the right vs the exact solution

(straight line).

Tign = 0.1155 × 1010. The computational domain is [0, 0.05] and the initial disconti-

nuity is set at x = 0.005. The totally burnt gas is set on the right side with the initial

state: ρ0 = 1.201× 10−3, u0 = 0.0 and p0 = 8.321× 105. The totally unburnt gas is set

on the left side where (ρCJ , uCJ , pCJ , 0.0) are determined by the C-J detonation model

[82, 83]. The computation is performed with uniform mesh of cell number N = 300

until final time t = 3 × 10−7. At this time the exact position of the burning wave is at

x = 0.03764 and the states to the left and right are known. When dealing with such

stiff hyperbolic system, standard shock-capturing schemes with insufficient grid reso-

lution may produce incorrect propagation speed and non-physical spurious waves even

with enough temporal resolution. Due to the presence of large numerical dissipation

around the discontinuity for classical shock-capturing schemes, the chemical reaction

may be triggered too early in the adjacent cell of an numerically smeared discontinuity

for which the temperature profile contains the value above the ignition temperature. If

the reaction is fast, the wrongly triggered chemical reaction does shift the discontinu-

ity, and consequently produces non-physical reflected or refracted waves and a wrong

chronometry for physical ones. To verify that our scheme can prevent the creation of

non-physical spurious waves by virtue of its low numerical dissipation around disconti-

nuity, we solve this problem by setting the CFL= 0.01 for the 5th order WENO scheme,
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while we fix the CFL= 0.1 for the proposed scheme.

The results of density, temperature and mass fraction are plotted in Fig. 3.36 where

the reference solution is calculated by the standard 5th order WENO scheme with

N = 10000 cells. We observe that while the proposed approach can correctly capture

the wave front, WENO presents the previously described drawbacks even with smaller

CFL numbers. For WENO scheme, CFL= 0.1 number will make spurious phenomena

more severe. In fact, as reported in [68] wrong results are produced by standard WENO

schemes no matter how small the time step is since the stiffness problem is due to spatial

rather than the temporal errors. It is noted that being the benchmark case to test numer-

ical methods, the stiff detonation model used here presents more severe conditions than

the physically realizable cases. Having verified with the stiff C-J detonation wave test,

the proposed scheme also works well for non-stiff problems which have more physical

significance.

Interaction between a detonation wave and an oscillatory profile

Interaction between a detonation wave and an oscillatory profile is considered in this

section, see [68, 84]. The parameters of the model are γ = 1.2, q0 = 50, 1
ξ

= 1000

and Tign = 3. The computational domain is set as [0, 2π] divided by N = 200 uniform

cells. The initial state is

(ρ0, u0, p0, α0) =

 (1.79463, 3.0151, 21.53134, 0.0) x ≤ π
2

(1.0 + 0.5 sin(2x), 0.0, 1.0, 1.0) otherwise
. (3.25)

The simulation is run to final time t = π
5

with CFL= 0.1. The numerical results of

density, temperature and mass fraction fields are plotted in Fig. 3.37. We observe that

the proposed scheme can effectively prevent the occurrence of spurious waves which

are produced by standard shock capturing WENO scheme. Also, the complicated flow

field produced by the interaction between the detonation wave and the oscillatory pro-

files can be sharply resolved by the proposed scheme, while the effect of wrong wave
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FIGURE 3.36: Numerical results of density, temperature and mass fraction fields for
C-J detonation wave with the Heaviside chemical reaction model. Reference solutions
are represented by black solid lines. Comparisons are made between the WENO (right

panels) and the proposed scheme (left panels).
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computation does dramatically pollute WENO results.

3.6.3 2D Euler equations

2D Riemann problems

A set of two-dimensional Riemann problems which have been proposed and extensively

studied in [58, 85] is employed to verify that the behaviors of the proposed THINC-

BVD scheme on Euler equations. This test is employed to prove that the extension

of the THINC-BVD scheme to two dimensions can produce accurate, robust and non-

oscillatory solutions. Involving different configurations based on an initial condition

made of 2 × 2 constant states, the 2D Riemann problems are usually employed as

benchmark tests to examine the behavior of new schemes. Note that most of the in-

terfaces between those states are Kelvin-Helmholtz instable. As a consequence it has

been reported by several works [67, 86–90] that the sharp capture of discontinuities

along with the resolution of small-scale features generated by the Kelvin-Helmholtz in-

stability does require fine enough grids or very high order schemes. The computational

domain is set to [−0.5, 0.5] × [−0.5, 0.5], and four different configurations are studied

in this work, the initial conditions of which are as follows,

Riemann problem #1:

(ρ0, u0, v0, p0) =



(2.0, 0.75, 0.5, 1.0) x ≤ 0.0, y ≥ 0.0

(1.0, −0.75, 0.5, 1.0) x < 0.0, y < 0.0

(1.0, 0.75, −0.5, 1.0) x > 0.0, y > 0.0

(3.0, −0.75, −0.5, 1.0) x > 0.0, y < 0.0

. (3.26)
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FIGURE 3.37: Numerical results of density, temperature and mass fraction fields for
C-J detonation wave with the Heaviside chemical reaction model for the interaction
between a detonation wave and an oscillatory profile problem. Reference solutions are
represented by black solid lines. Comparisons are made between the WENO (right

panels) and the proposed scheme (left panels).
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Riemann problem #2:

(ρ0, u0, v0, p0) =



(2.0, −0.75, 0.5, 1.0) x ≤ 0.0, y ≥ 0.0

(1.0, 0.75, 0.5, 1.0) x < 0.0, y < 0.0

(1.0, −0.75, −0.5, 1.0) x > 0.0, y > 0.0

(3.0, 0.75, −0.5, 1.0) x > 0.0, y < 0.0

. (3.27)

Riemann problem #3:

(ρ0, u0, v0, p0) =



(0.5323, 1.206, 0.0, 0.3) x ≤ 0.3, y ≥ 0.3

(0.138, 1.206, 1.206, 0.029) x < 0.3, y < 0.3

(1.5, 0.0, 0.0, 1.5) x > 0.3, y > 0.3

(0.5323, 0.0, 1.206, 0.3) x > 0.3, y < 0.3

. (3.28)

Riemann problem #4:

(ρ0, u0, v0, p0) =



(0.5197, −0.6259, 0.1, 0.4) x ≤ 0.0, y ≥ 0.0

(0.8, 0.1, 0.1, 0.4) x < 0.0, y < 0.0

(1.0, 0.1, 0.1, 1.0) x > 0.0, y > 0.0

(0.5197, 0.1, −0.6259, 0.4) x > 0.0, y < 0.0

. (3.29)

A uniform grid made of 600 × 600 cells is employed in all calculation. The numerical

results calculated by the proposed scheme and the WENO scheme are all presented in

Fig. 3.38. The density variable contours are plotted with an identical color scale for

both schemes. The reference results can be found in [90] where grid of 1200 × 1200

and six order WENO schemes are used to solve those 2D Riemann problems. From

the results of Fig. 3.38 we can first observe that the two schemes produce compara-

ble numerical solutions for the main flow structures. However the proposed scheme

does capture sharper discontinuities than WENO scheme. Moreover the occurrence



Chapter 3. Practical BVD schemes for single phase and reacting Euler equations 87

and the number of small scale structures are more pronounced by THINC-BVD. Con-

trarily to the statement made in [67] that the number of vortices will depend on the

order of the scheme and cell size, we show that a supposedly low-order scheme such as

THINC-BVD can nonetheless significantly reduce the numerical viscosity around dis-

continuities, and, also, can produce more small-scale flow structures. In addition, the

performance of proposed scheme is evaluated through the comparison of the CPU times

of three methods: a second-order classical TVD scheme, the 5th order WENO and the

current THINC-BVD scheme. All methods have been developed under the same frame-

work by the same developer so that this comparison is rather fair.

In Fig 3.39 we gather the CPU times and the ratio between those CPU times. It can

be seen that on average and consistently THINC-BVD is about 2 times more expensive

than TVD, while WENO costs more than 5 times. As a consequence WENO is nearly

3 times slower than THINC-BVD. The results substantiate that the proposed THINC-

BVD scheme improves the numerical accuracy at a very low computational cost leading

to a genuine appealing computational efficiency.

Double Mach reflection

A Mach 10 hypersonic propagating planar shock reflected by 30◦ ramp is simulated in

this test case. Although there exists no exact solution, this test has been adopted as

a standard benchmark test to assess the ability of a numerical scheme to capture accu-

rately both the strong reflected and refracted shocks as well as the small-scale structures

in the re-circulation zone. The low dissipation of a numerical scheme can be visually

estimated by the number vortex structures resulting from Kelvin-Helmholtz instabili-

ties along the slip line in the re-circulation zone. The numerical schemes with large

numerical viscosity tend to smear out these structures. The computational domain is

[0, 3.2] × [0, 1]. A right-moving Mach 10 shock is imposed with 60◦ angle relative to

x-axis. At the right boundary of the computational domain, the boundary condition is

given by setting all gradients to be zero. The solution is computed up to time t = 0.2

with two different grid resolutions, ∆x = ∆y = 1
100

for the top panels of Fig. 3.40
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FIGURE 3.38: Density contour for Riemann problems 1, 2, 3, 4. Left: 5th order
WENO scheme results. Right: Adaptive THINC-BVD scheme results.
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FIGURE 3.40: Density contours for double Mach reflection at time t = 0.2 with grid
resolution ∆x = ∆y = 1

100 (top panels) and ∆x = ∆y = 1
200 (bottom panels). The

figures are drawn with 30 density contours between 1.9 and 21.0.

and ∆x = ∆y = 1
200

for the bottom ones. The results are in good agreement with

those computed with high order schemes. For instance, compared with the Fig. 17 in

[91] where the computation is conducted with several high order schemes with grid size

∆x = ∆y = 1
240

, the present scheme seems to resolve more vortices along the slip line.

These results show that without relying on high order polynomial reconstructions, the

proposed scheme can nonetheless reach high resolution capability (i.e. low dissipation),

comparably with the state-of-the-art high order schemes.
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3.6.4 2D Euler reacting equations for stiff detonation

Two dimensional detonation waves problem which was also investigated in [68, 69, 80]

is considered here. A two-dimensional shock tube with [0, 0.025] × [0, 0.005] is set

as computational domain. Reflective boundary conditions are prescribed to upper and

lower boundaries, while zero-gradient boundary conditions are imposed to the left and

the right boundaries. The parameters q0, 1
ξ

and Tign in Heaviside chemical reaction

model are same as in Subsection 3.6.2. The initial conditions are

(ρ0, u0, v0, p0, α) =

 (ρl, ul, 0, pl, 0) if x ≤ ψ(y)

(ρr, ur, 0, pr, 1) if x > ψ(y),
(3.30)

where

ψ(y) =

 0.004 if |y − 0.0025| ≥ 0.001

0.005− |y − 0.0025| if |y − 0.0025| < 0.001.
(3.31)

The right states (ρr, ur, 0, pr, 1) are the same as in Subsection 3.6.2 and ρl = ρCJ ,

pl = pCJ while ul = 8.162 × 104 > uCJ . As stated in [92], one important feature of

this solution is that a cellular pattern will form after the triple point has traveled in the

transverse direction and hereafter reflected back and forth against the upper and lower

boundaries.

Because there exists no known exact solution to this problem, we have simulated a fine

solution obtained by the 5th order WENO scheme on 2000 × 400 mesh cells, see left-

panels of Fig. 3.41-3.42. The numerical density is displayed on Fig. 3.41 for WENO

(middle panels) and BVD (right panels) schemes at time t = 0.3 × 10−7 on top and

t = 1.7 × 10−7 on bottom. A 3D elevation plot and a projected 2D plot are simul-

taneously presented where color and elevation represent the density. The same scale

is used for all panels. From this figure we observe that the coarse grid WENO results

present spurious oscillations which are not visible on THINC-BVD results and very less

pronounced on the fine WENO solution. Moreover some of the finer structures seen
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just after the up-front reaction front seem more accurately captured by THINC-BVD.

More importantly we can see that the reaction front structure is incorrectly captured by

WENO which smears excessively the wave front. On Fig. 3.42 we propose a differ-

ent angle of visualization to emphasize this front structure. This numerical diffusion

of the front has an important impact on the form of the resulting fine structures. BVD

results seem to be less impacted by numerical dissipation and spurious phenomena than

WENO for this test case.

3.7 Summary

For practical use, efficient spatial reconstruction schemes named MUSCL-THINC-BVD

schemes and adaptive THINC-BVD are proposed in this work in the context of finite

volume schemes to solve hyperbolic systems of PDEs. Instead of relying on high order

polynomial reconstructions, the current scheme employs THINC (hyperbolic tangent

shape) function with adaptive sharpness and a newly proposed BVD algorithm to recon-

struct values at cell boundaries by reducing the total amount of dissipation. Through 1D

and 2D benchmark tests, it is shown that the proposed scheme can capture more small-

scale flow structures and, at the same time, prevent the occurrence of spurious waves

which can pollute stiff detonation problems. The resolution around discontinuities is

significantly improved by the proposed approach. Systematic comparisons against ex-

act/reference solutions and 5th order WENO numerical solutions have been presented.

Unlike most existing high order polynomial-based reconstruction schemes which may

demand the development of complex limiting procedures to suppress those spurious nu-

merical oscillations, THINC-BVD is formulated in a simple, efficient and easy-to-code

form. This makes this scheme a promising alternative for simulation of flows involving

discontinuity. Moreover the reconstruction procedures only demand a local neighbor-

hood to the current cell which is harmless for parallel framework. Owing also to its

algorithmic simplicity, the proposed method can become as a practical and promising
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(a) Reference at t = 0.3× 10−7 (b) WENO at t = 0.3× 10−7

(c) BVD at t = 0.3× 10−7

(d) Reference at t = 1.7× 10−7 (e) WENO at t = 1.7× 10−7

(f) BVD at t = 1.7× 10−7

FIGURE 3.41: Detonation problem — Density field at t = 0.3 × 10−7 (top panels)
and t = 1.7 × 10−7 (bottom panels) — Left panels: Reference solution calculated by
the 5th order WENO scheme with 2000 × 400 mesh cells — Middle panel: Solution
obtained by 5th order WENO scheme with 400×80 mesh cells — Right panel: Solution

obtained by the proposed BVD scheme with 400× 80 mesh cells.
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(a) Reference at t = 1.7× 10−7 (b) WENO at t = 1.7× 10−7

(c) BVD at t = 1.7× 10−7

FIGURE 3.42: Detonation problem — Density field at t = 1.7 × 10−7 seen from a
different angle compared to Fig. 3.41 — Left panels: Reference solution calculated by
the 5th order WENO scheme with 2000 × 400 mesh cells — Middle panel: Solution
obtained by 5th order WENO scheme with 400×80 mesh cells — Right panel: Solution

obtained by the proposed BVD scheme with 400× 80 mesh cells.

numerical solver for compressible gas dynamics, particularly for simulations involving

strong discontinuities and reacting fronts with stiff source term.

We also apply them to solve stiff detonation problems. This method can significantly

reduce numerical dissipation errors and thereby prevent false calculations of the prop-

agation speeds of discontinuities or spurious waves, a common phenomenon when ap-

plying conventional shock-capturing schemes under insufficient grid resolution. We

remark that the detonation propagation is a classical multi-scale process, for which the

length scale covers 10−9 ∼ 101 m, and therefore an insufficient grid resolution is a

non-trivial problem, especially in engineering research. Unlike several methods that

by accepting the diffused discontinuities profiles reply on extra treatments, the current
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method resolves the correct position of the detonation front by fundamentally reduc-

ing the numerical dissipation errors around discontinuities. Moreover, being a spatial

reconstruction for finite volume formulation to solve general hyperbolic systems, the

proposed scheme can be extended to solve multi-species problems straightforwardly.



Chapter 4

Implementation of BVD schemes on

compressible multiphase flows with

moving interface

4.1 Introduction

Compressible multiphase fluid dynamics is one of active and challenging research areas

of great importance in both theoretical studies and industrial applications. For example,

shock/interface interactions are thought to be crucial to the instability and evolution of

material interfaces that separate different fluids as observed in a wide spectrum of phe-

nomena [95]. The material interfaces greatly complicate the physics and make problems

formidably difficult for analytical and experimental approaches in many cases, where

numerical simulation turns out to be the most effective approach to provide quantitative

information to elucidate the fundamental mechanisms behind the complex phenomena

of multiphase flows.

In comparison to the computation of single phase flow, development of numerical meth-

ods for multiphase flow faces more challenging tasks. The major complexity comes

95
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from the moving interfaces between different fluids that usually associate with strong

discontinuities, singular forces and phase changes in some cases. Given the numerical

methods developed for multiphase incompressible flows with interfaces having been

reaching a relatively mature stage, the numerical solvers for compressible interfacial

multiphase flows are apparently insufficient. For incompressible multiphase flows with

moving interfaces where the density and other physical properties, e.g. viscosity and

thermal conductivity, are constant in each fluid, the one-fluid model [94] can be imple-

mented in a straightforward manner with an assumption that the physical fields change

monotonically across the interface region. Thus, provided with an indication function

which identifies the moving interface, one can uniquely determine the physical property

fields for the whole computational domain. Some indication functions, such as volume

of fluid (VOF) function [96–98] and level set function [99–101], have been proposed

and proved to be able to capture moving interfaces with compact thickness and geo-

metrical faithfulness if solved by advanced numerical algorithms. However, substantial

barrier exists when implementing the one-fluid model to compressible interfacial mul-

tiphase flows.

The new difficulties we face when applying the one-fluid model to compressible interfa-

cial multiphase flows lie in two aspects: Density and energy in compressible flow have

to be solved along with the indication function, and special formulations are required to

maintain the physical consistency which results in a balanced state among all variables

for the interface cell where a well-defined interface falls in;The numerical dissipation in

the so-called high-resolution schemes designed for solving single phase compressible

flows involving shock waves tends to smear out discontinuities including the material

interfaces in numerical solutions, which is fatal to simulations of interfacial multiphase

flows even if the schemes can produce acceptable results in single phase cases.

For the first issue mentioned above, mixing or averaging models that consist of Euler or

Navier-Stokes equations along with the equations of interface-indication functions have

been derived and widely used as an efficient approximation to the state of the interface
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cell where two or more species co-exist. A simple single-fluid model was reported in

[102, 103, 197] for interfacial multiphase compressible flows using either explicit time

marching or semi-implicit pressure-projection solution procedure. The latter results

in a unified formulation for solving both compressible and incompressible multiphase

flows. As the primitive variables are solved in these models, the conservation proper-

ties are not guaranteed, and thus might not be suitable for high-Mach flows involving

shock waves. Conservative formulations, which have been well-established for single

phase compressible flows with shock waves, however may lead to spurious oscillations

in pressure or other thermal fields [105, 106]. It was found that special treatments are re-

quired in transporting the material interface and mixing/averaging the state variables to

find the mixed state of fluids in the interfacial cell that satisfies pressure balance across

material interface for multiple polytropic and stiff gases [107–111], van der Waals [112]

and Mie-Grüneisen equations of state (EOS) [113]. A more general five-equation model

[114] was developed for a wide range fluids. These models apply to multiphase com-

pressible flows with either spread or sharp interfaces. See [115] for a recent review on

the models of this sort. We make use of the five-equation model in the present work as

the PDE (partial differential equation) set to develop our numerical method, which can

be applied to other extended system as well.

Provided the SEF models with some desired properties, such as hyperbolicity, con-

servation and well-balanced mixing closure without spurious oscillations in thermal

variables, we can in principle implement numerical methods for single phase com-

pressible flow (e.g. the standard shock-capturing schemes) to solve these multiphase

models. TVD schemes, such as the MUSCL scheme, can solve discontinuities without

numerical oscillations, which is of paramount importance to ensure the physical fields

to be bounded and monotonic in the transition region. However, TVD schemes suf-

fer from excessive numerical dissipation, which brings the problem (II) listed above

to us. The intrinsic numerical dissipation smears out the flow structures including

the discontinuities in mass fraction or volume fraction which is used to represent the



Chapter 4. Implementation of BVD schemes on compressible multiphase flows 98

material interfaces. Consequently, material interfaces are continuously blurred and

smeared out, which is not acceptable in many applications, especially for the simu-

lations that need long-term computation. As a remedy, using higher order schemes, like

WENO (Weighted Essentially Non-Oscillatory) scheme, to solve compressible mul-

tiphase flows is also found in the literature [116, 117], where numerical dissipation

is largely reduced, and the moving interfaces, as well as other flow structures, can

be resolved with significantly improved accuracy. However, implementing high order

schemes might generate numerical oscillations for compressible multiphase flows with

complex EOS as discussed in [116], where even though the reconstructions were car-

ried out in terms of the characteristic variables to reduce numerical oscillation, spurious

disturbances are still observed when waves are reflected from the material interface.

In a more recent work [118], an intermediate state was introduced at each cell edge

in characteristic decomposition to suppress numerical oscillations and stabilize com-

putation. Furthermore, high order monotonicity-preserving scheme [119] was used to

ensure the bounded value for volume fraction. It is noted that numerical dissipation even

reduced in WENO and other high-order schemes still remains in conventional Eulerian

advection schemes, which might be problematic in long-term simulations. In general,

the implementation of high order shock capturing schemes to interfacial compressible

multiphase flows demands further investigations.

There are different numerical methods to identify and compute moving interfaces in

compressible multiphase flows, such as [120–122] on moving meshes and [123–127]

on fixed meshes. As aforementioned, the VOF-type methods that use the volume frac-

tion or mass fraction as the identification function of moving interface have been popu-

larly used as well, which are referred to as interface-capturing methods in our context.

Interface-capturing methods resolve the interfaces on fixed Eulerian grids and use ad-

vection schemes to transport the volume/mass fraction functions. It is well known that

conventional Eulerian advection schemes have intrinsic numerical dissipation and tend

to smear out the jumps in volume fraction or mass fraction functions which are used
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to identify the material interfaces between different fluids. In order to keep the com-

pact thickness of material interfaces during computation, special numerical techniques

are needed to steepen the jumps in the volume or mass fraction fields. For example,

in [66, 128, 129] the advection equation of the interface function is treated by artificial

compression method. As a post-processing approach, anti-diffusion techniques have

also been introduced in [130] and [131]. An alternative approach is to reconstruct the

volume fraction under the finite volume framework by using special functions. The

THINC (Tangent of Hyperbola for INterface Capturing) method, for example, uses the

hyperbolic tangent function [56] to capture the jumps in volume fraction. By virtue of

the desirable characteristics of the hyperbolic tangent function in mimicking the jump-

like profile of the volume fraction field, the sharp interface can be accurately captured

in a simple and efficient way [118, 132]. However, when applying interface-sharping

methods to the SEF models of multiphase compressible flows, velocity and pressure

oscillations may occur across the interface [66, 129, 131–133] due to the inconsistency

between the physical variables and the volume fraction field with sharpened or com-

pressed jumps. As stated in [66, 129], in contrast to incompressible flows where the

densities of fluids are fixed, artificial interface-sharpening scheme cannot be applied

alone to volume fraction function in compressible multiphase flows. Modifications to

other physical variables have to be made to maintain the consistency among the sharp-

ened volume fraction and other physical fields [66, 129, 131, 133]. In [132], a homo-

geneous reconstruction has been proposed where the reconstructed volume fraction is

used to extrapolate the remaining conservative variables across the interface to ensure

the mechanical consistency across the isolated material interfaces.

This work presents a novel methodology to resolve problem (II) addressed above. We

apply MUSCL-THINC-BVD scheme introduced in the previous chapter to solve five

equation models. More substantially, MUSCL-THINC-BVD scheme is applied to the

volume fraction and other state variables simultaneously in a finite volume framework,

so that the consistency can be realized among the physical variables and volume fraction
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throughout the solution procedure. Hence the manipulations required in other existing

methods to adjust the physical variables to be consistent with the volume fraction, are

not needed in the present method. The numerical model is formulated under a standard

finite volume framework with a Riemann solver in the wave propagation form [70].

The numerical tests verify the capability of the present method in capturing the material

interface as a well-resolved sharp jump in volume fraction. The numerical results for a

wide range of benchmark tests in one, two and three dimensions show superior solution

quality competitive to other existing methods.

4.2 Solution procedures for five equations model

4.2.1 Control equations

the inviscid compressible two-component flows are formulated by the five-equation

model developed in [114]. By assuming that the material interface is in equilibrium of

mixed pressure and velocity, the five-equation model consists of two continuity equa-

tions for phasic mass, a momentum equation, an energy equation and an advection

equation of volume fraction as follows

∂

∂t
(α1ρ1) +∇ · (α1ρ1u) = 0,

∂

∂t
(α2ρ2) +∇ · (α2ρ2u) = 0,

∂

∂t
(ρu) +∇ · (ρu⊗ u) +∇p = 0,

∂E

∂t
+∇ · (Eu + pu) = 0,

∂α1

∂t
+ u · ∇α1 = 0,

(4.1)

where ρk and αk ∈ [0, 1] denote in turn the kth phasic density and volume fraction for

k = 1, 2, u the vector of particle velocity, p the mixture pressure and E the total energy.

When considering more than two-phases, the five-equation model can be extended by
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supplementing additional continuity equations and volume fraction advection equations

for each new phase.

To close the system, the fluid of each phase is assumed to satisfy the Mie-Grüneisen

equation of state,

pk (ρk, ek) = p∞,k(ρk) + ρkΓk(ρk) (ek − e∞,k(ρk)) , (4.2)

where Γk = (1/ρk)(∂pk/∂ek)|ρk is the Grüneisen coefficient, and p∞,k, e∞,k are the

properly chosen states of the pressure and internal energy along some reference curves

(e.g., along an isentrope or other empirically fitting curves) in order to match the ex-

perimental data of the examined material [134]. Usually, parameters Γk, p∞,k and e∞,k

can be taken as functions only of the density. This equation of state can be employed to

approximate a wide variety of materials including some gaseous or solid explosives and

solid metals under high pressure. For example, the Mie-Grüneisen EOS can be changed

to stiffened gas EOS by setting different parameters.

The conservativeness constraints lead to the mixing formula for volume fraction, density

and internal energy as follows,

α1 + α2 = 1,

α1ρ1 + α2ρ2 = ρ,

α1ρ1e1 + α2ρ2e2 = ρe.

(4.3)

Derived in [113], the mixture Grüneisen coefficient, pressure p∞ and internal energy

e∞ can be expressed as

α1

Γ1(ρ1)
+

α2

Γ2(ρ2)
=

1

Γ
,

α1ρ1e∞,1(ρ1) + α2ρ2e∞,2(ρ2) = ρe∞,

α1
p∞,1(ρ1)

Γ1(ρ1)
+ α2

p∞,2(ρ2)

Γ2(ρ2)
=
p∞(ρ)

Γ(ρ)
,

(4.4)
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under the isobaric assumption. The mixture pressure is then calculated by

p =

(
ρe−

2∑
k=1

αkρke∞,k(ρk) +
2∑

k=1

αk
p∞,k(ρk)

Γk(ρk)

)/ 2∑
k=1

αk
Γk(ρk)

. (4.5)

It should be noted that the mixing rules of Eq.(4.4) and Eq.(4.5) ensure that the mixed

pressure is free of spurious oscillations across the material interfaces [107, 109, 111–

113]. Following the five equations model under isobaric closure [114], the sound speed

of mixture could be calculated as the volumetric average of the phasic sound speeds as

c2 = α1c
2
1 + α2c

2
2. (4.6)

When sound speed is very different from different materials, the time step will be re-

stricted with the local wave speed as well as local sound speed.

4.2.2 Solution procedures with wave propagation method

We rewrite the one dimensional quasi-conservative five-equation model (4.1) as

∂q
∂t

+
∂f(q)

∂x
+ B(q)

∂q
∂x

= 0, (4.7)

where the vectors of physical variables q and flux functions f are

q = (α1ρ1, α2ρ2, ρu, E, α1)T ,

f = (α1ρ1u, α2ρ2u, ρuu+ p, Eu+ pu, 0)T ,

(4.8)

respectively. The matrix B is defined as

B = diag (0, 0, 0, 0, u) , (4.9)

where u denotes the velocity component in x direction.
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We divide the computational domain into N non-overlapping cell elements, Ci : x ∈

[xi−1/2, xi+1/2], i = 1, 2, . . . , N , using a uniform grid with the spacing ∆x = xi+1/2 −

xi−1/2. For a standard finite volume method, the volume-integrated average value q̄i(t)

in cell Ci is defined as

q̄i(t) ≈
1

∆x

∫ xi+1/2

xi−1/2

q(x, t) dx. (4.10)

Denoting all the spatial discretization terms in (4.7) by L(q̄(t)), the semi-discrete ver-

sion of the finite volume formulation can be expressed as a system of ordinary differen-

tial equations (ODEs)
∂q̄(t)

∂t
= L (q̄(t)) . (4.11)

In the wave-propagation method, the spatial discretization for cell Ci is computed by

L (q̄i(t)) = − 1

∆x

(
A+∆qi−1/2 +A−∆qi+1/2 +A∆qi

)
(4.12)

where A+∆qi−1/2 and A−∆qi+1/2 are the right- and left-moving fluctuations, respec-

tively, and A∆qi is the total fluctuation within Ci. Riemann problems are solved to

determine these fluctuations. The right- and left-moving fluctuations can be calculated

by

A±∆qi−1/2 =
3∑

k=1

[
sk
(
qLi−1/2,q

R
i−1/2

)]±Wk
(
qLi−1/2,q

R
i−1/2

)
, (4.13)

where moving speeds sk and the jumpsWk (k = 1, 2, 3) of three propagating discon-

tinuities can be solved by the Riemann solver [72] with the reconstructed values qLi−1/2

and qRi−1/2 computed from the reconstruction functions q̃i−1(x) and q̃i(x) to the left

and right sides of cell edge xi−1/2, respectively. Similarly, the total fluctuation can be

determined by

A∆qi =
3∑

k=1

[
sk
(
qRi−1/2,q

L
i+1/2

)]±Wk
(
qRi−1/2,q

L
i+1/2

)
. (4.14)

We will describe with details about the reconstructions to get these values, qLi−1/2 and

qRi−1/2, at cell boundaries in the next subsection as the core part of this paper.
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In practice, given the reconstructed values qLi−1/2 and qRi−1/2, the minimum and maxi-

mum moving speeds s1(qLi−1/2,q
R
i−1/2) and s3(qLi−1/2,q

R
i−1/2) are computed as

s1 = min{uLi−1/2 − cLi−1/2, u
R
i−1/2 − cRi−1/2},

s3 = max{uLi−1/2 + cLi−1/2, u
R
i−1/2 + cRi−1/2},

(4.15)

where cLi−1/2 and cRi−1/2 are the sound speeds calculated by reconstructed values qLi−1/2

and qRi−1/2 respectively. Then the speed of the middle wave is estimated by the HLLC

Riemann solver [72] as

s2 =
pRi−1/2 − pLi−1/2 + ρLi−1/2u

L
i−1/2(s1 − uLi−1/2)− ρRi−1/2u

R
i−1/2(s3 − uRi−1/2)

ρLi−1/2(s1 − uLi−1/2)− ρRi−1/2(s3 − uRi−1/2)
. (4.16)

The left-side intermediate state variables q∗Li−1/2 is evaluated by

q∗Li−1/2 =
(uLi−1/2 − s1)qLi−1/2 + (pLi−1/2nLi−1/2 − p∗i−1/2n∗i−1/2)

s2 − s1
, (4.17)

where the vector uLi−1/2 = (uLi−1/2, u
L
i−1/2, u

L
i−1/2, u

L
i−1/2, s

2), nLi−1/2 = (0, 0, 1, uLi−1/2, 0),

n∗i−1/2 = (0, 0, 1, s2, 0) and the intermediate pressure may be estimated as

p∗i−1/2 = ρLi−1/2(uLi−1/2−s1)(uLi−1/2−s2)+pLi−1/2 = ρRi−1/2(uRi−1/2−s1)(uRi−1/2−s2)+pRi−1/2.

(4.18)

Analogously, the right-side intermediate state variables q∗Ri−1/2 is

q∗Ri−1/2 =
(uRi−1/2 − s3)qRi−1/2 + (pRi−1/2nRi−1/2 − p∗i−1/2n∗i−1/2)

s2 − s3
. (4.19)
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Then we calculate the jumpsWk(qLi−1/2,q
R
i−1/2) as

W1 = q∗Li−1/2 − qLi−1/2,

W2 = q∗Ri−1/2 − q∗Li−1/2,

W3 = qRi−1/2 − q∗Ri−1/2.

(4.20)

For the non-conservative term, the jump for the volume fraction is simply zero for both

W1, W3 and αR1 − αL1 forW2 from above equations. Given the spatial discretization,

we employ the three-stage third-order SSP (Strong Stability-Preserving) Runge-Kutta

scheme [73]

q̄∗ = q̄n + ∆tL (q̄n) ,

q̄∗∗ =
3

4
q̄n +

1

4
q̄∗ +

1

4
∆tL (q̄∗) ,

q̄n+1 =
1

3
q̄n +

2

3
q̄∗ +

2

3
∆tL (q̄∗∗) ,

(4.21)

to solve the time evolution ODEs, where q̄∗ and q̄∗∗ denote the intermediate values at

the sub-steps. For temporal integration, we have also tested the Euler first-order explicit

and second order Runge-Kutta schemes, which produce stable numerical results as the

third order SSP Runge-Kutta does. It is observed that the results from first and second-

order temporal schemes are slightly diffusive.

4.3 Numerical experiments for compressible multiphase

flows

Numerical tests in one-, two- and three- dimensions are presented in this section to

verify the proposed MUSCL-THINC-BVD scheme in comparison with the WENO

scheme. Here we use the WENO scheme which is one of representative high order

shock-capturing schemes. We denote it as WENO-JS in our tests. As addressed in

[116], the WENO reconstruction should be implemented for characteristic fields in or-

der to reduce the numerical oscillations, which is not an easy task for complex equations
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of state [118]. Whereas, it is found that the MUSCL-THINC-BVD scheme can prevent

numerical oscillations even it is implemented to the primitive variables.

The one dimensional tests were conducted on a workstation with a single CPU (Intel(R)

Xeon(R) CPU E5-2687W, 3.10GHZ), while two and three dimensional computations

were accelerated with a NVIDIA GTX980ti GPU (graphics processing unit) card.

4.3.1 1D numerical tests

Passive advection of a square liquid column

To evaluate the ability of the proposed scheme to capture interface as well as to maintain

the equilibrium of velocity and pressure fields, a simple interface-only problem in one

dimension is considered in this test. The problem consists of a square liquid column in

gas transported with a uniform velocity u = u0 = 102 m/s under equilibrium pressure

p = p0 = 105 Pa in a tube of one meter. For initial condition, liquid is set in the region

of x ∈ [0.4, 0.6]m and gas is filled elsewhere. We set initially the volume fraction of

liquid α1 = 1 − ε for the liquid region and α1 = ε in the gas region, and the volume

fraction of gas is then α2 = 1 − α1. The small positive ε is set 10−8 in numerical

tests in this paper. The densities for the liquid and gas phases are ρ1 = 103kg/m3 and

ρ2 = 1kg/m3, respectively.

To model the thermodynamic behavior of liquid and gas, we use the EOS of the stiffened

gas where the material-dependent parameters in (4.2) are

Γk = γk − 1, p∞,k = γkBk and e∞,k = 0,

with the constants being γ1 = 4.4, B1 = 6× 108Pa for the liquid and γ2 = 1.4, B2 = 0

for the gas respectively.
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FIGURE 4.1: Numerical results for the passive advection test of a square liquid col-
umn at time t = 10ms. The solid line is the exact solution and the points show the
computed solution with 200 mesh cells obtained using different methods. We denote
the numerical result from MUSCl-THINC-BVD by MUSCL-BVD and that from [31]

by WENO-JS.

The computations using WENO-JS and MUSCL-THINC-BVD are carried out sepa-

rately. Periodic boundary condition is used on the left and right boundaries during

the computations. Figure 4.1 shows numerical results of partial density and pressure

fields at time t = 10ms using a 200-cell mesh with CFL = 0.5. It is obvious that

MUSCl-THINC-BVD can solve the sharp interface within only two cells while the

WENO scheme, in spite of high-order accuracy, excessively diffuses the interface due

to the intrinsic numerical dissipation around discontinuities as other conventional shock

capturing schemes. Meanwhile, MUSCL-THINC-BVD can retain the correct pressure

equilibrium and particle velocity without spurious oscillations across the interfaces.

Any extra procedure is not conducted to sharpen the interface, which is used in other

existing works to keep the steepness of the jump in volume fraction field to identify

the interface. The MUSCL-THINC-BVD reconstruction is implemented to other state

variables, which remains the thermo-dynamical consistency among the physical fields.

Two-material impact problem

Following [113, 140], the two-phase impact benchmark problem is computed. At the
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TABLE 4.1: Material quantities for copper (k = 1) and explosive (k = 2) in Cochran-
Chan equation of state (4.22).

k ρ0k(kg/m3) B1k(GPa) B2k(GPa) E1k E2k γk Cvk
1 8900 145.67 147.75 2.99 1.99 3 393J/kg·K
2 1840 12.87 13.42 4.1 3.1 1.93 1087J/kg·K

beginning, there is a right-moving copper (phase 1) plate with the speed u1 = 1500 m/s

interacting with a solid explosive (phase 2) at rest on the right of the plate under

the uniform atmospheric condition which has pressure p0 = 105 Pa and temperature

T0 = 300K throughout the domain. The material properties of the copper and (solid)

explosive are modeled by the Cochran-Chan equation of state where in (4.2) we set the

same Γk as in the stiffened gas case, but with p∞,k, e∞,k defined by

p∞,k(ρk) = B1k

(
ρ0k

ρk

)−E1k
− B2k

(
ρ0k

ρk

)−E2k
,

e∞,k(ρk) =
−B1k

ρ0k (1− E1k)

[(
ρ0k

ρk

)1−E1k
− 1

]
+

B2k

ρ0k (1− E2k)

[(
ρ0k

ρk

)1−E2k
− 1

]
− CvkT0.

(4.22)

Here γk, B1k, B2k, E1k, E2k, Cvk, and ρ0k are material-dependent quantities, see Table 4.1

for a typical set of values for copper and explosive considered.

The solution of this test is characterized by a left-moving shock wave to the copper,

a right-moving shock waves to the inert explosive, and a material interface lying in

between that separates these two different materials. We solved this problem with a

200-cell grid and CFL = 0.5 up to t = 85µs. Figure 4.2 shows the results for the

partial densities, velocity, and the copper volume fraction of both WENO and MUSCL-

THINC-BVD for comparison. Again, MUSCL-THINC-BVD can keep sharp interface

without spurious numerical oscillations in velocity fields. It should be noted that due

to complicated EOS, characteristic decomposition is conducted as in [118] when im-

plementing the WENO scheme. In previous work [132], there is a slight overshoot on

the partial density α1ρ1 on the left of the interface when using THINC method for the
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FIGURE 4.2: Numerical results for a two-phase (solid explosive-copper) impact prob-
lem at time t = 85µs. The solid line is the fine grid solution computed on a mesh of

5000 cells by MUSCL, and the points show the solutions with 200 meshes.

volume fraction. This oscillation is not observed in present study due to the consistency

in MUSCL-THINC-BVD reconstructions for physical fields.

Shock interface interaction problem

The interaction between a strong shock wave in helium and an air/helium interface has

been studied. Typically, such problem is very challenging for some interface tracking

methods. For example, the schemes which are not conservative on discrete level may

miscalculate the position and speed of the waves resulted from the interaction [141].
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TABLE 4.2: Comparison between WENO and MUSCL-THINC-BVD regarding to the
elapse time for one dimensional tests

Test 1 Test 2 Test 3
WENO-JS 9.90s 3.02s 8.90s
MUSCL-THINC-BVD 4.23s 1.74s 3.72s

The initial conditions are the same as [116], where a Mach 8.96 shock wave is generated

and traveling in helium toward a material interface with air which is moving toward the

shock wave simultaneously. The detail initial configuration is given by

(α1ρ1, α2ρ2, u0, p0, α1) =


(0.386, 0, 26.59, 100, 1) for − 1 ≤ x < −0.8

(0.1, 0, −0.5, 1, 1) for − 0.8 ≤ x < −0.2

(0, 1, −0.5, 1, 0) for − 0.2 ≤ x < 1

.

(4.23)

The calculation domain is [−1, 1] which is divided by 200 uniform mesh cells. The

solutions at t=0.07 were computed with the CFL number of 0.1. The comparisons of

numerical results between MUSCL-THINC-BVD and WENO schemes are presented

in Figure 4.3. The results from MUSCL-THINC-BVD show much superior solution

quality in resolving material interface without obvious numerical oscillations, while

some oscillations are observed in the pressure and velocity fields in the results of WENO

scheme in the region of the reflected shock wave even although efforts have been made

to implement reconstructions to the characteristic variables as also reported in [116].

In order to evaluate the computational efficiency of the MUSCL-THINC-BVD method,

we also compare the computational cost in Table 4.2 for the 1D numerical tests shown

above. Without decomposing state variables into characteristic fields, the computation

cost of MUSCL-THINC-BVD is thus about half of the WENO scheme.

4.3.2 2D numerical tests

Two dimensional shock-bubble interactions
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FIGURE 4.3: Comparisons of numerical results of shock/interface interaction problem
between MUSCL-THINC-BVD and WENO schemes at t=0.07.

In this widely used benchmark test [130, 131, 142–145], we investigate the interactions

between a shock wave of Mach 1.22 in air and a cylindrical bubble of refrigerant-22

(R22) gas. The experimental results can be referred in [146]. A planar rightward-

moving Mach 1.22 shock wave in air impacts a stationary R22 gas bubble with radius

r0 = 25mm. In this numerical test, both air and R22 are modeled as perfect gases.

Inside the R22 gas bubble, the state variables are

(ρ1, ρ2, u, v, p, α1) = (3.863 kg/m3, 1.225 kg/m3, 0, 0, 1.01325× 105 Pa, 1− ε),
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while outside the bubble the corresponding parameters are

(ρ1, ρ2, u, v, p, α1) = (3.863 kg/m3, 1.225 kg/m3, 0, 0, 1.01325× 105 Pa, ε)

in the pre-shock region and

(ρ1, ρ2, u, v, p, α1) = (3.863 kg/m3, 1.686 kg/m3, 113.5 m/s, 0, 1.59× 105 Pa, ε)

in the post-shock region respectively, where ε = 10−8. The mesh size is ∆x = ∆y =

1
8
mm which corresponds to a grid-resolution of 400 cells across the bubble diameter.

Zero-gradient boundary conditions are imposed at the left and right boundaries while

symmetric boundaries are imposed at the top and bottom boundaries. Schlieren-type

images of density gradient, |∇ρ|, at different time instants are presented in Figs.4.4-

4.5, in which comparisons are made among WENO, MUSCL and MUSCL-THINC-

BVD schemes. The MUSCL-THINC-BVD scheme maintains much better the com-

pact thickness of the material interfaces and gives large-scale flow structures similar

to the results computed from the WENO scheme. Moreover, MUSCL-THINC-BVD

scheme is able to reproduce finer flow structures due to largely reduced numerical dis-

sipation. As one of the important features of the flow field, the instability develops

along the interface, which then rolls up and produces small filaments as shown in Fig-

ure 4.4. These fine structures tend to be smeared out by numerical schemes with large

numerical dissipation [131] unless high-resolution computational meshes are used. Not

only the well-resolved material interface, we can also observe that the reflected shock

waves and transmitted shock waves can be captured more clearly by MUSCL-THINC-

BVD scheme in comparison with the original MUSCL schemes and competitive to the

5th-order WENO shock-capturing scheme. The resolution quality has been improved

remarkably by MUSCL-THINC-BVD scheme to reproduce the complex flow features

which are easily diffused out by conventional shock capturing schemes.

We compared our numerical results with the published works in literature which were
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computed on same or finer grids. In Fig. 4.6, we plot our results on a coarse mesh where

the initial diameter is resolved by 400 cells against the results computed by the anti-

diffusion interface sharpening technique [131] on the same grid resolution. We further

made comparisons in Fig. 4.7 with the multi-scale sharp interface simulation on a finer

grid [145] where 1150 cells are used for the initial bubble diameter. It can be observed

that similar small-scale structures have been re-produced by the MUSCl-THINC-BVD

scheme with coarser grid resolution.

It should be noted that the Euler equations used to create the numerical results do not

include the physical viscosity and surface tension. In the absence of physical viscosity,

the solution of Euler equations does not converge, and the vortices will be continuously

enforced when refined grid resolution is used [147]. So, it is hard to distinguish the

physically-true structures and those due to the numerical schemes. The significance

of the schemes with reduced numerical dissipation lies in the real-case applications

where the physical dissipation (due to molecular or turbulent mixing) plays an important

role. With reduced numerical dissipation, the true flow structures can be more faithfully

reproduced under the effects of the physical dissipations.

Underwater explosion

We consider the underwater explosion problem which has been used in [66, 129, 130,

143, 148]. This test case involves complicated interactions of an air cavity generated

from an initial high pressure region with a planar water-air interface lying above it.

The computational domain is [−2, 2] × [−1.5, 2.5] m2. The cylindrical air cavity of

0.24 m in diameter is initially centered at (0,−0.3) with high pressure 109 Pa and high

density 1250 kg/m3. The planar water-air interface is in equilibrium under standard

atmospheric condition at y = 0. The thermodynamic behavior of water and air is

modeled by the stiffened gas with the same equation of state as in Section 4.3.1. The

transparent boundary condition is imposed for the top, left and right boundaries, while
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(a) t=247 µs (b) t=247 µs

(c) t=318 µs (d) t=318 µs

(e) t=417 µs (f) t=417 µs

FIGURE 4.4: Numerical results for a planar Mach 1.22 shock wave in air interacting
with a circular R22 gas bubble. Comparisons are made among MUSCL-THINC-BVD,
MUSCL and WENO-JS schemes. Displayed are the Schlieren images of density vari-
ations at different instants. In each panel, the result of MUSCL-THINC-BVD (upper

half) is plotted against the results of MUSCL or WENO-JS (lower half).
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(a) t=480 µs (b) t=480 µs

(c) t=523 µs (d) t=523 µs

(e) t=588 µs (f) t=588 µs

FIGURE 4.5: (continued)

for the bottom boundary the reflection condition is implemented. We conducted the

simulation on a coarse uniform mesh with 600× 600 by different schemes.

In Fig. 4.8, the numerical Schlieren diagrams for the mixture density computed from

different schemes at several instants are displayed. The conventional shock-capturing

schemes (both MUSCL and the 5th-order WENO) are not able to prevent the water-air
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(a) t=187 µs (b) t=247 µs

(c) [t=318 µs (d) t=417 µs

FIGURE 4.6: The Schlieren-like images of density fields computed by the anti-
diffusion interface sharpening technique[131] (the upper half in each panel) and the
MUSCL-THINC-BVD scheme (the lower half in each panel) respectively with the

same grid resolution (400 cells along the diameter of initial bubble).

interfaces from smearing out, while MUSCL-THINC-BVD scheme can capture the in-

terface sharply throughout the computation. Moreover, compared with original MUSCL

scheme, flow structures including transmitted and reflected waves are much better re-

solved by MUSCL-THINC-BVD scheme, which produces competitive results with high

order WENO schemes.

In Fig. 4.9, the volume fraction contour is presented. The initial circular underwater

bubble evolves into an oval-like shape, which is in agreement with previous works [129,

143, 148]. It is observed that the material interfaces are sharply resolved so that the thin

water bridge between the expanding bubble and the ambient air remains even in the

later stage of the process, which is quite challenging for other existing methods. For

example, the interface sharpening technique reported in [66] fails in resolving this thin
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(a) t=187 µs (b) t=247 µs

(c) [t=318 µs (d) t=417 µs

FIGURE 4.7: Same as Fig.4.6, but with the upper half in each panel replaced by the
results in [145] where a finer grid (1500 cells along the diameter of initial bubble) was

used.

bridge with the same grid resolution. As a quantitative comparison, we plot density

profile along x = 0 cross-section in Fig. 4.10 against the results in [66, 129] that use

finer grid resolution. With a coarser grid, the present results are in good agreement with

those in the existing works.

To further illustrate the superiority of the proposed scheme in resolving the material

interface, the computation is conducted to a larger time of t = 3.16ms, which has

never been reported in the existing literatures. The material interfaces calculated by

different schemes and the distributions of VOF function along x = 0 cross section

are presented in Fig. 4.11-4.12. The MUSCL-THINC-BVD method keeps the compact

thickness of the transition layer of the interface, while the MUSCL method smears

out the interface over a wider band of mesh cells. For this long-time simulation, the

intrinsic numerical dissipation of the conventional Eulerian high-resolution schemes for
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FIGURE 4.8: Schlieren images of density for the underwater explosion test at the
instants t = 0.95ms, 1.26ms, 1.58ms, 1.90ms (from top to bottom) computed by
MUSCL, WENO-JS and MUSCL-THINC-BVD schemes respectively on a uniform

grid of 600× 600 cells.

compressible flows diffuses the material interface to an unacceptable extent. However,

the resolution of material interface has been substantially improved by the MUSCL-

THINC-BVD method.

Interaction of Mach 6 shock in air with a water column

This test was suggested in [66] to simulate the interaction of a Mach 6 shock in air with

a water column, which has been also used in other works as a benchmark to examine
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(a) t=0.2 µs (b) t=0.79 µs

(c) t=0.95 µs (d) t=1.26 µs

(e) t=1.58 µs (f) t=1.90 µs

FIGURE 4.9: Volume fraction contour at different instants for underwater explosion
test using the MUSCL-THINC-BVD scheme on a uniform grid with 600× 600 cells.
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FIGURE 4.10: Distribution of density field along x = 0 cross-section for underwater
explosion test at t = 0.2ms. The mesh size of the present computation is h = 0.0067.
Comparisons are made with the published work [66, 129] where the cell size is h =

0.005.

(a) MUSCL (b) MUSCL-THINC-BVD

FIGURE 4.11: The material interface calculated by different schemes at t = 3.16ms for
underwater explosion test. Comparisons are made between MUSCL(a) and MUSCL-

THINC-BVD(b) schemes.
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FIGURE 4.12: Distribution of VOF function along x = 0 cross-section for underwater
explosion test at t = 2.55, 3.16ms. Comparisons are made between MUSCL and

MUSCL-THINC-BVD schemes.

numerical models for multiphase compressible flows [148, 149]. The computational

domain for this problem is [0, 8]× [−1, 1] discretized by a 2000×500 uniform grid. Ini-

tially, a right moving Mach 6.0 plane shock is set at x = 1.0. A water column with the

diameter 1.124 is centered at (2, 0). Reflection boundaries are imposed for the top and

bottom boundaries while transparent boundary conditions are set for the left and right

boundaries. The Schlieren diagrams of density at different instants of the numerical

solution computed by MUSCL-TINC-BVD scheme are shown in Fig. 4.13. Compared

with Fig. 11 in [66] where fifth-order WENO scheme was applied with artificial com-

pression technique for moving interface, the proposed scheme in present work not only

captures the sharp material interface but also resolves more delicate flow structures on

the same computational grid.

4.3.3 3D numerical tests

Extending the present numerical method to three dimensions is straightforward. Our

3D code has been generated with the CUDA (Compute Unified Device Architecture)

toolkit, which can be executed on hardwares with GPU accelerators. We verified the 3D

code by solving the air shock and helium bubble interaction benchmark test. A Mach
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FIGURE 4.13: Schlieren images of density fields for the Mach 6.0 shock-water inter-
action benchmark test at instants t = 0.5, 0.75, 0.89, 1.1, 1.5, and 2.15 solved by the

MUSCL-THINC-BVD scheme on a 2000× 500 uniform grid.
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1.5 shock wave in the air interacts with a helium bubble. Same as the experimental

conditions in [150], the density for the air is 1.29kg/m3 and 0.167kg/m3 for the helium

bubble. The computational domain is 0.305m long, 0.08m wide and 0.08m high. The

bubble radius is 0.02m. The domain is divided by a Cartesian grid of uniform cell,

∆x = ∆y = ∆z = 1
2200

. We plot the surface of the deformed helium bubble, as well

as the density and pressure fields on the central cross sections in Fig. 4.14. The plane

shock impacts the helium bubble and deforms it axis-symmetrically into a twin-donut

shape associated with complicated flow structures. The moving interfaces that separate

air and helium are well resolved without numerical smearing. The comparisons with

the experimental observations reported in [150] are shown in Fig. 4.15. Even though

the density difference across the interfaces is relatively smaller in this test case, the

bubble shapes, as well as the density disturbances at different instants, are reproduced

by MUSCL-THINC-BVD scheme with adequate accuracy.

4.4 Summary

We implement MUSCL-THINC-BVD scheme to simulate compressible multiphase flows

by solving the five-equation model. This scheme can resolve discontinuous solutions

with much less numerical dissipation in comparison with other existing methods, which

enables to solve moving interfaces of compact thickness without additional “anti-diffusion”

or “artificial compression” manipulation. The MUSCL-THINC-BVD scheme is ap-

plied to volume fraction function and other physical variables as a normal finite volume

scheme, and the consistency among different physical fields can be realized without any

post adjustment.

The present method has been verified with widely used benchmark tests in comparison

with other existing methods. Numerical results of the tests show a remarkable improve-

ment in solution quality. Compared with the high-order shock-capturing schemes, the
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FIGURE 4.14: Numerical results for 3D air-shock and helium-bubble interactions.
Displayed are the color maps of density and pressure fields on the central cross-sections
and the iso-surface of the volume fraction of 0.5 that represents the moving interface.
From top to bottom are the numerical results at 136µs, 274µs and 346µs respectively.
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FIGURE 4.15: Numerical results for 3D air-shock and helium-bubble interaction. Dis-
played are the experimental snapshots reported in [150] (left column) and the grayscale

maps of density on the central plane in numerical results.

new method shows competitive or superior numerical results but with less computa-

tional cost. This work provides an effective and practical approach to simulate com-

pressible interfacial multiphase flows.



Chapter 5

Multi-moment finite volume method

with the boundary gradient switching

(BGS) limiting on structured grids

5.1 Review of MCV method

It is well known that the FVM has benefits such as it is algorithmically easy to design

limiting processes to capture discontinuities. However, to increase order for FVM in-

volves large stencil size. To overcome it, in this chapter we introduce MCV method

which has compact stencils. It should be noted that to simulate problems involving

strong discontinuities, FVM is better while to achieve high order and solve smooth flow

region, MCV will be the better choice.

As one of high-order schemes with local reconstructions, multi-moment constrained

finite volume (MCV) method [192] has been applied in both incompressible [22] and

compressible flows[195]. The MCV scheme is appealing to the practical applications

due to its flexibility to grid structures and the proper balance between the accuracy and

the complexity of numerical schemes. Same as other local high-order schemes such as

126
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discontinuous Galerkin (DG) method, the spectral volume (SV) method , the spectral

difference (SD) method and the constrained interpolation profile (CIP) method, MCV

schemes employ more than one local degrees of freedom (DOFs) within a local cell

for a high-order spatial reconstruction. In MCV method, the point-wise values defined

at solution points are adopted as DOFs and it’s spatial diecretization formulations are

derived by introducing the constraint conditions in terms of multi moments, including

the point value (PV), the volume-integrated average (VIA) and the derivatives of the

different orders of the physical fields.

According to well-known Godunov barrier for linear schemes, any monotonic linear

scheme can be of only first order. As a result, the high-order MCV schemes will pro-

duce the non-physical oscillations while simulating the compressible flows, even for

those cases with the smooth initial conditions where discontinuity will appear due to

the nonlinearity of the governing equations. Several strategies have been employed by

the local high-order schemes to suppress the numerical oscillations in the vicinity of dis-

continuities in the existing literature. One of the popular strategies is nonlinear limiting

projection. Earlier studies such as in [5] for DG method and in [195] for MCV method

use the total variation bounded (TVB) limiters, where the TVB criterion is needed to

find the “troubled cells” by evaluating the smoothness of the solution. For the trou-

bled cells, where discontinuous solutions are detected, the total variation diminishing

(TVD) limiting procedure is applied. As the TVD limiting has second-order accuracy

at most, it tends to introduce too much extra numerical dissipation and degrades the

high-order accuracy of the original schemes. The higher order limited reconstructions,

such as the essentially non-oscillatory (ENO) and weighted essentially non-oscillatory

(WENO) reconstructions, are applied in for DG method and in [195] for MCV method.

The WENO limiter effectively reduces the numerical dissipation errors around smooth

region and can retain the high-order convergence. However, the current implementa-

tions of the WENO limiting in the high-order schemes with local reconstructions can-

not make the full use of the local DOFs, and the solutions are heavily dependent on the
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TVB criterion that determines the “troubled cells” in an ad hoc fashion. This is one of

the key issues to be solved for developing numerical models for practical applications

using local high-order schemes.

In this study, a new formulation for non-oscillatory three-point MCV scheme of fourth-

order accuracy is proposed. Different from Hermite interpolation polynomial used in

[195], where the first-order derivative at the cell center was employed to adjust numer-

ical properties of the scheme, two cubic Lagrangian interpolation polynomials, which

are constructed by using the DOFs in adjacent cells, are employed as candidates for spa-

tial reconstruction. These two candidates are chosen through a new proposed boundary

gradient switching (BGS) algorithm based on the underlying idea of the ENO method to

remove the non-physical oscillations near the discontinuity. Since two candidate poly-

nomials give the fourth-order accuracy, the proposed scheme is also expected to have

the same convergence rate as verified by the numerical tests in this paper. The proposed

scheme is implemented without any user-specifying ad hoc parameter. Furthermore, the

stencil required by this new scheme still remains compact (within three cells), same as

our previous study.

5.2 Formulation of 3-point MCV scheme with slope con-

straint

We consider the following hyperbolic system in one dimension,

∂q

∂t
+
∂f (q)

∂x
= 0, (5.1)

where q is the vector of the dependent variables, and f (q) the vector of the flux func-

tions.
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The computational domain is divided into I non-overlapping cells, e.g. Ci = [xi− 1
2
, xi+ 1

2
]

(i = 1, 2, · · · , I). Within the computational cell Ci, the local DOFs are defined as the

point-wise values qik (k = 1, 2, · · · , K) at solution points xik, which are updated using

the governing equations of differential-form as

∂qik
∂t

= −
(
∂f (q)

∂x

)
ik

. (5.2)

Using the framework of MCV method, the constraint conditions in terms of different

kinds of moments are adopted to derive the discretization formulation of the right-hand

side term in (5.2).

Here we briefly describe the numerical formulation for three-point MCV (MCV3) scheme,

which is the basic framework for this study.

Within cell Ci, three local DOFs are defined as the pointwise values as qi1, qi2 and qi3

at equidistantly arranged solution points xi1 = xi− 1
2
, xi2 = xi and xi3 = xi+ 1

2
, where

xi = (xi− 1
2

+ xi+ 1
2
)/2 is the center of cell Ci.

Two kinds of moments are adopted to provide the constraint conditions for spatial dis-

cretization of the DOFs.

• Point Values (PV)

At the cell interface, e.g., x = xi− 1
2

PV moment is specified as

Pqi− 1
2

(t) = q
(
xi− 1

2
, t
)
. (5.3)

• Volume-Integrated Average (VIA)

Over the cell Ci, VIA moment is specified as

V qi (t) =
1

∆x

∫ x
i+1

2

x
i− 1

2

q (x, t) dx. (5.4)
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The multi-moment constraint conditions are related with the local DOFs as



Pqi− 1
2

= Qi

(
xi− 1

2

)
= qi1,

Pqi+ 1
2

= Qi

(
xi− 1

2

)
= qi3,

V qi =

∫ x
i+1

2

x
i− 1

2

Qi (x) dx =
1

6
(qi1 + 4qi2 + qi3) ,

(5.5)

where Qi (x) is a Lagrangian interpolation polynomial for physical field q (x) within

cell Ci, having the form of

Qi (x) =
3∑

k=1

qikφik (x) , (5.6)

with Lagrangian basis function φik(x) written as

φik (x) =
3∏

l=1,l 6=k

x− xil
xik − xil

. (5.7)

The different moments are updated by different formulations in our multi-moment schemes.

• PV moment is updated by differential-form governing equations as

∂Pqi− 1
2

∂t
≈ −f̂xi− 1

2
. (5.8)

The derivative of flux function in (5.8) is evaluated by solving a derivative Rie-

mann problem as

f̂xi− 1
2

= dRiemann
(
f̂−
xi− 1

2

, f̂+
xi− 1

2

)
, (5.9)

where 
f̂−
xi− 1

2

= Ai− 1
2

(
∂Qi−1(x)

∂x

)
i− 1

2

,

f̂+
xi− 1

2

= Ai− 1
2

(
∂Qi(x)
∂x

)
i− 1

2

,
(5.10)

withAi− 1
2

being the Jacobian matrix at cell interface x = xi− 1
2
.
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• VIA moment is updated by a flux-form formulation assuring the conservation of

the proposed scheme as

∂V qi
∂t
≈ − 1

∆xi

(
f̂i+ 1

2
− f̂i− 1

2

)
, (5.11)

where ∆xi = xi+ 1
2
− xi− 1

2
and the numerical flux at cell interfaces are computed

directly from the DOFs readily available there as the computational variables, i.e.

f̂i− 1
2

= f (qi1) and f̂i+ 1
2

= f (qi3).

Using the constraint relation (5.5), the spatial discretization of DOFs within cell Ci are

then determined from (5.8) and (5.11) as


∂qi1
∂t

= −f̂xi− 1
2
,

∂qi2
∂t

= − 3
2∆xi

(
f̂i+ 1

2
− f̂i− 1

2

)
+ 1

4

(
f̂xi− 1

2
+ f̂xi+ 1

2

)
,

∂qi3
∂t

= −f̂xi+ 1
2
.

(5.12)

With spatial discretization given in (5.12), the semi-discrete equations are then solved

using the explicit Runge-Kutta method. It is noted that as the values at the cell interfaces

are shared by the two neighboring cells, either the first or the third equation needs to be

solved with the second equation in (5.12).

The MCV scheme can be straightforwardly extended to multi-dimensions for struc-

tured grids. The one-dimensional formulation given above can be applied in multi-

dimensional problems by sweeping the different directions respectively. The numerical

procedure is described in detail in.

A three-point MCV scheme with TVD slope limiter was introduced in [195], which is

also adopted in this study as an auxiliary spatial reconstruction profile in the present

numerical formulation for a new high-order non-oscillatory MCV scheme.
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Based on the basic idea proposed in [197], an additional constraint condition, i.e. the

slope at the cell center, is introduced when building the spatial reconstruction of the de-

pendent variable. Within cell Ci, a cubic polynomial QTV D
i (x) is built using following

conditions as 

QTV D
i (xi1) = qi1,

QTV D
i (xi2) = qi2,

QTV D
i (xi3) = qi3,

QTV D
xi (xi2) = di,

(5.13)

where qi1, qi2 and qi3 are the known local DOFs and di is a parameter which can be

used to adjust the numerical properties of the resulted scheme. By “TV D”, we mean

that the slope di is approximated by a TVD slope limiter as shown next.

The condition on the slope at the cell center plays a key role in the resulting scheme,

which can be obtained by different algorithms to design the schemes with desired nu-

merical properties [197].

To avoid the non-physical oscillations around the discontinuities, a minmod TVD slope

limiter can be adopted as

di = minmod (dl,dc,dr) , (5.14)

where
dl = 2.0

qi2 − qi−1,2

∆x
, dr = 2.0

qi+1,2 − qi,2
∆x

,

dc =
−4

3
qi1 + 1

6
qi−1,2 + 4

3
qi3 − 1

6
qi+1,2

∆x
,

(5.15)

and

minmod (a, b, c) =

 s×min(|a|, |b|, |c|) if s = sign(a) = sign(b) = sign(c),

0 otherwise.

(5.16)

With spatial reconstruction QTV D
i (x) for the physical fields, the resulting scheme is

non-oscillatory but at most of second-order accuracy even in the smooth areas. It should
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FIGURE 5.1: Stencils for spatial reconstruction.

be notified that by replacing Qi−1 (x) and Qi (x) with QTV D
i−1 (x) and QTV D

i (x) in

(5.10) the derivatives of the flux and thus the numerical solution will change, while the

evolution equations to update the DOFs remain the same in form as (5.12). Hereafter,

we denote the corresponding scheme as MCV3-TVD scheme. The numerical formula-

tions of MCV3-TVD is completely same as MCV3 scheme shown above, except that

the polynomial QTV D
i (x) is used in (5.10) instead of Lagrangian polynomial Qi (x)

through (5.6).

Different from the limiting procedure adopting in the original MCV scheme, DOFs

defined at the cell interface are always shared by the two neighboring cells in the current

study. As a result, the computation become more efficient regarding to both memory

requirement and CPU cost as discussed in [196].

5.3 A non-oscillatory MCV scheme with boundary gra-

dient switching

In this subsection, we further develop a non-oscillatory scheme using the MCV frame-

work, which doesn’t lose the original accuracy in smooth areas.

Following the work in [196], the cubic interpolation polynomial of dependent variable

can be obtained by adopting the DOFs in left and right cells directly, instead of using
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the slope at cell center as an additional condition. As shown in Fig. 5.1, two stencils

can be used for the reconstruction in cell Ci, i.e. S4L including the pointwise values at

xi−1, xi− 1
2
, xi and xi+ 1

2
and S4R including the pointwise values at xi− 1

2
, xi, xi+ 1

2
and

xi+1.

Using stencil S4L, a cubic polynomialQ4L
i in cell Ci is built with the conditions as



Q4L
i (xi−1)=qi−1,2,

Q4L
i

(
xi− 1

2

)
=qi1,

Q4L
i (xi)=qi2,

Q4L
i

(
xi+ 1

2

)
=qi3.

(5.17)

Similarly, another cubic polynomialQ4R
i is obtained by using stencil S4R as



Q4R
i

(
xi− 1

2

)
=qi1,

Q4R
i (xi)=qi2,

Q4R
i

(
xi+ 1

2

)
=qi3,

Q4R
i (xi+1)=qi+1,2.

(5.18)

Analogous to the MCV3-TVD scheme, substituting the spatial reconstructionQi (x) in

subsection ?? with Q4L
i or Q4R

i , and using the evolution equations (5.12) to update the

DOFs, we get other two new schemes of fourth-order accuracy. We denote the scheme

using Q4L
i (x) for reconstruction as MCV3-4L and one with Q4R

i (x) as MCV3-4R,

hereafter. However, without any limiting both MCV3-4L and MCV3-4R schemes will

generate spurious numerical oscillations around the discontinuities, which even leads to

the blow-up of computations when solving problems with shock waves.

In this study, we propose a boundary gradient switching (BGS) algorithm considering

the variation-minimization principle, which adopts the basic idea in ENO method and

is used to choose the smoother spatial reconstruction profile between Q4L
i and Q4R

i
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in comparison with QTV D
i . This scheme is referred to as MCV3-BGS scheme, which

effectively suppresses non-physical oscillations in numerical solutions while realizing

high-order accuracy in smooth region. The numerical formulation given in (5.10) is

then recast into


f̂−
xi− 1

2

= Ai− 1
2
BGS

[(
∂Qi−1(x)

∂x

)
i− 1

2

]
,

f̂+
xi− 1

2

= Ai− 1
2
BGS

[(
∂Qi(x)
∂x

)
i− 1

2

]
,

(5.19)

with BGS

[(
∂Qi(x)
∂x

)
i− 1

2

]
being calculated by

BGS

[(
∂Qi (x)

∂x

)
i− 1

2

]
=



dmin (d1,d2) if sign (d1) = sign (d2) = sign (d3) ,

d1 only if sign (d1) = sign (d3) ,

d2 only if sign (d2) = sign (d3) ,

absmin (d1,d2) otherwise,

(5.20)

where 

d1 =
(
∂Q4L

i (x)

∂x

)
i− 1

2

,

d2 =
(
∂Q4R

i (x)

∂x

)
i− 1

2

,

d3 =
(
∂QTV D

i (x)

∂x

)
i− 1

2

,

(5.21)

and dmin is the variation diminishing function, absmin is the absolute minimum func-

tion defined by

dmin (d1,d2) =

 d1 if |d1 − d3| <|d2 − d3|,

d2 otherwise,
(5.22)

absmin (d1,d2) =

 d1 if |d1| <|d2|,

d2 otherwise.
(5.23)

With this BGS algorithm, the smoother approximation of derivative of flux function is
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adopted during computations to remove the non-physical oscillations as shown in the

benchmark tests in the next section. Meanwhile, the BGS processing doesn’t degrade

the accuracy of the proposed scheme since both MCV3-4L and MCV3-4R schemes are

fourth-order accurate.

5.4 Numerical experiments

In this section, we verify the proposed MCV3-BGS scheme by simulating the widely-

used benchmark tests of one- and two-dimensional hyperbolic conservation laws. The

SSP Runge-Kutta method (SSPRK(5,4)) is adopted in this study for time marching and

the maximal allowable CFL number for computational stability is about 0.6.

5.4.1 1D linear advection equation

The one-dimensional advection equation with a constant speed is simulated. The gov-

erning equation is specified by q = φ and f (q) = φ in (5.1) where φ is the advected

field.

Advection of one-dimensional sine wave

This test is carried out on gradually refined grids to evaluate the convergence rate of the

proposed scheme. The initial smooth distribution is given by

φ (x, 0) = sin (πx) , x ∈ [−1, 1] . (5.24)

The normalized error l1 and l∞ are defined as

l1 =
I∑
i=1

|φei − φni |
I

, and l∞ = max1≤i≤I |φei − φni |, (5.25)
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TABLE 5.1: Numerical errors and convergence rates of the Euler equation for sinu-
soidal profile distribution

Grids l1 error l1 order l∞ error l∞ order

MCV3-4L

20 1.0441e-04 – 1.6298e-04 –
40 6.5192e-06 4.00 1.0261e-05 3.99
80 4.0899e-07 3.99 6.4196E-07 4.00
160 2.5576e-08 4.00 4.0291e-08 3.99
320 1.5990e-09 4.00 2.6706e-09 3.92

MCV3-4R

20 2.0007e-04 – 3.1091e-03 –
40 1.3362e-05 3.90 2.0974e-04 3.89
80 8.5350e-07 3.97 1.3405e-06 3.97
160 5.3712e-08 3.99 8.4555e-08 3.99
320 3.3652e-09 4.00 5.4692e-09 3.95

MCV3-BGS

20 1.7824e-04 – 5.5121e-04 –
40 1.6697e-05 3.42 6.8212e-05 3.01
80 1.1200e-06 3.80 6.0404e-06 3.50
160 7.8740e-08 3.93 6.1734e-07 3.29
320 4.9661e-09 3.99 5.2868e-08 3.55

where φe and φn stand for exact and numerical solutions respectively.

We ran the computation for one period (at t = 2.0) and summarize the numerical er-

rors and the convergence rates for MCV3-4L, MCV3-4R and MCV-BGS in Table 5.1.

Compared with MCV3-4L and MCV3-4R schemes, the BGS algorithm does not make

significant differences in convergence rate regarding to l1 error for this test with smooth

solution. MCV3-BGS scheme achieves the fourth-order accuracy regarding to l1 as

expected.

Advection of one-dimensional square wave

In this test, the propagation of a square wave is simulated to check the ability of the

proposed scheme to capture discontinuous solutions. The initial profile is

φ (x, 0) =

 1 if|x| ≤ 0.4,

0 otherwise.
(5.26)
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Fig. 2 Numerical results of 1D advection of a square wave by MCV3-4L scheme (left panel)
and MCV3-4R (right panel) with 200 cells after one period.

3.1.2 Advection of one-dimensional square wave

In this test, the propagation of a square wave is simulated to check the ability of
the proposed scheme to capture discontinuous solutions. The initial profile is

� (x, 0) =

⇢
1 if|x|  0.4
0 otherwise

. (26)

Numerical experiment was carried out on the uniform grid with 200 cells. The
numerical results using MCV3-4L and MCV3-4R are depicted in Fig. 2. The non-
physical oscillations are obviously found in both results. Considering the ability of
dealing with the discontinuity, MCV3-4R scheme performs better than MCV3-4L
scheme though it gives smaller absolute errors for a smooth profile in the above
case.

The numerical result by MCV3-BGS scheme is shown in Fig. 3. The BGS
algorithm always tends to choose the smoother spatial reconstruction between
MCV3-4L and MCV3-4R schemes and the non-physical oscillations are e↵ectively
removed. Meanwhile, the numerical di↵usion is controlled to a minimized extent, as
the jumps are well resolved by MCV3-BGS scheme with a more compact thickness
in comparison with other existing schemes.

3.1.3 Advection of one-dimensional complex wave

To examine the performance of the proposed scheme in solving profiles of di↵erent
smoothness, we further simulated the propagation of a complex wave [8], which
includes both discontinuous and smooth solutions. The initial distribution of the

FIGURE 5.2: Numerical results of 1D advection of a square wave by MCV3-4L
scheme (left panel) and MCV3-4R (right panel) with 200 cells after one period.

Numerical experiment was carried out on the uniform grid with 200 cells. The numer-

ical results using MCV3-4L and MCV3-4R are depicted in Fig. 5.2. The non-physical

oscillations are obviously found in both results. Considering the ability of dealing with

the discontinuity, MCV3-4R scheme performs better than MCV3-4L scheme though it

gives smaller absolute errors for a smooth profile in the above case. It is noted that this

observation is only for the case of positive advection velocity. For negative advection

velocity, a formulation needs to be constructed using new stencils symmetrical respect

to the cell boundary in line with the upwinding spirit.

The numerical result by MCV3-BGS scheme is shown in Fig. 5.3. The BGS algorithm

always tends to choose the smoother spatial reconstruction between MCV3-4L and

MCV3-4R schemes and the non-physical oscillations are effectively removed. Mean-

while, the numerical diffusion is controlled to a minimized extent, as the jumps are well

resolved by MCV3-BGS scheme with a more compact thickness in comparison with

other existing schemes.

Advection of one-dimensional complex wave

To examine the performance of the proposed scheme in solving profiles of different

smoothness, we further simulated the propagation of a complex wave [2], which in-

cludes both discontinuous and smooth solutions. The initial distribution of the advected
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FIGURE 5.3: Numerical result of 1D advection of a square wave by MCV3-BGS
scheme with 200 cells after one period.

field is

φ (x, 0) =



1
6

[G (x, β, z − δ) +G (x, β, z + δ) + 4G (x, β, z)] if |x+ 0.7| ≤ 0.1,

1 if |x+ 0.3| ≤ 0.1,

1− |10 (x− 0.1) | if |x− 0.1| ≤ 0.1,

1
6

[F (x, α, a− δ) + F (x, α, a+ δ) + 4F (x, α, a))] if |x− 0.5| ≤ 0.1,

0 otherwise,

,

(5.27)

where functions F and G are defined as

G (x, β, z) = exp
[
−β (x− z)2] , F (x, α, a) =

√
max

[
1− α2 (x− a)2 , 0

]
, (5.28)
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FIGURE 5.4: Numerical results of 1D advection of complex wave with 200 cells after
one period.

and the coefficients are

a = 0.5, z = 0.7, δ = 0.005, α = 10.0, β = log2

(
36δ2

)
. (5.29)

The numerical result after one period of computation on a 200-cell mesh is plotted in

Fig.5.4. It shows that the discontinuities are sharply represented without visible oscil-

lations, while the smooth extremes are well preserved due to the high-order accuracy of

the proposed scheme.

5.4.2 1D non-linear equation system

Accuracy test of 1D inviscid Burgers’ equation



Chapter 5. Multi-moment finite volume method with boundary gradient switching 141

TABLE 5.2: Numerical errors and convergence rates of the 1D inviscid Burgers’ equa-
tion

Grid l1 error l1 order l∞ error l∞ order
40 6.7402e-05 - 1.5536e-03 -
80 5.3180e-06 3.66 1.8428e-04 3.08

160 3.8335e-07 3.79 1.8069e-05 3.35
320 2.5456e-08 3.91 1.6796e-06 3.43
640 1.7071e-09 3.88 1.5114e-07 3.47

To test the convergence rate of proposed scheme on non-linear equations, we solve

inviscid Burgers’ equation with initial condition u (x, 0) = 0.5 + sin (πx). The exact

solution profile will remain smooth until t = 1.0/π before producing a moving shock

and a rarefaction wave. The computation is evolved to t = 0.5/π to calculate the l1

and l∞ errors which have been summered in Table 5.2. We can see that the proposed

MCV3-BGS scheme converges nearly with a 4th-order accuracy regarding to l1 order

for this nonlinear test.

Shock capturing test of 1D inviscid Burgers’ equation

We solve the above equation with a smooth initial condition as

u (x, 0) = 0.5 + 0.4 cos (2πx) . (5.30)

The time step is set as ∆t = 0.2∆x in this test. The result calculated on a uniform grid

with 100 cells at t = 1 is given in Fig. 5.5.

Shock can be observed in the numerical result. With the BGS algorithm, the shock

wave is well resolved (within two cells) without visible non-physical oscillation. The

numerical result verified the performance of the proposed scheme in solving the non-

linear problem.

One-dimensional Euler equations
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FIGURE 5.5: Numerical results of Burgers’ equation at t=1 with 100 cells.

The one-dimensional Euler equations are specified as

q = [ρ, ρu,E]T , f (q) =
[
ρu, ρu2 + p, u (E + p)

]T
, (5.31)

where ρ is the density, u the velocity, p the pressure and E the total energy. The equation

of state of ideal gas is E = p
γ−1

+ 1
2
ρu2 with γ = 1.4.

The Jacobian matrixA is calculated following [195] as

Ai− 1
2

=
1

2
(Āi− 1

2
+ Ãi− 1

2
), (5.32)

where Āi− 1
2

is the Roe-averaged Jacobian matrix computed from the VIA moments of

dependent variables in cells Ci−1 and Ci and Ãi− 1
2

is obtained directly from the point

values of the physical variables at the cell interface.

For Euler equations, the BGS operation is applied to the characteristic variables and the



Chapter 5. Multi-moment finite volume method with boundary gradient switching 143

x

D
e

n
s

it
y

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1
Numerical

Exact

FIGURE 5.6: Numerical result for density field of Sod’s problem at t = 0.25 with 200
cells.

solution procedure can be referred to [195]. As the same as [64], the time step in the

test cases for one-dimensional Euler equations is simply set to be ∆t = 0.1∆x unless a

special statement is made.

Sod’s problem

For this problem, the initial distribution is specified as [76]

(ρ0, u0, p0) =

 (1, 0, 1) if 0 ≤ x ≤ 0.5,

(0.125, 0, 0.1) otherwise.
(5.33)

The computation is carried out with 200 uniform cells and the model is integrated up

to t = 0.25. The numerical result is presented in Fig. 5.6. The current method shows

better results in comparison with most existing methods.

Lax’s problem
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FIGURE 5.7: Numerical result for density field of Lax’s problem at t = 0.16 with 200
cells.

As one of benchmark test for shock tube problem, Lax problem is used to check the

ability of the numerical schemes to capture relatively strong shock [2]. The initial profile

is

(ρ0, u0, p0) =

 (0.445, 0.698, 3.528) if 0 ≤ x ≤ 0.5,

(0.5, 0, 0.571) otherwise.
(5.34)

With the same number of cells as in the previous case, the numerical results at t = 0.16

are shown in Fig. 5.7. We can see that MCV3-BGS scheme can effectively suppress

the oscillations near the shock and accurately resolve both contact discontinuity and

expansion wave due to the less numerical diffusion.

Shock-turbulence interaction
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As in [2], interactions between a shock wave and wavy perturbations are simulated with

the following initial condition

(ρ0, u0, p0) =

 (3.857148, 2.629369, 10.333333) if 0 ≤ x ≤ 1,

(1 + 0.2 sin (5x− 5) , 0, 1) otherwise.
(5.35)

In this case, the shock moves towards the right and then interacts with a wave chain in

density. Both shock and complex smooth structures exist in the solution. So, the numer-

ical scheme is required to be not only capable of capturing the shock but also accurate

enough to resolve the complex flow in smooth region with minimized numerical dissi-

pation. The numerical results of MCV3-BGS with 200 mesh cells at t = 1.8 are shown

in Fig. 5.8. The reference solution plotted by the solid line is computed by the classical

fifth-order WENO scheme [2] with 2000 mesh cells. It can be seen from the numerical

results that the present scheme can reproduce the shocks without spurious oscillations

and accurately capture density perturbations.

Two interacting blast waves

We also computed two interacting blast waves suggested in [42]. Multiple interactions

of strong shocks and rarefaction waves are included in this test problem.The initial

distribution has uniform density of ρ = 1 and velocity of zero. The difference exists in

the distribution of pressure as

p0 =


1000 if 0 ≤ x ≤ 0.1,

0.01 if 0.1 < x ≤ 0.9,

100 otherwise.

(5.36)

Reflective boundary conditions are imposed at the two ends of computational domain.

Two blast waves are generated by the initial jumps and interact each other violently.
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FIGURE 5.8: Numerical result for density field of shock-turbulence interaction at t =
1.8 with 200 cells.

Strong shocks, contact discontinuities and expansion fans are generated and cause fur-

ther interactions. The number of the mesh cells of 400 is used in this test. Here we set

∆t = 0.02∆x due to strong shock.

We depict the numerical solution of density at t = 0.038 in Fig. 5.9, where the reference

solution is computed by the classical fifth-order WENO scheme [2] with 2000 mesh

cells.

Again, the numerical results of MCV3-BGS scheme are among the best ever reported

in the literature.
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FIGURE 5.9: Numerical result for density field of two interacting blast waves at t =
0.038 with 400 cells.

5.4.3 2D linear advection equation

The two-dimensional hyperbolic system is written in Cartesian grid as

∂q

∂t
+
∂e (q)

∂x
+
∂f (q)

∂y
= 0, (5.37)

where q is the vector of dependent variables, e (q) and f (q) the vectors of flux func-

tions in x- and y-directions, respectively.

The two-dimensional linear advection equation is specified by q = φ, e (q) = uφ and

f (q) = vφ in (5.37) where (u, v) is the velocity vector.

Advection of two-dimensional sine wave

The convergence rate of the proposed scheme are checked in this two-dimensional ad-

vection case by running a smooth sine wave on gradually refined grids. The initial
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TABLE 5.3: Numerical errors and convergence rates of the 2D advection equation

Grid l1 error l1 order l∞ error l∞ order
10 3.9644e-03 - 9.4769e-03 -
20 4.6692e-04 3.08 1.2102e-03 2.97
40 3.6717e-05 3.67 1.1372e-04 3.41
80 2.6815e-06 3.78 1.0026e-05 3.50

160 1.7166e-07 3.97 8.6287e-07 3.54

condition is given in computational domain [−1, 1]× [−1, 1] as

φ (x, y, 0) = sin [π (x+ y)] . (5.38)

The uniform velocity is set as (u, v) = (1, 1). The normalized error l1 at t = 2 are

shown in Table 5.3.

The numerical results verify the expected convergence rate of 4th-order regarding to l1

of the proposed MCV-BGS scheme in two-dimensional case as well.

Rotation of two-dimensional complex wave

We extend the one-dimensional Jiang and Shu’s problem [2] to two-dimensional case

with a rotational velocity field defined by (u, v) = (−2πx, 2πy). The computational

domain is [−1, 1]× [−1, 1]. The initial distribution is defined by

u(x, y, 0) =



1
6

[G(r1 + δ, β) +G(r1 − δ, β) + 4G(r1, β)] if r1 ≤ 0.2,

1 if |x|≤ 0.2,−0.7 ≤ y ≤ −0.3,

1− 5r2 if r2 ≤ 0.2,

1
6
[F (r3 + δ, α) + F (r3 − δ, α) + 4F (r3, α)] if |r3|≤ 0.2,

0 otherwise,

(5.39)

where

r1 =

√
(x+ 0.6)2 + y2, r2 =

√
(x− 0.6)2 + y2, r3 =

√
x2 + (y − 0.6)2, (5.40)
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Table 2 Numerical errors and convergence rates of the 2D advection equation

Grid l1 error l1 order
10 3.9644e-03 -
20 4.6692e-04 3.08
40 3.6717e-05 3.67
80 2.6815e-06 3.78
160 1.7166e-07 3.97

X
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Z
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Y

Z

Fig. 10 Numerical result of 2D rotation of complex wave after one period with 100 ⇥ 100
cells. shown are initial profile (left panel) and numerical result (right panel).

3.4.2 Rotation of two-dimensional complex wave

We extend the one-dimensional Jiang and Shu’s problem [8] to two-dimensional
case with a rotational velocity field defined by (u, v) = (�2⇡x, 2⇡y). The compu-
tational domain is [�1, 1] ⇥ [�1, 1]. The initial distribution is defined by

u(x, y, 0) =

8
>>>><
>>>>:

1
6 [G(r1 + �,�) + G(r1 � �,�) + 4G(r1,�)] if r1  0.2
1 if |x| 0.2,�0.7  y  �0.3
1 � 5r2 if r2  0.2
1
6 [F (r3 + �,↵) + F (r3 � �,↵) + 4F (r3,↵)] if |r3| 0.2
0 otherwise

, (41)

where

r1 =
q

(x + 0.6)2 + y2, r2 =
q

(x � 0.6)2 + y2, r3 =
q

x2 + (y � 0.6)2, (42)

G (r,�) = exp
�
��r2

�
, F (r,↵) =

p
max (1 � ↵2r2, 0) and the coe�cients are set

to be � = 0.01, ↵ = 5 and � = log2

�
36�2

�
.

The model runs up to t = 1 (after one period) with 100⇥100 uniform cells.The
initial profile and numerical result are shown in Fig. 10. There are no visible os-
cillation around the discontinuities and all structures including the smooth ex-
tremes are adequately resolved compared with the initial condition. Furthermore,
we didn’t find the noticeable deformation of the distribution of the advected field
in this two-dimensional case.

FIGURE 5.10: Numerical result of 2D rotation of complex wave after one period with
100×100 cells. shown are initial profile (left panel) and numerical result (right panel).

G (r, β) = exp (−βr2), F (r, α) =
√

max (1− α2r2, 0) and the coefficients are set to

be δ = 0.01, α = 5 and β = log2 (36δ2).

The model runs up to t = 1 (after one period) with 100× 100 uniform cells.The initial

profile and numerical result are shown in Fig. 5.10. There are no visible oscillation

around the discontinuities and all structures including the smooth extremes are ade-

quately resolved compared with the initial condition. Furthermore, we didn’t find the

noticeable deformation of the distribution of the advected field in this two-dimensional

case.

5.4.4 2D Euler equations

In (5.37), two-dimensional Euler equations have the form of


q = [ρ, ρu, ρv, E]T ,

e (q) = [ρu, ρu2 + p, ρuv, u (E + p)]
T
,

f (q) = [ρv, ρuv, ρv2 + p, v (E + p)]
T
,

(5.41)

where u and v are velocity components in x- and y-directions. Due to the regularity

of the mesh, we can implement the one-dimensional formulation to each directions

directly. The expressions of Jacobian matrices A = (∂e/∂q) for x direction and B =
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(∂f/∂q) for y direction can be found in text books. In practice,A are calculated along

the line segments as the equation (5.32) in which Jacobian matrix A are an arithmetic

average between Ā and Ã, where Ā is the Roe-averaged Jacobian matrix computed

from the VIA values of two neighboring cells along line segments while Ã is obtained

directly from the point values. The same applies to matrixB.

Two-dimensional explosion An axi-symmetric two dimensional explosion problem as

described in [72] is simulated. As the initial condition, a region inside a circle of radius

R = 0.4 is set with high pressure and density as

(ρ0, u0, v0, p0) =

 (1.0, 0.0, 0.0, 1.0) if r ≤ R,

(0.125, 0.0, 0.0, 0.1) otherwise,
(5.42)

where r =
√
x2 + y2 is distance to the center of the computational domain.

As time goes on, the fluid inside the circle will spread out and form a moving shock, a

contact discontinuity and a rarefaction wave of cylindrical symmetry. The MCV-BGS

model runs up to t = 0.25 on a grid with 200 × 200 uniform cells.The bird’s-eye view

of pressure distribution and the cut-off profile along radial direction are shown in Fig.

5.11. The corresponding numerical results of density are presented in Fig. 5.12.

It is observed from our numerical results that the MCV3-BGS scheme can accurately

resolve the shock wave, contact discontinuity and rarefaction fan with adequate resolu-

tion. The symmetry of numerical solutions remain perfect, which demonstrates the less

grid-dependency and high geometrical fidelity of the proposed scheme.

Double Mach reflection

A propagating planar shock, at Ma = 10 in hypersonic regime, reflected by 30◦ ramp

is simulated in this case. It is well known that it is difficult for a numerical scheme to

well resolve the very strong discontinuities and the rich small-scale structures devel-

oping with time at the same time [42]. The computational domain is [0, 4] × [0, 1]. A
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Fig. 11 Numerical result for pressure field of 2D explosion at t = 0.25 with 200 ⇥ 200 cells.
Shown are bird’s view of pressure distribution (left panel) and cut-o↵ profile along radial
direction (right panel).

3.5 Two-dimensional Euler equations

In (39), two-dimensional Euler equations have the form of

8
><
>:

q = [⇢, ⇢u, ⇢v, E]T

e (q) =
⇥
⇢u, ⇢u2 + p, ⇢uv, u (E + p)

⇤T

f (q) =
⇥
⇢v, ⇢uv, ⇢v2 + p, v (E + p)

⇤T
, (43)

where u and v are velocity components in x- and y-directions.

3.5.1 Two-dimensional explosion

An axi-symmetric two dimensional explosion problem as described in [19] is simu-
lated. As the initial condition, a region inside a circle of radius R = 0.4 is set with
high pressure and density as

(⇢0, u0, v0, p0) =

⇢
(1.0, 0.0, 0.0, 1.0) if r  R
(0.125, 0.0, 0.0, 0.1) otherwise

, (44)

where r =
p

x2 + y2 is distance to the center of the computational domain.
As time goes on, the fluid inside the circle will spread out and form a moving

shock, a contact discontinuity and a rarefaction wave of cylindrical symmetry. The
MCV-BGS model runs up to t = 0.25 on a grid with 200 ⇥ 200 uniform cells.The
bird’s eye view of pressure distribution and the cut-o↵ profile along radial direction
are shown in Fig. 11. The corresponding numerical results of density are presented
in Fig. 12.

It is observed from our numerical results that the MCV3-BGS scheme can
accurately resolve the shock wave, contact discontinuity and rarefaction fan with
adequate resolution. The symmetry of numerical solutions remain perfect, which
demonstrates the less grid-dependency and high geometrical fidelity of the pro-
posed scheme.

FIGURE 5.11: Numerical result for pressure field of 2D explosion at t = 0.25 with
200 × 200 cells. Shown are bird’s-eye view of pressure distribution (left panel) and

cut-off profile along radial direction (right panel).A Non-oscillatory MCV scheme with Boundary Gradient Switching 19
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Fig. 12 Same as Fig. 11, but for density field.
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Fig. 13 Numerical result of density field of the double Mach reflection at t = 0.2 with 120⇥384
cells.

3.5.2 Double Mach reflection

A propagating planar shock, at Ma = 10 in hypersonic regime, reflected by 30�

ramp is simulated in this case. It is well known that it is di�cult for a numerical
scheme to well resolve the very strong discontinuities and the rich small-scale
structures developing with time at the same time [21]. The computational domain
is [0, 4] ⇥ [0, 1]. A right-moving Mach 10 shock is imposed with 60� angle relative
to x-axis. At the right boundary of the computational domain, the boundary
condition is given by setting all gradients to be zero.

Two grid with di↵erent resolution are adopted to calculate this test. The con-
tour plots of the numerical results of the density field at t = 0.2 are illustrated in
Fig. 13 on coarse grid and Fig. 14 on fine one. The enlarged view of the vortex
structures and instability along the slip lines are shown in Fig. 15. Both the strong
discontinuities and the vortex structures are well resolved in the current results
by MCV3-BGS scheme, which shows the well-controlled numerical dissipation in
MCV3-BGS scheme.

FIGURE 5.12: Same as Fig. 5.11, but for density field.

right-moving Mach 10 shock is imposed with 60◦ angle relative to x-axis. At the right

boundary of the computational domain, the boundary condition is given by setting all

gradients to be zero.

Two grid with different resolution are adopted to calculate this test. The contour plots

of the numerical results of the density field at t = 0.2 are illustrated in Fig. 5.13 on

coarse grid and Fig. 5.14 on fine one. The enlarged view of the vortex structures and

instability along the slip lines are shown in Fig. 5.15. Both the strong discontinuities

and the vortex structures are well resolved in the current results by MCV3-BGS scheme,
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FIGURE 5.13: Numerical result for density field of the double Mach reflection at t =
0.2 with 120× 384 cells.
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FIGURE 5.14: Same as Fig. 5.13, but with 250× 800 cells.

which shows the well-controlled numerical dissipation in MCV3-BGS scheme.

A Mach 3 wind tunnel with a step

Mach 3 wind tunnel with a step is one of popular bench-mark tests for verification

of high-resolution schemes [42]. In this case, an uniform Mach 3 flow is blown into

a wind tunnel of [0, 3] × [0, 1] with a step of 0.2 unit high located at 0.6 unit away

from the left end of the tunnel. The inflow and outflow conditions are prescribed on

left and right side boundaries and the rest are imposed with reflective condition. The

numerical test is conducted under different grid resolution. As shown in Figs.5.16 and

5.17, the contour profiles regarding to density field at t = 4.0 are depicted on grids

of 160 and 320 respectively. It is seen that the shock waves and strong discontinuities

are adequately resolved with numerical oscillation effectively eliminated. Meanwhile,

the numerical dissipation is also suppressed so that the vortical structures of acoustic
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Fig. 14 Same as Fig. 13, but with 250 ⇥ 800 cells.
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Fig. 15 Enlarged view of vortex structures and instability along the slip lines of double Mach
reflection at t = 0.2 with 120 ⇥ 384 cells (left panel) and 250 ⇥ 800 cells (right panel).

4 Conclusion

In this study, we have proposed a new formulation for 3-point MCV scheme. Two
fourth-order schemes, i.e. MCV3-4L and MCV3-4R, are derived by employing the
additional DOFs defined at the center of left and right neighboring cells. A new
BGS algorithm, underlying the ENO concept, has been proposed to design a non-
oscillatory multi-moment scheme without degrading the fourth-order accuracy.
The basic idea of the BGS algorithm is to choose a spatial reconstruction between
MCV3-4L and MCV3-4R schemes, which minimizes the di↵erence in the deriva-
tives of flux functions between the high-order profile and the reconstruction with a
slope limiter. This algorithm is easy to implement and free of and case-dependent
ad hoc parameter. Thus, it is very proposing for practical applications.

Compared to other existing methods, the present scheme has at least following
advantages.

1. Without any limiting process using either slope limiters or flux limiters, the
proposed scheme doesn’t su↵er from loss of accuracy since a high-order recon-
struction, either MCV3-4L or MCV3-4R is e↵ectively adopted.

FIGURE 5.15: Enlarged view of vortex structures and instability along the slip lines of
double Mach reflection at t = 0.2 with 120× 384 cells (left panel) and 250× 800 cells

(right panel).

waves are sufficiently captured. The proposed method can resolve the vortex structures

better with fewer mesh cells in comparison with the original WENO scheme and the

new variants.
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FIGURE 5.16: Density contours for the Mach 3 wind tunnel with a step at time of
t = 4 on 160× 480 cells. Thirty equally spaced contours are shown ranging from 0.1

to 6.4
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FIGURE 5.17: Same as Fig.5.16, but with 320× 960 cells.

5.5 Summary

In this chapter, we have proposed a new formulation for 3-point MCV scheme. Two

fourth-order schemes, i.e. MCV3-4L and MCV3-4R, are derived by employing the

additional DOFs defined at the center of left and right neighboring cells. A new BGS

algorithm, underlying the ENO concept, has been proposed to design a non-oscillatory

multi-moment scheme without degrading the fourth-order accuracy. The basic idea of

the BGS algorithm is to choose a spatial reconstruction between MCV3-4L and MCV3-

4R schemes, which minimizes the difference in the derivatives of flux functions between

the high-order profile and the reconstruction with a slope limiter. This algorithm is

easy to implement and free of and case-dependent ad hoc parameter. Thus, it is very

proposing for practical applications.

Compared to other existing methods, the present scheme has at least following advan-

tages.

1. Without any limiting process using either slope limiters or flux limiters, the pro-

posed scheme doesn’t suffer from loss of accuracy since a high-order reconstruc-

tion, either MCV3-4L or MCV3-4R is effectively adopted.
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2. MCV3-BGS scheme does not need the priori detector, such as the TVB criterion,

to peak up the ”troubled cells”. With effective oscillation-suppressing mech-

anism and well-controlled numerical dissipation, MCV3-BGS scheme resolves

both smooth and discontinuous solutions.

3. Using the sub-grid DOFs, the spatial stencil used by MCV3-BGS is limited within

three neighboring cells, which is very compact and suited for the grids with com-

plex structures.

The performance of the proposed scheme is verified by the widely used benchmark

tests for both scalar and Euler equations. The numerical results reveal that MCV3-BGS

scheme is a high-fidelity scheme with local high order reconstruction that resolves both

smooth and non-smooth solutions with appealing accuracy the robustness.



Chapter 6

A finite volume multi-moment method

with boundary variation diminishing

principle on hybrid unstructured grids

Previous chapters have introduced the work on structured grids. However, most of the

real-case problems involve complex geometric configurations and complex flow struc-

tures including shock waves and vortices, such as those found in aeroacoustic and aero-

dynamics regarding the design of high-speed vehicles [1]. In such practical applications,

numerical models should be preferably least (i) applicable to hybrid unstructured grids,

(ii) adequately robust and accurate with good properties in suppressing both numerical

oscillations and in limiting dissipation and (iii) algorithmically simple and computation-

ally efficient. However, to achieve above properties is more difficult for unstructured

grids. For example, as for increasing order, schemes based on structured grids only

need to add cells in dimension-by-dimension fashion, which is in contrast to schemes

on unstructured grids. For unstructured grids, one need to construct multi-dimensional

interpolation function, which brings larger stencil size.

156
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Owing to the intrinsic conservativeness and flexibility for unstructured grids, the fi-

nite volume method (FVM) has been widely accepted as the mainstream paradigm

for compressible flow simulations. However, engineering practice shows that in many

cases the conventional 2nd-order FVM that uses only volume-integrated average (VIA)

as the computational variable for each grid cell has excessive numerical dissipation

which tends to smear out vortices and other flow structures. Therefore, extensions of

FVM to higher order formulations on unstructured have been proposed by using multi-

dimensional interpolations with limiting projections over wide stencils [2–6]. A re-

construction for unstructured grids within the spirit of compact schemes has also been

reported in [7, 8]. As a matter of fact, any FVM scheme higher than second-order brings

significant complexity, especially for 3D hybrid meshes.

Owing to the intrinsic conservativeness and flexibility for unstructured grids, the fi-

nite volume method (FVM) has been widely accepted as the mainstream paradigm

for compressible flow simulations. However, engineering practice shows that in many

cases the conventional 2nd-order FVM that uses only volume-integrated average (VIA)

as the computational variable for each grid cell has excessive numerical dissipation

which tends to smear out vortices and other flow structures. Therefore, extensions of

FVM to higher order formulations on unstructured have been proposed by using multi-

dimensional interpolations with limiting projections over wide stencils [2–6]. A re-

construction for unstructured grids within the spirit of compact schemes has also been

reported in [7, 8]. As a matter of fact, any FVM scheme higher than second-order brings

significant complexity, especially for 3D hybrid meshes.

We have recently developed a novel numerical formulation for unstructured grids as

another better trade-off between solution quality and computational cost. The formula-

tion, so-called VPM (Volume integrated average and Point value based Multi-moment)

method [22–24], uses both VIA and point values (PVs) as computational variables and

makes piecewise reconstructions with the DOFs of VIAs and PVs collected from the

target cell and its immediate neighbors. Being the computational variables, the VIA is
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updated by a finite volume scheme of flux form which ensures rigorous numerical con-

servativeness, while PV is computed point-wisely by solving the governing equations

in differential form 1. More recently, multi-moment constrained finite volume method

with solution points at center and vertices (MCV-SPCV)[28] was developed by replac-

ing the VIA with the PV at the mass center of each cell as alternative computational

variable, which can be viewed as another version of the multi-moment finite volume

method (MM-FVM).

Thus, in this work we present a fully three-dimensional numerical solver for Euler equa-

tions on hybrid unstructured grids as a further and substantial step toward the numerical

model for real-case applications by employing VPM/MCV and boundary variation di-

minishing (BVD) algorithm.

6.1 The computational grids and computational vari-

ables of VPM/MCV schemes

We consider in this work the general unstructured grids which may include hybrid el-

ements Ωi (i = 1, 2, ..., I) of different shapes, such as triangular and quadrilateral ele-

ments for 2D, and tetrahedral, hexahedral, prismatic and pyramidal elements for 3D as

shown in Fig. 6.1.

 
Ω

i

  
θ

i3

  
θ

i1   
θ

i2

  
Γ

i3

  
Γ

i1  
Γ

i2

3i
θ

i
Ω

1i
Γ

2i
Γ

3i
Γ

1i
θ

2i
θ

4i
Γ

4i
θ

i
Ω

1i
Γ

2i
Γ

3i
Γ

4i
Γ

3i
θ

4i
θ

2i
θ1i

θ

8i
θ

1i
θ

7i
θ

5i
θ

4i
θ 3i

θ

2i
θ

6i
θ

2i
Γ

1i
Γ

6i
Γ4i

Γ

5i
Γ

3i
Γ

θ
i1 θ

i2

θ
i3

θ
i4

θ
i5

θ
i6

Γ
i1

Γ
i2

Γ
i5

Γ
i4

Γ
i3

θ
i5

θ
i1

Γ
i1

θ
i2

θ
i3

θ
i4

Γ
i2

Γ
i3

Γ
i4

Γ
i5

FIGURE 6.1: The computational grid elements and related definitions. From left to
right is triangular, quadrilateral, tetrahedral, hexahedral, prismatic and pyramidal ele-

ment.

1The idea to update the cell-boundary value as another predicted variable in addition to the VIA in the
conventional FVM was found in scheme V of [25], and explored further independently in [26] and [198]
latter.
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We denote the vertices and boundary segments by θik(k = 1, . . . , K) and Γij(j =

1, . . . , J) where K and J stand for the total number of the vertices and edges\surfaces

for each cell Ωi. We define the location of vertices θik, middle points θij of Γij and

mass center θic of Ωi by (xik, yik, zik), (xij, yij, zij) and (xic, yic, zic) respectively. The

outward normal unit vector is denoted by nij = (nxij, nyij, nzij) directed from left(Ω+)

to right(Ω−) side of Γij , and the magnitude of boundary area Γij by |Γij| and the volume

of Ωi by |Ωi|. We also use symbol Ωij to denote the surrounding cells adjacent to the

target cell Ωi with the common boundary segment Γij . The global and local indices are

stored separately and related by using a connection table.

Computational variables for MCV method
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FIGURE 6.2: The two-dimensional moment arrangement on triangular(left) and
quadrilateral(right) elements.

In the present MCV model, we define point values (PVs) at vertices and barycenter of

cell Ωi for physical variable φ as shown in Fig. 6.2,

φik(t) ≡ φ(xik, yik, t), k = 1, 2, · · · , K; (6.1)

φi(K+1)(t) ≡ φ(xic, yic, t). (6.2)

As shown above, the DOFs for MCV method include both cell volume integrated av-

erage (VIA) value and point values (PV), which is different from conventional FVM

which includes only VIA as DOFS.

Computational variables for VPM method
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Similar to the concept of the multi-moment finite volume method, we define the VIA

and PVs at the vertices of cell Ωi as

φi(t) ≡
1

|Ωi|

∫
Ωi

φ(x, y, z, t)dΩ,

φik(t) ≡ φ(xik, yik, zik, t), k = 1, . . . , K

(6.3)

where φ stands for the generic transported variable per unit volume.

6.2 High resolution reconstruction on unstructured grids

For the sake of algorithmic simplicity on unstructured grids, we transform grid element

Ωi on physical coordinate x = (x, y) to the standard element on local coordinate system

ξ = (ξ, η) by defining the basis functions Nik . The Nik is uniquely related to the

element type, and formulation of transformation is given as

x =
K∑
k=1

(ξkNik), x ∈ Ωi, (6.4)

where K indicates the total number of cell vertices and K = 3 for triangular elements,

and K = 4 for quadrilateral elements.

Besides φik and φi(K+1) as the computational variables in each cell, we add the deriva-

tives of the physical field at cell center θic(xic, yic), i.e. (φξic, φηic) and (φξ2ic, φη2ic), as

other conditions to build high-order reconstructions. These derivative terms are com-

puted by least-square method from the computational variables, φik and φi(K+1) in the

neighboring cells.

The piecewise reconstruction polynomial is then written as

Φi(φ|; ξ, η) =
k=K+1∑
k=1

ψikφik + A1(ψξφξic + ψηφηic) + A2(ψξ2φξ2ic + ψη2φη2ic), (6.5)
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or for 3D cases as

Φi =
k=K∑
k=1

ψikφik + ψ φi + A1(ψξφξic + ψηφηic) (6.6)

+B1ψζφζic + A2(ψξ2φξ2ic + ψη2φη2ic) +B2ψζ2φζ2ic,

where ψ are the basis functions for the corresponding degrees of freedom (DOFs) as

either point values and derivatives. The parameters A1, A2 are used to switch the re-

construction functions between triangular elements (A1 = 1, A2 = 0) and quadrilateral

elements (A1 = 1, A2 = 1). From Eq.(6.5), we can derive cell averages by

φi =
1

|Ωi|

∫
Ω

Φi(φ|; ξ, η)dΩ (6.7)

which results in a constraint relating φi(K+1) and φik on triangular and quadrilateral

elements respectively as

φi =
1

12
(φi1 + φi2 + φi3 + 9φi4) , (6.8)

φi =
1

12
(φi1 + φi2 + φi3 + φi4 + 8φi5) . (6.9)

The interested readers may consult [28] for the details of the basis functions as well as

the MCV reconstructions.

For PV on vertices θik, we compute the derivatives of variables Uik in the local co-

ordinate ξ from Φikl (U, ξ) l(l = 1, 2, ..., L) constructed on the surrounding cells and

transform them to global coordinate ∂Uikl

∂x
=
(
∂Uikl

∂x
, ∂Uikl

∂y
, ∂Uikl

∂z

)
by Eqn. (6.10), i.e.

∂Uikl

∂x
= Mξ→x

(
∂Φikl (U, ξ)

∂ξ

)
. (6.10)

We approximate the upwinding-biased derivatives by,

∂U±ik
∂τ

=
L∑
l=1

ωτ±ikl
∂Uikl

∂τ
, τ = x, y or z (6.11)
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FIGURE 6.3: Solution for PV in 2D problems.

where ωτ±ikl are the selective weights for derivatives on left and right sides of θik along

each directions, which are computed by

ωτ±ikl =
max

(
0,nτ± ·

−−−→
θlcθik

)
∑L

l=1 max
(

0,nτ± ·
−−−→
θlcθik

) (6.12)

where
−−−→
θlcθlk denotes the vector from the mass center θiklc to vertex θik as Fig. 6.3 for

2D cases and Fig. 6.4 for 3D problems, and nτ± the unit normal vectors, nx±(±1, 0, 0),

ny±(0,±1, 0) and nz±(0, 0,±1) indicating directions of x, y and z respectively. Once

derivatives are determined, PVs can be updated by Riemann solvers straightforwardly.

FIGURE 6.4: Solution for PV in 3D problems.
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6.3 Solution procedures for VIA and PV

6.3.1 Solution procedure for VIA

In VPM/MCV method, the VIA is updated by finite volume method. For example, in

present work we solve for VIA by the integral form of conservative equation of (1.1)-

(1.3) which can be cast as follows

∂

∂t

∫
Ωi

UdΩ +

∫
Γij

Fij (U) dΓ = 0, (6.13)

where U represents the vector of conservative variables, and F(U) the numerical fluxes

across cell boundaries, i.e.

U = [ρ, ρu, ρv, ρw, E]T , (6.14)

F(U) = [ρvn, ρuvn + pnx, ρvvn + pny, ρwvn + pnz, (E + p)vn]T (6.15)

where vn = u · nij stands for the transport velocity at interface. The numerical fluxes

across surface segment Γij can be also expressed in the form of Fij(U) = AUij where

A = ∂F/∂U is the Jacobian matrix, which is computed by using the integrated average

of conservative variables U in the neighboring cell sharing the boundary Γij .

Decomposing the Jacobian matrix into an eigensystem of A = RΛL, where R/L de-

notes the matrix of right/left eigenvectors and Λ the corresponding eigenvalues, we

solve (6.13) by

∂Ui

∂t
= −

j=J∑
j=1

(
A
(
U+
ij + U−ij

)
+R |Λ|L

(
U+
ij −U−ij

))
|Γij| (6.16)

where U±ij denotes the integrated averages on left-side and right-side of boundary Γij

respectively. It is noteworthy that all the values in the eigensystem are computed by
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Roe-averaging approximation with two adjacent VIAs. The complete structure of eigen-

system on unstructured grids has been detailed in [32].

Another way to update VIA is to apply HLLC Riemann solver. Again, in order to deal

with unstructured grids, the HLLC is formulated as

1

|Ωi|

∮
∂Ωi

Fn(U)dΓ = − 1

|Ωi|

J∑
j=1

Kij (6.17)

The numerical flux Kij can be calculated using HLLC Riemann solver as following

equations

Kij = Fn,ij(U
−,U+)|Γij| (6.18)

where flux tensor function Fn,ij stands for the Riemann solver projected in normal di-

rection. And U− ,U+ are the left and right state of boundary value at cell interface.

Using the concept of the rotational invariance, Fn,j is replaced by

Fn,ij = T−1F(TijU) (6.19)

where Tij is the rotation matrix for face Γij . Thus the expression of numerical flux Kij

is rewritten as

Kij = T−1F(ÛL, ÛR) (6.20)

where ÛL, ÛR is the rotated conserved variable and

ÛL = TijU
−, ÛR = TijU

+. (6.21)

Thus the flux function can be computed from the augmented one-dimensional Riemann

problem

∂Û

∂t
+
∂F̂

∂s
= 0, F̂ = F(Û), Û(s, 0) =


ÛL, s < 0,

ÛR, s > 0.

(6.22)
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Assuming three wave structure with wave speed estimate SL, S?, SR the flux is given

by

F̂HLLC =



F̂L, 0 ≤ SL

F̂?L = F̂L + SL(Û?L − ÛL), SL ≤ 0 ≤ S?

F̂?R = F̂R + SR(Û?R − ÛR), S? ≤ 0 ≤ SR

F̂R

(6.23)

where state Û?L/R can be calculated as following

Û?k = ρk(
Sk − uk
Sk − S?

)



1

S?

vk

wk
Ek
ρk

(S? − uk)[S? +
pk

ρk(Sk − uk)
]


(6.24)

where k = L or k = R. The wave speed can be estimated by pressure-velocity estima-

tion method.

6.3.2 Solution procedure for PV

The PV of (1.1)-(1.3) is computed point-wisely by the differential form of Euler equa-

tions,
∂Uik

∂t
+
∂F(U)ik
∂x

+
∂G(U)ik

∂y
+
∂H(U)ik

∂z
= 0, (6.25)
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where Uik denotes the conservative variables on vertex θik, and F(U)ik, G(U)ik, H(U)ik

the numerical fluxes regarding x, y, z directions respectively, i.e.

Uik = [ρ, ρu, ρv, E]Tik , (6.26)

F(U)ik =
[
ρu, ρu2 + p, ρuv, ρuw, u(E + p)

]T
ik
, (6.27)

G(U)ik =
[
ρv, ρuv, ρv2 + p, ρvw, v(E + p)

]T
ik
, (6.28)

H(U)ik =
[
ρw, ρuw, ρvw, ρw2 + p, w(E + p)

]T
ik
. (6.29)

Given Jacobian matrices A = ∂F(U)ik/ ∂Uik, B = ∂G(U)ik/ ∂Uik and C = ∂H(U)ik/ ∂Uik

, we rewrite (6.25) into

∂Uik

∂t
+ A

∂Uik

∂x
+B

∂Uik

∂y
+ C

∂Uik

∂z
= 0. (6.30)

For hyperbolic systems, Jacobian matrices can be diagonalized as A = RAΛALA,

B = RBΛBLB and C = RCΛCLC , where L/R and Λ are the corresponding left-

/right eigenvectors and the diagonal matrix of eigenvalues respectively. In practice, the

matrices are computed with the Roe-averaged values from the surrounding VIAs on

unstructured grids. Considering VIAs on cells Ωikl (l = 1, 2, . . . , L) sharing vertex θik,

we evaluate PVs of φ̃ik, standing for ũik, ṽik, w̃ik and H̃ik, by

φ̃ik =

l=L∑
l=1

√
ρikl · φikl

l=L∑
l=1

√
ρikl

, (6.31)

and compute sound speed ãik by

ãik =

(
(γ − 1)(H̃ik −

1

2
(ũ2

ik + ṽ2
ik + w̃2

ik))

)
. (6.32)
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We solve (6.30) point-wisely by Roe’s Riemann solver in terms of the discontinuous

derivatives of dependent variables,

∂Uik

∂t
= −1

2

(
Ã

(
∂U+

ik

∂x
+
∂U−ik
∂x

)
+ R̃A

∣∣∣Λ̃A∣∣∣ L̃A(∂U+
ik

∂x
− ∂U−ik

∂x

))
−1

2

(
B̃

(
∂U+

ik

∂y
+
∂U−ik
∂y

)
+ R̃B

∣∣∣Λ̃B∣∣∣ L̃B (∂U+
ik

∂y
− ∂U−ik

∂y

))
,(6.33)

−1

2

(
C̃

(
∂U+

ik

∂z
+
∂U−ik
∂z

)
+ R̃C

∣∣∣Λ̃C∣∣∣ L̃C (∂U+
ik

∂z
− ∂U−ik

∂z

))
,

where
(
∂U+

ik

∂x
,
∂U−ik
∂x

)
,
(
∂U+

ik

∂y
,
∂U−ik
∂y

)
and

(
∂U+

ik

∂z
,
∂U−ik
∂z

)
denote the derivatives of variables

Uik on left-side and right-side of point θik regarding x, y, z direction respectively.

6.4 BVD algorithm on unstructured grids for limiting

process

Solution monotonicity is enforced by replacing the high-order reconstruction by a lim-

ited linear polynomial

φ(x, y, z) = φi + ω (φxic (x− xic) + φyic (y − yic) + φzic (z − zic)) (6.34)

where (φxic, φyic, φzic) is the first-order derivative at mass center θic, which are com-

puted from the constrained conditions

1∣∣Ωi(j)

∣∣ ∫
Ωi(j)

φ(x, y, z)dΩ = φi(j), (j = 1, 2, . . . J) , (6.35)

φ(xik, yik, zik) = φik, (k = 1, 2, . . . K) ,

where subscript i(j) includes the index of the target cell Ωi as well as its all surrounding

cells Ωij . The derivatives are computed by the least-square method. The limiter function

ω ∈ [0, 1] is determined by the multi-dimensional limiting process (MLP) [34] scheme.

We use the MLP-u2 limiter in the present work.
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TABLE 6.1: The cutoff number Sc of indicator function for different type of grid ele-
ments.

elements triangular quadrilateral tetrahedral hexahedral prismatic pyramidal
Sc 5× 104 5× 105 2× 105 5× 105 1× 106 1× 105

To gain accuracy without loss of efficiency, the limiting projection (6.34) is applied

only to the cells where discontinuous solutions are detected by the smoothness indica-

tor, which is originated from [35] and redesigned in [29] by the BVD concept. As a

measurement of the smoothness, the total boundary variation TBV (Φ)i for the target

cell is defined as follows

TBV (Φ)i = 1−

∑j=J
j=1

(
1
|Γij |

∫
Γij

Φi (ξ, η, ζ) dΓ− 1
|Γij |

∫
Γij

Φij (ξ, η, ζ) dΓ
)4

∑j=J
j=1

(
φi − φij

)4 , (6.36)

which indicates the differences of the reconstructed functions across the cell boundaries.

Then the smoothness indicator is defined by

S =
TBV (Φ)i

max((1− TBV (Φ)i), ε)
, (6.37)

where ε = 10−8 is a small value used in present model to avoid zero-division.

The reconstruction is switched from the high-order polynomial (6.5) to the linear func-

tion (6.34) when S < Sc holds. The cutoff number Sc varies for different grid elements

and is determined via numerical experiments. We give the recommended values for Sc

in Table 6.1 which are used in the numerical tests throughout this paper. As shown by

numerical results, this limiting projection can effectively prevent the solution of VIA

from unphysical oscillations.

As we don’t require PV to be necessarily conservative, the overshoots/undershoots of

PV can be simply removed by

φik = min
(
φik,max

(
φikl
))
, (6.38)

φik = max
(
φik,min

(
φikl
))
,
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where max
(
φikl
)
/min

(
φikl
)

indicate the maximum/minimum VIAs (φikl) on the sur-

rounding cells sharing vertex θik. We refer to the above limited reconstruction as the

VPM/MCV-MLP reconstruction.

6.5 BVD algorithm on unstructured grids for dissipa-

tion reducing

To suppress excessive numerical dissipation introduced by limiting projection treat-

ment, we implement the BVD algorithm [36]. From the observation that the numerical

dissipation in Riemann solver (6.16) is proportional to the variation of the reconstructed

fields across cell boundaries, the numerical dissipation can be effectively reduced if the

spatial reconstructions can minimize the boundary variations.

As verified in [36], it is readily to reduce the boundary variation of smooth solution by

using higher order polynomial, the limited VPM-MLP scheme in this study. For dis-

continuous solution, the THINC(tangent of hyperbola interface capturing) is preferable

since its jump-like distribution can approximate the discontinuity inside the cell with

high fidelity thus effectively reduces the variation of boundary reconstruction values.

Then the unstructured version of BVD scheme[29] is applied cell-wisely to adaptively

determine the optimum reconstruction by integrating VPM and THINC scheme via a

weight function. The main solution procedure of BVD reconstruction is summarized as

follows.

1. Prepare the limited VPM-MLP reconstruction polynomial Φ
(1)
i (ξ, η, ζ) and the

unstructured multi-dimensional THINC reconstruction as

Φ
(2)
i (ξ, η, ζ) = φmin +

φmax − φmin

2

(
1 + tanh

(
β
(
Pi(ξ, η, ζ) + d̂i

)))
,(6.39)
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where φmin and φmax are the minimum and maximum values of VIAs in all adja-

cent cells sharing vertex θik. The Pi(ξ, η, ζ) + d̂i = 0 is the equation of interface

in local coordinate which is formed with either linear or quadratic polynomial and

determined from surrounding VIA and PV by least-square method. The parame-

ter β = 3 is used in this paper to control the jump sharpness. For more details of

the THINC reconstructions, refer to [37, 38].

2. Evaluate smoothness respectively for Φ
(1)
i (ξ, η, ζ) and Φ

(2)
i (ξ, η, ζ) by Eqn. (6.36),

yielding

TBV (Φ)
(1)
i =

∑j=J
j=1

(
1
|Γij |

∫
Γij

Φ
(1)
i (ξ, η, ζ) dΓ− 1

|Γij |
∫

Γij
Φ

(1)
ij (ξ, η, ζ) dΓ

)4

∑j=J
j=1

(
φi − φij

)4 (6.40)

TBV (Φ)
(2)
i =

∑j=J
j=1

(
1
|Γij |

∫
Γij

Φ
(2)
i (ξ, η, ζ) dΓ− 1

|Γij |
∫

Γij
Φ

(1)
ij (ξ, η, ζ) dΓ

)4

∑j=J
j=1

(
φi − φij

)4 (6.41)

Although there is an arbitrariness in determining reconstruction between Φ
(1)
i and

Φ
(2)
i , simplification is made based on the assumption that solution in neighbor-

ing cells is smooth and approximated by Φ
(1)
i straightforwardly. As discussed in

[36], for the cell where a discontinuous solution exists the reconstruction with

TBV (Φ)
(2)
i generates a smaller jump compared to a polynomial-based recon-

struction. So, we identify the discontinuity when TBV (Φ)
(2)
i < TBV (Φ)

(1)
i , and

proceed to the next step. Otherwise, if TBV (Φ)
(2)
i > TBV (Φ)

(1)
i , we choose

Φ
(1)
i (ξ, η, ζ) without advancing to the next step.

3. Re-formulate the reconstruction function on the target cell by Φ
(3)
i (ξ, η, ζ) =

$iΦ
(2)
i (ξ, η, ζ)+(1−$i)Φ

(1)
i (ξ, η, ζ) where$i ∈ [0, 1] is the weighting function

blending Φ
(1)
i (ξ, η, ζ) and $(2)

i (ξ, η, ζ), which is found by minimizing the total

jump on the cell boundary according to the the BVD algorithm,

εi =
J∑
j=1

|Γij|2
((

$i

(
Φ

(2)

i

)
Γij

+ (1−$i)
(

Φ
(1)

i

)
Γij

)
−
(

Φ
(1)

ij

)
Γij

)2

, (6.42)
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where the integrated averages over cell boundaries are computed by

(
Φ

(1)

i

)
Γij

=
1

|Γij|

∫
Γij

Φ
(1)
i (ξ, η, ζ) dΓ, (6.43)(

Φ
(2)

i

)
Γij

=
1

|Γij|

∫
Γij

Φ
(2)
i (ξ, η, ζ) dΓ. (6.44)

Consequently, the weight function $i can be determined from

∂εi
∂$i

= 0,

which yields

$i =

∑J
j=1 |Γij|

2

((
Φ

(2)

i

)
Γij

−
(

Φ
(1)

i

)
Γij

)((
Φ

(1)

ij

)
Γij

−
(

Φ
(1)

i

)
Γij

)
∑J

j=1 |Γij|
2

((
Φ

(2)

i

)
Γij

−
(

Φ
(1)

i

)
Γij

)2 .

With $i determined, we make use of Φ
(3)
i (x, y, z) for reconstruction in target cell

Ωi. It is noted that the BVD algorithm for reducing numerical dissipation is used

only for cells containing discontinuities identified by the criterion S < Sc. We refer

to the VPM/MCV-MLP reconstruction with the implementation of BVD algorithm as

VPM/MCV-MLP-BVD reconstruction.

6.6 Numerical experiments

In this section, we verify the accuracy, robustness and computational efficiency of the

presented model with some widely used benchmark tests. In order to quantify the nu-

merical accuracy, we define numerical errors in L1 and L∞ norms as follows,

E(L1) =

∑Ne

i=1(|φni − φei||Ωi|)∑Ne

i=1(|φei||Ωi|)
, E(L∞) =

max |φni − φei|
max |φei|

. (6.45)
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where φni and φei denote numerical and exact solutions respectively.

6.6.1 Advection equation

Accuracy test for 2D

To evaluate the numerical accuracy and convergence rate of proposed MCV-MLP-BVD

reconstruction, we computed the linear advection transport of a sine function on two

unstructured grids of quadrilateral and triangular elements with gradually refined reso-

lutions. The initial profile is given by

φ0(x, y) = sin 2π(x+ y) (6.46)

on domain of [0, 1]× [0, 1] with periodic boundary conditions in both x and y directions.

The advection is carried out by a constant and uniform velocity specified with u =

1.0, v = 1.0. Numerical experiments were conducted until time t = 1 with time step

adjusted by CFL number 0.2 throughout all computations. We tabulated numerical

errors and convergence rates of the original MCV reconstruction and the MCV-MLP-

BVD reconstruction in Table 6.2. It is observed that the MCV-MLP-BVD scheme can

ensure exactly 3th order accuracy on both grids. Also, there is no difference in both L1

and L∞ error with and without BVD technique, which illustrates the MCV-MLP-BVD

scheme can effectively identify the solution smoothness and realize the highest possible

numerical accuracy of the MCV reconstruction.

To quantify the computational cost in comparison with the conventional FVM, we run

the same test using FVM with the superbee-TVD scheme [209] on triangular grids

of different resolutions. All calculations were conducted on a single core of Intel(R)

Xeon(R) CPU E5-2687W (3.10 GHZ). We give the elapse time for different schemes in

Table 6.3 with numerical errors and convergence rates. It is observed that the time of

MCV-MLP-BVD is about 1.2 times of the original MCV scheme. It is also shown that
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the MCV and MCV-MLP-BVD schemes require much less DOFs and computational

cost in comparison with conventional FVM scheme to reach the same accuracy level.

For example, the L1 error of MCV-MLP-BVD with 849 cell numbers is almost the

same as that of FVM with 14412 cells. This advantage becomes more significant as

the grid resolution is refined due to the superior convergence property of the MCV and

MCV-MLP-BVD schemes.

To show that the MCV-MLP-BVD scheme can also work with larger CFL number, we

conduct the same accuracy test with CFL number 0.9 on triangular mesh. We com-

pared the numerical results with CFL number 0.2 against those with CFL number 0.9

in Table.6.4 which shows that 3rd order convergence rate regarding to L1 error can be

achieved with large CFL number.
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To illustrate the superiority of the present scheme against the high order finite volume

method, we solve two-dimensional linear equation on uniform triangular meshes and

make a comparison with the 3rd order WENO scheme [4] in regard to numerical ac-

curacy and computational cost. To facilitate comparison, we use the same condition

as [4], where the initial profile φ0(x, y) = sin(0.5π(x + y)) is set on the domain of

[−2, 2]2. Uniform triangular meshes are obtained by adding one diagonal line in each

rectangle and are employed in this test. The comparison between the 3rd order WENO

scheme with the VPM-MLP-BVD scheme is shown in the Table .6.5. It can be seen that

the numerical errors of VPM-MLP-BVD scheme is much less than 3rd order WENO

scheme. Also, the convergence rate of VPM-MLP-BVD is uniform 3rd order while

the order of WENO scheme is distinctly influenced by nonlinear switching between

different stencils.

As for computational cost, for each time stage and each triangle, the number of recon-

struction is upto 18 for the 3rd order WENO scheme since there are 3 reconstruction for

each quadrature point, which results in a tremendous calculation counts of 306 multi-

plications and 234 additions. While for the VPM-MLP-BVD, there are only 3 times of

reconstructions which results in 172 multiplications and 156 additions. It is also well

known that extension of unstructured WENO scheme to three dimensional case will

entail further difficulties in both algorithmic complexity and selection of reconstruc-

tion stencils. In contrast, the VPM-MLP-BVD scheme evidently benefits efficiency

from compact stencils particular for three dimensional computation. Moreover with

less manipulation, the VPM-MLP-BVD can also achieve excellent performance around

discontinuity, which will be substantiated in the following sections.

Rotation test of complex profiles

We extend the 1D Jiang and Shu’s problem [2] to 2D with the rotational velocity field

defined by (u, v) = (−2πx, 2πy). The computational domain is[−1, 1] × [−1, 1], and
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the initial distribution is defined by

φ0(x, y) =



1

6
(G(r1 + δ, β) +G(r1 − δ, β) + 4G(r1, β, )), |r1|≤ 0.2

1, |x|≤ 0.2,−0.7 ≤ y ≤ −0.3

1− |5r2|, |r2|≤ 0.2

1

6
(F (r3 + δ, α) + F (r3 − δ, α) + 4F (r3, α)), |r3|≤ 0.2

0, otherwise

(6.47)

where

r1 =
√

(x+ 0.6)2 + y2, r2 =
√

(x− 0.6)2 + y2, r3 =
√
x2 + (y − 0.6)2 (6.48)

and G(r, β) = exp(−βr2), F (r, α) =
√

max(1− α2r2). The coefficients are set to

be δ = 0.01, α = 5 and β = log 2/(36δ2). The initial profile which includes four

kinds of distributions of different smoothness is depicted in Fig. 6.5. The computation

was run up to t = 1 (after one revolution) with quadrilateral and triangular meshes

respectively. We also made a comparison between the results of the MCV-MLP and

MCV-MLP-BVD reconstructions as shown in Fig. 6.6 and Fig. 6.7 on different grids.

We can see that there are no visible oscillations around discontinuous regions in both

results. Compared to MCV-MLP scheme, MCV-MLP-BVD reconstruction effectively

reduces numerical dissipation and resolves all structures with significantly improved

solution quality.

Convergence rate for advection equations on 3D hybrid unstructured grids

We first investigate the numerical accuracy and convergence behavior of the proposed

model for advection transport. We perform 3D advection test on hybrid unstructured

grids including hexahedral, tetrahedal, prismatic and pyramidal elements.

An initial smooth profile φ0(x, y, z) = sin(2πx) · sin(2πy) · sin(2πz) is transported by a

uniform velocity of u = (1, 1, 1) in a unit cube [0, 1]3. We used four types unstructured
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FIGURE 6.5: The bird’s eye view of initial complex profile for the solid rotation test.

FIGURE 6.6: Same as Fig.6.5, but for the numerical results after one rotation on a grid
of 57670 triangular elements with different reconstruction schemes, (a) MCV-MLP;

(b) MCV-MLP-BVD.

grids as shown in Fig. 6.8, i.e. three grids with pure hexahedral, tetrahedral or prismatic

elements, and a hybrid grid that blends hexahedrons, tetrahedrons and pyramids. The

gradually refined grids of different resolutions are generated by specifying 10, 20, 40

and 80 partitions along each boundary edge of the computational domain. The element

statistics of different grids are tabulated in Table 6.6. The total number of elements are

denoted as Ntotal which varies for different grids. Periodic boundary conditions and a

CFL number of 0.25 are used throughout the computations.

The L1 error and the convergence rate of VPM and VPM-MLP-BVD reconstructions

at time t = 1 are given in Table 6.7 for different grid resolutions along with the com-

puting time. It is seen that both schemes are verified with over 2nd order accuracy for
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FIGURE 6.7: The same as Fig.6.6 but on 25600 quadrilateral mesh

(a) Hexahedral (b) Tetrahedral (c) Prismatic (d) Hybrid

FIGURE 6.8: Cutaway cross-section views of different types unstructured grids for
advection test.

TABLE 6.7: Numerical accuracy and convergence rate study for advection test on
hybrid unstructured grids.

Element Nedge
FVM VPM VPM-MLP-BVD

L1 error Rate Time L1 error Rate Time L1 error Rate Time

Hexahedral

10 6.84× 10−1 − 0.17 3.06× 10−1 − 0.51 6.58× 10−1 − 0.71
20 1.91× 10−1 1.84 1.58 4.63× 10−2 2.72 8.53 4.63× 10−2 3.82 9.89
40 5.48× 10−2 1.80 22.80 5.97× 10−3 2.96 137.62 5.97× 10−3 2.96 158.27
80 1.50× 10−2 1.87 727.35 7.50× 10−4 2.99 2768.36 7.50× 10−4 2.99 3109.90

Tetrahedral

10 4.33× 10−1 − 8.38 2.08× 10−1 − 31.37 3.23× 10−1 − 35.02
20 2.47× 10−1 0.83 142.75 4.72× 10−2 2.24 492.52 6.52× 10−2 2.41 605.42
40 1.36× 10−1 0.92 2350.51 1.06× 10−2 2.30 6320.79 1.30× 10−2 2.49 8274.52
80 7.08× 10−2 0.94 30116.30 2.45× 10−3 2.11 86288.01 2.86× 10−3 2.18 115858.01

Prismatic

10 4.50× 10−1 − 0.56 2.39× 10−1 − 2.21 5.18× 10−1 − 2.94
20 1.17× 10−1 1.94 6.38 3.70× 10−2 2.70 33.06 4.11× 10−2 3.66 38.39
40 3.64× 10−2 1.69 118.19 4.81× 10−3 2.95 555.97 4.83× 10−3 3.10 768.98
80 9.81× 10−3 1.89 2462.32 6.05× 10−4 2.98 8950.96 6.08× 10−4 2.99 10044.12

Hybrid

10 5.01× 10−1 − 2.63 1.92× 10−1 − 15.20 5.07× 10−1 − 17.86
20 1.90× 10−1 1.99 20.75 4.57× 10−2 2.94 158.98 5.15× 10−2 4.68 177.42
40 5.39× 10−2 1.78 343.03 6.02× 10−3 2.87 2192.58 6.70× 10−3 2.89 2424.54
80 1.51× 10−2 1.80 6347.98 8.24× 10−4 2.81 26845.80 8.87× 10−4 2.86 30967.50
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all type grids. Particularly, the results on hexahedral, prismatic and pyramidal elements

reach nearly 3rd order, while tetrahedral element degrades to about 2.2th order. This

may be partly owe to the fact that reconstruction on tetrahedral element involves fewer

DOFs over a compact stencil which only includes adjacent cells sharing the boundary

surfaces with the target cell. Although higher order reconstruction can be implemented

by broadening stencils, it will considerably increase algorithmic complexity and com-

putational cost. We prefer the present formulation as a good trade-off between accuracy

and simplicity. We can also see that the smoothness indicator function can correctly

identify smooth solution and switch to the highest possible VPM reconstruction.

For comparison with conventional finite volume method (FVM), we also include the

results from the standard MUSCL (Monotonic Upstream-Centered Scheme for Conser-

vation Laws) scheme [25, 39] in Table 6.7 using the templates provided in the Open-

FOAM source code [40]. It is observed that VPM and VPM-MLP-BVD reconstructions

are much more accurate than the MUSCL scheme in terms of both numercal error and

convergence rate. As expected, VPM and VPM-MLP-BVD reconstructions increase

the computational cost for the same grid resolution. However, because of the superior

convergence property, the present schemes can reach the same error level with much

less grid elements and computational time.

A careful comparison between VPM and VPM-MLP-BVD reveals that both the MLP

limiting projection and the BVD dissipation-minimizing algorithm do not degrade the

numerical accuracy for smooth solutions, while are effective in reproducing discontin-

uous solutions as shown later in the paper.

3D solid body rotation test

In order to show the capability of the proposed scheme in eliminating both numerical

oscillation and dissipation in 3D unstructured grids, the problem of a 3D solid body

rotation is performed. The initial condition is the same as in [41]. The computational

domain is [−50, 50] × [−50, 50] × [−50, 50]. The velocity u = (u, v, w) is set as
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(a) (b)

FIGURE 6.9: (a) Initial profile plotted with the 0.5 isosurface. (b) The cross section of
the hybrid 3D unstructured grids composed of 27000 hexahedrons, 5400 pyramids and

2545907 tetrahedrons.

u = ω×r, where r = (x, y, z) is the position vector andω =
√

2π(0,−1, 1). As shown

in Fig. 6.9 (a), the initial profile is a cubic cross centered at (x, y, z) = (0,−20,−20).

We use two kinds of grids to compute this test: a Cartesian grid with 100 × 100 × 100

elements and a hybrid unstructured grid with 27000 hexahedrons, 5400 pyramids and

2545907 tetrahedrons as shown in Fig. 6.9(b) where a cubic Cartesian subdomain is

embedded in the lower-left portion for the convenience to specify the initial profile and

compare numerical results. In order to compare our scheme with conventional finite

volume method, we compute this problem by the original MLP scheme [34] and the

VPM-MLP-BVD scheme. The contour lines of the initial profile after one revolution

on the x − z plane cutting through the center of the cubic cross are shown in Fig. 6.10

and Fig. 6.11 respectively. It is observed that the steepness in original profile has been

heavily smeared out due to the excessive numerical dissipation in the MLP scheme,

while the VPM-MLP-BVD scheme is able to preserve the steepness with a significant

improvement in the geometrical faithfulness of the transported object. It is noted that

numerical results of the VPM-MLP-BVD scheme on the hybrid unstructured grid have

a good quality as well without noticeable degradation in comparison with the Cartesian
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FIGURE 6.10: Contour lines of the results after one revolution on the x−z plane cuting
through the center of the cubic cross. The computation is on 100× 100 Cartesian grid.
Dispalyed are the initial profile (a) , the result computed by the conventional finite
volume method with MLP limiting scheme [34] (b) and the result computed by the

proposed VPM-MLP-BVD scheme .
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FIGURE 6.11: The same as in Fig. 6.10 but on the hybrid unstructured grids as shown
in Fig. 6.9.

grid.

6.6.2 2D Euler equations

Accuracy test of inviscid Burgers’ equation
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To examine the capability of current scheme to resolve non-linear waves, we examined

the convergence rate of the proposed scheme for inviscid Burgers’ equation

∂u

∂t
+
∂u2/2

∂x
= 0.0 (6.49)

with initial condition u(x, 0) = 0.5 + sin(πx). The exact solution remains smooth until

t = 1.0/π before producing a moving shock and a rarefaction wave. We solved this

one dimensional test on a two dimensional computational domain [0, 2] × [0, 0.2] with

unstructured grids of uniform triangular cells of different sizes gradually refined as h =

1/40, 1/80, 1/160, 1/320, 1/640. The computations were conducted up to t = 0.5/π.

We show L1 and L∞ errors, as well as the convergence rates, in Table. 6.8. We also plot

the distribution of variable in Fig. 6.12. The proposed MCV-MLP-BVD algorithm can

achieve nearly 3rd order accuracy for inviscid Burger’s equation.

x

u

0.5 1 1.5

-0.5

0

0.5

1

1.5

Numer

FIGURE 6.12: The distribution of variable along the central line at t = 0.5/π with cell
sizes of h = 1/80.

Convergence studies for 2D Euler equations
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TABLE 6.8: Numerical errors and convergence rates of the inviscid Burgers’ equation
with the MCV-MLP-BVD scheme

Grid Size h L1 error L1 order L∞ error L∞ order
1/40 1.011× 10−4 - 3.674× 10−4 -
1/80 1.424× 10−5 2.83 5.200× 10−5 2.82

1/160 1.882× 10−6 2.92 6.952× 10−6 2.90
1/320 2.386× 10−7 2.98 8.981× 10−7 2.95
1/640 3.005× 10−8 2.99 1.135× 10−7 2.98

FIGURE 6.13: Computational grids for convergence test of Euler equations. From left
to right: grid A, grid B, and grid C.

To show that the present model has 3rd-order accuracy (convergence rate) for Euler

equations as well, we solved the propagation of density disturbances with Euler equa-

tions. The initial velocity and pressure were specified uniform throughout the whole

computational domain, while a sinusoidal perturbation was given to the density field,



ρ(x, y, 0) = 1 + 0.2 sin(π(x+ y)),

u(x, y, 0) = 0.7,

v(x, y, 0) = 0.3,

p(x, y, 0) = 1.0.

The computational domain is D = [−1, 1] × [−1, 1] which was divided into uniform

quadrilateral, Delaunay and subsplitted triangular elements as shown in Fig. 6.13 as

grids A, B and C. We used gradually refined grids with periodic boundaries and obtained

the numerical results at t = 2.0 with a constant CFL number of 0.2. The numerical

errors and convergence rates for Euler equations on different grids are summarized in

Table 6.9. It is observed that the numerical solutions of Euler equations converged at a
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TABLE 6.9: Numerical errors and convergence rates of Euler equations on different
grids

Elements Number L1 error L1 order L∞ error L∞ order

grid A

400 1.140× 10−3 – 1.602× 10−3 –
1600 1.487× 10−4 2.94 2.075× 10−4 2.95
6400 1.898× 10−5 2.97 2.687× 10−5 2.95
25600 2.398× 10−6 2.98 3.430× 10−6 2.97

grid B

902 5.948× 10−4 – 1.576× 10−3 –
3604 7.108× 10−5 3.07 2.142× 10−4 2.88
14362 9.902× 10−6 2.85 3.343× 10−5 2.69
57670 1.300× 10−6 2.92 4.642× 10−6 2.84

grid C

800 3.100× 10−4 – 4.199× 10−4 –
3200 3.978× 10−5 2.96 5.458× 10−5 2.94
12800 5.009× 10−6 2.99 6.908× 10−6 2.98
51200 6.281× 10−7 3.00 8.680× 10−7 2.99

rate of nearly third order on all types of grids, which verified the expected accuracy of

spatial reconstruction and discretization.

Shock Tube Problems

To examine the capability of current scheme to resolve various non-linear waves, we

use two shock tube problems where exact solution can be obtained by solving exact

Riemann problem. Computational domain is [0, 1]× [0, 0.1] filled by uniform triangular

grids with grid size of h = 1/200. We consider two initial condition here. The first one

is Sod problem of which initial profile is

(ρ, u, v, p) =

 (1, 0, 0, 1) if 0 ≤ x ≤ 0.5,

(0.125, 0, 0, 0.1) otherwise.
(6.50)

Another one is Lax problem of which initial profile is

(ρ, u, v, p) =

 (0.445, 0.698, 0, 3.528) if 0 ≤ x ≤ 0.5,

(0.5, 0, 0, 0.571) otherwise.
(6.51)
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FIGURE 6.14: Numerical results of Sod problem. Bird view of density distribution
(a), and the plot along the centerline(b).

(a)

x

rh
o

0 0.2 0.4 0.6 0.8 1

0.4

0.6

0.8

1

1.2
numerical 
Exact

(b)

FIGURE 6.15: The same as Fig.6.14 but with Lax problem

The density distributions have been presented in Fig. 6.14 for Sod problem and Fig. 6.15

for Lax problem, respectively. Compared with the results in [210], the present solver

demonstrate excellent capability to capture shock waves that the discontinuities are ad-

equately resolved with much less dissipation despite of slight oscillation. For instance,

in Sod problem the shock is reproduced within compact thickness of nearly one cell.

A Mach 3 wind tunnel flow with a step
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Mach 3 wind tunnel flow with a forward step [42] is widely used to verify the capabil-

ity of high-resolution schemes in capturing shock-rich flow structures generated from

boundary reflections. In this test, a uniform Mach 3 flow is blown into a wind tunnel

of [0, 3]× [0, 1] with a step of 0.2 units high located at 0.6 units away from the left end

of the tunnel. The inflow and outflow conditions are prescribed on left and right ends

while the reflective condition is imposed at the remaining boundaries. The numerical

tests are conducted on unstructured grids with triangular elements of different resolu-

tions. To make a comparison, in Fig. 6.16 we also present the result calculated by the

3rd order WENO scheme [4] with a triangular element size of 1/160 away form the

corner but 1/320 around the corner. As shown in Figs. 6.17−6.19 which are calculated

by our proposed scheme, the contour profiles of the density at t = 4.0 on grids of 1/80,

1/160 and 1/320 grid resolutions without fining meshes around the corner are depicted

separately. It is seen that the shock waves and strong discontinuities are well resolved

without numerical oscillations. We also plot the 3D bird’s view of density field on the

finest grid in Fig. 6.20 which shows the adequately resolved shock waves and vortices.

The numerical dissipation is effectively suppressed so that the vortex structures wave

are sufficiently captured, which is quite challenging for conventional FVM schemes

with increased numerical dissipation. For example, our scheme can get competitive res-

olution with nearly half of mesh numbers compared with the 3rd order WENO scheme,

see Fig. 6.16 and Fig. 6.17. Moreover, the numerical results converge rapidly on finer

mesh and show competitive solution quality compared with other existing high-order

schemes in [19, 20, 43]. We also examine the trouble cells identified by the smooth

indicator function as plotted in Fig.6.21. It can be seen that the trouble cells, where

the limiting projection is triggered, correspond well to the regions containing discon-

tinuous solutions, while the MCV high order reconstruction applies to the regions of

smooth solutions.

Double Mach Reflection

The double Mach problem originally proposed in [42] is simulated to further establish
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FIGURE 6.16: Numerical solutions calculated by the 3rd order WENO scheme [4]
with a triangular element size of 1/160 away from the corner but 1/320 around the

corner
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FIGURE 6.17: Density contours for the Mach 3 wind tunnel with a forward step at time
of t = 4 on a unstructured grid with triangular elements that have 1/80 edge length

along the lower domain boundary.

the accuracy and robustness of the present model. As detailed in [42], a hypersonic

flow with a propagating planar shock at Mach = 10 is reflected by a 30 degree ramp.

Complex flow structures are generated, which include shock waves and vortices. This

example is usually used as a test bed to evaluate capability of numerical schemes in

resolving both shock waves and vortex structures. Particularly, the vortex structures are

quite challenging to numerical schemes that have excessive numerical dissipations.

In the present work, the computational domain D = [0, 4] × [0, 1] was divided by tri-

angular elements with different resolutions where the edge length of the grid elements
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FIGURE 6.18: Same as Fig. 6.17, but with 1/160 triangular grid elements.
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FIGURE 6.19: Same as Fig. 6.17, but with 1/320 triangular grid elements.

FIGURE 6.20: The bird’s eye view of Fig. 6.19.

along the lower domain boundary are 1/120, 1/240 and 1/480 respectively. A right-

moving Mach 10 shock is imposed with a 60 angles with respect to the x-axis. The

numerical results of density contours at t = 0.2 calculated on grids of different res-

olutions are depicted in Figs. 6.22−6.24 respectively. We also plot in Fig. 6.25 the
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FIGURE 6.21: The cells marked by black color indicate the regions containing dis-
continuous solutions where the limiter comes into effect in the calculation of Fig.6.18.

enlarged view of the roll-up region. It is observed that the present scheme can capture

the shock waves without noticeable numerical oscillations. More importantly, as the

grid is refined, the vortical structures are resolved with richer small-scale details as the

grid is refined to some extent. Our results are comparable to reference solutions of other

high-resolution schemes, e.g. those given in [5].
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FIGURE 6.22: Density contours of the double Mach reflection test at t = 0.2 on the
grid of triangular elements of 1/120 resolutions.

Supersonic inflow passing through a scramjet engine

To verify the performance of present model in complicated geometry, we simulate the

benchmark test of a supersonic inflow at Mach 3 passing through a scramjet engine for

which the geometrical configuration as well as the computation conditions is described

in [211]. The simulation was carried out on a unstructured mesh with 49816 triangular
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FIGURE 6.23: Same as Fig. 6.22, but on the grid of 1/240 resolution.
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FIGURE 6.24: Same as Fig. 6.22, but on the grid of 1/480 resolution.

cells. A steady state was rapidly reached at the final time t = 6.0. The Mach number

contours are displayed in Fig. 6.26, which shows the capability of the present model to

capture shock waves in complex geometry and the flow structures are in good agreement

with the results in [211].

Interaction of a shock wave with a wedge in two dimensions

In this test, we apply the present scheme to the interaction of a shock wave with a

wedge. The corresponding experimental data are available in [212]. The computational

domain of [−2, 6] × [−3, 3] is divided into 1.1 million triangular elements which are

slightly less than that used in [5]. The initial condition is set according to the Rankine-

Hugoniot relations for a shock of Mach 1.3. The image of density field at different time

instants are presented in Fig. 6.27. The major features of this case characterized by

the reflected shock waves and the vortices shed from the wedge have been sufficiently
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FIGURE 6.25: Closed-up view around the double Mach stem for triangular grids of
1/120(a), 1/240(b) and 1/480(c) resolutions respectively.

resolved with excellent agreement with both the experimental results [212] ( Fig. 6.28)

and the numerical solutions [5].

Flow past a circular Arc bump in a channel

In this test case, we investigated the simulation of subsonic, transonic and supersonic

flows passing through a circular bump which is widely used to test the accuracy and ro-

bustness of numerical schemes to solve compressible flows of different Mach numbers[213,
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FIGURE 6.26: Mach number contours for supersonic inlet flow in a steady state on
49816 triangular grid elements.

(a) t=1.5 (b) t=2.0

(c) t=2.5 (d) t=4.0

FIGURE 6.27: The images of density field of interaction of a shock wave with a wedge
at different instants.

214]. The computational domain consists a channel with 3L in length and L in height

where a circular arc of length L is placed at the central of the lower boundary. The

thickness of bump is 0.1L for the subsonic and transonic flows, while 0.04L for the

supersonic case. The computational domain is divided into 200 × 40 and 156 × 78

non-uniform quadrilateral elements respectively. We evaluate the solution quality by

making comparison with the reference results in [215] which were obtained on a finer
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(a) (b)

FIGURE 6.28: A comparison between the experimental result (a) and computational
one (b) at t=2.2.

grid.

For the supersonic case, inlet Mach number is 1.4. Mach contours at steady state are

shown in Fig. 6.29 where the intersection and reflection of shock waves are well re-

solved without unphysical oscillations. Fig. 6.29 also presents the quantitative com-

parison with the reference solution of Mach number distribution along the lower wall,

which exhibits good agreement.

For a transonic regime, the flow at inlet remains subsonic with Mach number 0.675

and a shock wave is created around the top of bump due to the increase of velocity.

In Fig. 6.30, Mach number contours as well as its distribution along the lower wall

at steady state are presented. A comparison with the reference solution on a denser

grid (252× 54) is also included. The results show that our numerical model accurately

captures transonic flow features and agrees well with previous studies.

With the same geometry and grid configuration of transonic case, we conduct the sub-

sonic flow test with an inlet Mach number of 0.5. As a result, the inviscid flow in

the channel should be subsonic and symmetric with respect to the throat cross-section.

Shown in Fig. 6.31, symmetric distribution of the Mach number is reproduced by our

numerical model which agrees well with the reference solution.

Low Mach explosion
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FIGURE 6.29: The Mach number contours for supersonic bump flow at steady state on
158 × 78 quadrilateral elements (a), and the plot of the Mach number along the lower

wall in comparison with the results from [215] (b).

A two-dimensional axi-symmetric explosion was also simulated by present model to

verify the calculation of low Mach number flows (Mach < 0.01) [216, 217]. The

computational domain [−1, 1]× [−1, 1] is divided into 57670 triangular elements. The

initial condition is defined by

(ρ,mx,my, p) =


(10−3, 0, 0, 104) for r ≤ 0.4

(10−3, 0, 0, 10−1) for r > 0.4
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FIGURE 6.30: Same as Fig. 6.29, but for transonic flow regime.

where r =
√
x2 + y2 is the radius. As shown in Fig. 6.32 and 6.33, our scheme is

of great robustness to work for low-speed flow and captures both discontinuous and

smooth structures of axis-symmetrical distributions with good solution quality.

Two-dimensional viscous shock tube problem
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FIGURE 6.31: Same as Fig. 6.29, but for subsonic flow regime.

The interaction between shock wave and boundary layer will be shown in this test case.

The initial condition is

(ρ, u, v, p) =


(

120, 0, 0,
120

γ

)
if 0 ≤ x ≤ 0.5,(

1.2, 0, 0,
1.2

γ

)
otherwise.

(6.52)

From this initial condition, an incident shock wave and contact discontinuity will prop-

agate from left to right causing a boundary layer along horizontal wall. After the shock

wave reflects at the right wall, strong interaction between shock and boundary layer will
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FIGURE 6.32: Bird’s eye view of the density of the circular explosion test at t =
0.00012

FIGURE 6.33: Same as Fig.6.32, but for pressure.

develop. The computation domain is [0, 1]× [0, 1]. We assume that the viscosity is con-

stant. The Reynolds number is 200 and the Prandtl number is 0.73. The viscous flux for

PVs at cell center is discretized as in [218] while the TEC(Time-evolution Converting)

formula [217] is applied to update viscous term for PVs at cell vertices. We conduct our

computation on an unstructured grid of approximately three hundreds thousand triangu-

lar elements. The computational result is plotted in Fig.6.34. The height of the primary

vortex is 0.168, which agrees well with the result in [219].

6.6.3 2D reacting Euler equations

Resolution studies for unstable oblique detonation waves
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!

FIGURE 6.34: Density field of numerical solution to the interaction between a shock
wave and boundary layer at t = 1.0.

To demonstrate the high resolution property of our numerical model, oblique detonation

waves (ODWs) is studied in this case. As one of promising combustion ways for hyper-

sonic propulsion, ODW has been studied numerically by a number of work [176–178].

However, as indicated in [178], the grids number to resolve the ODW front structures

is stringent since excessive numerical diffusion will smooth out cell structures which

can only be captured by extreme high grids density. For example, as reported in [176],

insufficient resolution may lead to wrong estimation of the critical value defining the

instability boundary of ODW. Here we apply our numerical model to simulate the case

of which computation condition is the same as [177], where inflow Mach number is

12.0, activation energy Ea = 31.0, heat release q = 50 and wedge angle θ = 26◦. To

make a comparison between conventional finite volume method and current numerical

model, we conduct the resolution study by using MLP and VPM-BVD respectively.

The results of resolution study by MLP scheme are presented in Fig. 6.35, where in-

creasingly grids resolution 750× 200, 1500× 400 and 1750× 600 is applied. It can be

seen obviously that low grids resolution can not resolve the cell structure since excessive

numerical diffusion will smooth out the disturbance in shock front. In contrast to this,

the results got from VPM-BVD produce cell structure even with low grids resolution
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(a) Grids rolution with 750× 200. The number of DOF is 1.5× 105

(b) Grids rolution with 1500× 400. The number of DOF is 6.0× 105

(c) Grids rolution with 1750× 600. The number of DOF is 1.0× 106

FIGURE 6.35: Temperature fields of unstable oblique detonation waves with the MLP
scheme on different grids resolution

due to small numerical diffusion of VPM-BVD reported in [29]. The cell like structures

resolved by high resolution scheme is reported in [178]. The proposed scheme resolves

the typical cell like structures formed by slip surface and transverse wave.

Shock focusing detonation problem

To apply our numerical model to irregular boundaries, the shock focusing problem,
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(a) Grids rolution with 750× 200. The number of DOF is 3.0× 105

(b) Grids rolution with 1500× 400. The number of DOF is 9.0× 105

FIGURE 6.36: The same as Fig.6.35 but with the high resolution scheme VPM-BVD

which has been studied experimentally and numerically in [179, 180], is considered

here. The computation domain is the same as [169], where a parabola y2 = −2.7x

is set as right boundary profile. Due to symmetry of this case, only half of domain is

considered in our simulation and the symmetric boundary condition is used at y = 0.0.

The activation energy Ea = 20 and Q = 50. We use triangular mesh here, of which

size h = 1/160. A right moving shock is initially positioned. The high pressure and

temperature local zones will form as incident shock entering the cavity of the domain,

which will cause self-ignition. At certain conditions, detonation waves will form.

Here we consider two initial condition, Ma = 2.2 and Ma = 2.5 respectively. The

results have been shown in Fig. 6.37 and Fig. 6.38. Our numerical model resolves main

structures of combustion and get competitive results with published work [169].
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(a) t=0.8 (b) t=1.4

(c) t=1.6 (d) t=2.0

FIGURE 6.37: Temperature contours of the shock focusing problem with right-moving
Mach 2.2 at different time

6.6.4 3D numerical experiments

3D explosion problem

A three-dimensional spherical explosion is computed within a cube of [−1,−1,−1] ×

[1, 1, 1], which can be viewed as the three dimensional version of the Sod shock prob-

lem. The initial conditions are set as follows,

(ρ, u, v, w, p) =


(1.0, 0, 0, 0, 1.0) if r 6 0.4

(0.125, 0, 0, 0, 0.1) if r > 0.4

where r =
√
x2 + y2 + z2 is the radius.
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(a) t=0.8 (b) t=1.4

(c) t=1.6 (d) t=2.0

FIGURE 6.38: Temperature contours of the shock focusing problem with right-moving
Mach 2.5 at different time

Two unstructured grids were used in this test. They are constructed separately with

uniform prismatic and hexahedral elements with 80 partitions along each edge, which

result in two grids of about 1.1 million and 5.1 hundred thousands total elements re-

spectively. We show the 3D view density fields on two perpendicular cross-sections of

the prismatic grid in Fig. 6.39. Although grid configurations for the two cross-sections

are quite different, the distribution of the density field looks almost identical. It proves

that our scheme has excellent robustness on different types of unstructured grids. In

Fig. 6.40, we also plot the density profiles in the radial-direction computed separately

on the prismatic and hexahedral grids in comparison with the reference solution from

the one dimensional computation by assuming spherical symmetry [44]. It is seen that

all the shock, contact discontinuity and expansion solutions are well resolved without

numerical oscillations. A further comparison with the result from [45] which uses much
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FIGURE 6.39: Numerical results for 3D explosion test on an unstructured grid of 1.1
million prismatic elements. Displayed are the 3D view of density field on two perpen-

dicular cross-sections on the central x− y plane (a) and the central x− z plane.
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FIGURE 6.40: The density distribution along the radius direction of the results com-
puted separately on the prismatic grid and the hexahedral grid. We also include the

result from published work [45] which uses denser hexahedral grid of 4003.

denser hexahedral grid of 4003 shows that our proposed numerical scheme can get com-

petitive resolution with fewer grid elements.

3D interaction of a shock wave with a half cone

Being an example with complex geometrical configuration, in this test case we compute

the shock wave passing a half-cone structure. The original setup of this test is detailed in

[5] where the computational domain is partitioned with 9.3 million tetrahedrons. In the

present study, we use a hybrid unstructured grid of much coarse resolution, which has

1.4 million hybrid elements including 959413 tetrahedral, 153576 hexahedral, 285620
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prismatic and 4582 pyramidal elements. The hybrid grid of 1/8 of the computational

domain is displayed in Fig. 6.41, where part of the half-corner is adaptively refined

with tetrahedral elements. The 3D view of density iso-surfaces at time of t = 2.5 are

displayed in Fig. 6.42. It reveals that our 3D model is able to adequately reproduce the

reflected waves and the torus-shaped vortex shedding behind the half cone, which is

axisymmetric and agrees well with results in [5, 46].

FIGURE 6.41: A view of the hybrid unstructured grid used for the computation of the
shock-cone interaction test.

Transonic flow past an ONERA M6 wing

In this example, a transonic flow over the ONERA M6 wing with Ma∞ = 0.84 and

angle of attack α = 3.06◦ was computed. The airfoil has a 10% maximum-thickness

/ chord ratio cross-section. The mesh in this test is composed of 341797 tetrahedral

elements.

The pressure contours on the upper wing surface is shown in Fig. 6.43. In Fig. 6.44, the

computed pressure coefficient at four span-wise stations is compared with experimental

data [47] and the published work [16], where the DG based on Hierarchical WENO

(HWENO) scheme is employed. We can see that the present model can reproduce nu-

merical solution with good accuracy. The results are competitive to the solutions com-

puted by the DG schemes in [16, 19], while from Fig. 6.44 the DG scheme may produce

overshoot around critical points. The pressure coefficients are in close agreement with

experimental data except near the root stations due to the absence of physical viscosity.
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(a) (b)

FIGURE 6.42: Density contour surfaces views from different angles. (a): front view
where the refracted shock waves can be clearly seen, and (b): a zoomed side view

where the vortex half ring shedded behind the half cone is well resolved.

FIGURE 6.43: Pressure contours over the upper wing surface for the transonic flow
passing ONERA M6 wing.

Transonic flow past RAE A wing and body

In this last test case, we simulate the transonic flow past a RAE 2822 wing and body

with Ma = 0.9 and attack angle 3.06◦. The geometry and experimental data have been

reported in [48]. The background pressure and temperature are p∞ = 29765Pa and

T∞ = 275.38K respectively. The computational grid consists of 459487 tetrahedral

elements. The pressure distribution on the wing and body is depicted in Fig. 6.45(a).

The pressure coefficient along the body surface on the center cross-section is shown
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FIGURE 6.44: Comparison of computed pressure coefficient with experimental data
and the DG scheme at different semi-span locations denoted by the percentage of the
distance from the root to the tip. The results calculated by proposed scheme are shown

in green and red lines

in Fig. 6.45(b) against the experiment data. The pressure coefficient is plot along two

cutting lines on the fuselage with angular position of 15◦ and−15◦, respectively, relative

to the horizontal direction. The result shows very good agreement with experiment data.

6.7 Summary

We have developed an accurate and robust numerical solver for Euler equations on

unstructured grids. The present solver has the following three major constituents.

(1) A multi-moment finite volume formulation, MCV/VPM, is used to construct ac-

curate and efficient solver for compressible flows. In the present MCV scheme, we
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FIGURE 6.45: Numerical results for the transonic flow past RAE 2822 wing and body.
(a) Pressure contour on the upper surface of wings and body. (b) Pressure coefficients

along upper and lower surfaces of the body.

treat the point values (PVs) at both cell center and cell vertices as the computational

variable. We update the centeriod PV via a finite volume formulation that ensures the

rigorous conservation, and update the PVs at cell vertices using the differential form of

the governing equations for computational efficiency.

(2) Different Riemann solvers are used to separately update the point values at centeroid

and vertices, i.e. the SLAU scheme, a variant of AUSM splitting, is used to update the

centeriod PV, the Roe’s scheme is used for the PVs at vertices. The resultant solver with

preconditioner works well for all Mach numbers with robustness.

(3) In order to suppress numerical oscillation and facilitate the MCV reconstruction to

compressible flows involving strong discontinuities, MLP limiting projection has been

adopted to the cells containing discontinuities which are identified by a criterion based

on the jumps (variations) of the reconstructed fields at the cell boundaries. Moreover,

the BVD reconstruction has been introduced to control the numerical dissipation of the

scheme so as to resolve both smooth and non-smooth solutions with high fidelity. The

resultant reconstruction, VPM/MCV-MLP-BVD reconstruction, has been verified to be

of 3rd-order accuracy and robust on unstructured grids.

The present solver has been evaluated extensively with various benchmark tests for both
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scalar and Euler conservation laws on different unstructured grids, which verified the

accuracy, robustness and applicability in simulations with complex geometric configu-

rations.

Showing numerical results with appealing solution quality, the present solver is algo-

rithmically simple and easy to implement. As another advantage for applications on un-

structured grids, the present formulation requires compact stencil for spatial discretiza-

tion that only involves the target cell and its immediate neighbors.

The present solver can be straightforwardly extended to three-dimensions for hybrid

unstructured grids. As showcased in the numerical test, the solver can simulate not only

inviscid flows but also viscous flows with adequate accuracy, which reveals the great

potential and practical significance for real-case applications.



Chapter 7

Conclusions and future work

In this study, I firstly propose several effective variants of BVD algorithm, which serve

as new guidelines for reconstruction processes. Different from previous BVD formu-

lation, the proposed versions are simple and effective, which can be extended to un-

structured grids directly. The successful implementation of BVD algorithm is verified

through combining high order polynomial with non-polynomial based reconstruction

function. The proposed scheme can achieve high order accuracy as well as solve sharp

discontinuities.

Then, based on proposed BVD algorithm, we construct two practical schemes named

MUSCL-THINC-BVD scheme and adaptive THINC-BVD scheme which is a novel

limiting-free discontinuity capturing scheme. Different from long-lasting reconstruc-

tion processes which employ high order polynomials enforced with some carefully de-

signed limiting projections to seek stable solutions around discontinuities, the current

schemes employ low order polynomial or non-polynomial THINC function with adap-

tive sharpness to solve both smooth and discontinuous solutions. The present meth-

ods are able to capture both smooth and discontinuous solutions in Euler equations for

compressible gas dynamics with excellent solution quality competitive to other existing

schemes. More profoundly, they provide accurate and reliable solvers for a class of

210
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reactive compressible gas flows with stiff source terms, such as the gaseous detonation

waves, which are quite challenging to other high-resolution schemes.

Thirdly, the newly proposed schemes are applied to compressible interfacial two phase

flow. The present method is able to capture the material interface as a well-defined

sharp jump in volume fraction, and obtain numerical solutions of superior quality in

comparison to other existing methods. Moreover, the BVD algorithm can realize the

consistency among volume fraction and other physical variables, which is not straight-

forward for other interface capturing schemes.

In order to achieve high order accuracy, we also propose new methods in multi-moment

finite volume method to solve compressible flows. We construct new forth-order accu-

racy schemes with compact stencils. To prevent numerical oscillations caused by high

order interpolation, we design a new limiting process based on variation diminishing

principle. The designed limiting process can effectively suppress numerical oscillations

without decreasing accuracy.

Then we extend our schemes to unstructured grids to solve more practical problems

involving complex geometries. Third order accuracy scheme is realized with multi-

moment framework, which prevent large stencils in conventional finite volume method.

In order to suppress numerical oscillations and reduce numerical dissipations, BVD

algorithm is devised on unstructured grids. The proposed schemes are extended to three

dimensional problems which are not easy for high order conventional finite volume

method.

7.1 Major contributions of present study

The significances of present study are summarized as follows
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1. Capturing discontinuity solution in compressible multi-components flow is a long

lasting issue for numerical schemes. Most existing numerical schemes either suffer

from excessive numerical dissipation or numerical oscillations. The excessive numeri-

cal dissipation will smear out fine flow structures and even lead to wrong numerical so-

lutions. The numerical oscillation will influence the robustness of method. The present

study solve this problem by devising new schemes based on BVD principle. We get su-

perior results even without relying on high order polynomials. Thus for those problems

involving strong discontinuities, our scheme can serve as an efficient tool for numerical

simulations due to its simplicity, accuracy and robustness. The present work also indi-

cates that it is not necessary to employ polynomials for reconstruction process. Under

the guideline of BVD principle, non-polynomial can be used to minimize numerical

dissipation. Thus we find a new way to design more efficient and accurate schemes

which are different from conventional methods.

2. To construct high order schemes on unstructured grids is not an easy work. Conven-

tional finite volume method requires large stencils which especially pose difficulties for

three dimensional problems. For local high reconstruction schemes, to design limiting

processes is more difficult than on structured grids. The present work solve this issue by

proposing a practical framework with multi-moment finite volume method. The method

can achieve third order accuracy with compact stencils which are using the immediate

neighbours of target cells. Also, to design limiting process is straightforward since we

introduce first derivative at the cell center. By adding slope limiter, the scheme can

effective suppress numerical oscillations. More importantly, we firstly propose BVD

algorithm on unstructured girds. The propose scheme show one of best results within

existing numerical schemes.

3. During last decades, several efforts have been made to solve the stiff detonation

problems and moving interface compressible flows. These are famous but also extreme

difficult issues. The existing methods to solve these issues usually add complexity,

which make these methods not practical for engineering applications. The current study
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constructs a straight way to solve these problems. With the BVD algorithm, we reduce

numerical dissipation fundamentally from numerical schemes. Thus extra assumptions

are not needed. Although the designed schemes are simpler than others, the proposed

schemes have much better performance, which makes them attractive to be used in

numerical simulations.

7.2 Future work

It has to be admitted that there are still many issues in numerical schemes which have

not yet be solved or have much space to be improved. In my future work, it’s my plan

to make following contributions.

1. Higher order shock capturing schemes should be constructed to investigate shock-

turbulence interaction. The difficulties of shock turbulence interaction are from the

fact that numerical scheme should not only solve discontinuous solution but also re-

solve wide spectral waves due to turbulence. However, existing spatial discretized

schemes have difficulties in obtaining accurate and stable solutions when dealing with

high speed turbulence flows especially when involving strong heat release . The co-

existence of discontinuities and turbulent features brings challenges to so-called high

resolution schemes. Although these schemes achieve high accuracy in smooth regions,

they generally suffer from stability or accuracy issues across discontinuities. Our goal

is to construct a scheme which is low-dissipative for turbulence flow but is also able to

capture sharp discontinuous solutions. A new strategy will be devised to compromise

the paradox that central schemes are preferable to calculate non-dissipative flux while

upwind-biased flux is demanded to account for hyperbolic system in high speed flow.

2. Numerical model should be able to simulate more complex phenomenon in com-

pressible multi-components flow. For example, phase change such as evaporation, cav-

itation and boiling should be included. These phenomenon are common in high speed
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compressible multiphase flows and play an important role in engineering. The current

numerical model is too simple to describe these phenomenon. Thus to simulate prac-

tical application problems, advanced model should be constructed with extra terms in

control equation to account for phase change. The developed scheme will be expected

to be couple with the numerical model to simulate phase change phenomenon.

3. Shock capturing schemes on unstructured grids should be further explored. Although

the developed schemes have already achieved certain success, their performance some-

how rely on parameters when solving compressible multiphases flows. A simpler and

parameter-free numerical scheme on unstructured is preferable for practical simula-

tions. Another issue is how to control numerical oscillations, which is a difficult issue

for unstructured grids. For compressible multiphase flow, oscillation-free property is

indispensable to guarantee successful computation. Thus in our future work, I will ex-

tend the limiter-free schemes to unstructured grids, which will be expected to be an

efficient way to control numerical oscillations. With this technique to control numerical

oscillations, high order extension can be expected.
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