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With the impending death of Moore’s law, the High Performance Computing (HPC)
community is actively exploring new options to satisfy the never-ending need for faster and
more power efficient means of computing. Even though GPUs have been widely employed in
world-class supercomputers in the past few years to accelerate different types of
computation, the high power usage and slow power efficiency improvements of these devices
remains a limiting factor in deploying larger supercomputers, especially on the path to
Exascale computing. Field-Programmable Gate Arrays (FPGAs) are an emerging
alternative to GPUs for this purpose. These devices, despite being older than GPUs, have
rarely been used in the HPC industry and have mainly been employed in embedded and low-
power markets. Since the traditional applications of FPGAs have vastly different
requirements compared to typical HPC application, the usability, productivity and
performance of FPGAs for HPC applications is unknown.

In this study, our aim is to determine whether FPGAs can be considered as a viable solution
for accelerating HPC applications, and if so, how they fare against existing processors in
terms of performance and power efficiency in different HPC workloads. We take advantage
of the recent improvements in High Level Synthesis (HLS) that, unlike traditional
Hardware Description Languages (HDL) that are known to be notoriously hard to use and
debug, allow FPGAs to be more easily programmed by software programmers using familiar
software programming languages. Specifically, we use Intel FPGA SDK for OpenCL that
allows modern Intel FPGAs to be programmed as an accelerator, similar to GPUs.

In the first step, we evaluate the performance and power efficiency of FPGAs in different
benchmarks, each being a representative of a specific HPC workload. For this purpose, we
port a subset of the Rodinia benchmark suite for two generations of Intel FPGAs, and then
optimize each benchmark based on the specific architectural characteristics of these FPGAs.
Then, we compare the performance and power efficiency of these devices against same-
generation CPUs and GPUs. We show that even though a direct port of CPU and GPU
kernels for FPGAs usually performs poorly on these devices, with FPGA-specific
optimizations, up to two orders of magnitude performance improvement can be achieved,

resulting in better performance to that of CPUs in all cases, and competitive performance to

that of GPUs in most. Furthermore, we show that FPGAs have a clear power efficiency edge




in every case, reaching up to 16.7 and 5.6 times higher power efficiency compared to their
same-generation CPUs and GPUs, respectively.

Based on our experience from the initial evaluation, we determine that for stencil
computation, which is one of the most important computation patterns in HPC, FPGAs can
not only compete with GPUs in terms of power efficiency, but also in terms of pure
performance. Taking advantage of the unique architectural advantages of FPGAs for stencil
computation, we design and implement a parameterized OpenCL-based template kernel
that can be used to accelerate 2D and 3D star-shaped stencils on FPGAs regardless of stencil
order. Our design, apart from using both spatial and temporal blocking, also employs
multiple HLS-specific optimizations for FPGAs to maximize performance. Moreover, we
devise a performance model that allows us to quickly tune the performance parameters of
our design, significantly reducing the time and resources necessary for placement and
routing. We show that our design allows FPGAs to achieve superior performance to that of
CPUs, GPUs and Xeon Phi devices in 2D stencil computation, and competitive performance
for 3D. Specifically, we show that using an Intel Arria 10 GX 1150 device, for 2D and 3D
star-shaped stencils of first to fourth-order, we can achieve over 700 and 270 GFLOP/s of
compute performance, respectively. Furthermore, we show that our implementation
outperforms all existing implementations of stencil computation on FPGAs.

This thesis makes multiple contributions to the emerging field of using FPGAs in HPC, and
the optimization techniques discussed in this work can be used as guidelines for optimizing

most types of applications on FPGAs using HLS, even for non-HPC applications.
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