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Abstract

Networks-on-Chip (NoCs) are becoming increasingly important elements in different types of

computing hardware platforms, from general-purpose many-core processors for supercomputers

and datacenters to application-specific MultiProcessor Systems-on-Chip (MPSoCs) for embed-

ded applications. They are also integral parts of many emerging accelerators for critically essen-

tial applications such as deep neural networks, databases, and graph processing. In such a hard-

ware platform, the NoC is responsible for connecting the other components together and thus has

a significant impact on the overall performance. To achieve higher performance and better power

efficiency, many-core processors with more and more cores have been developed. For the similar

reason and to meet the increasingly stringent requirements of target applications, the number of

processing elements, memory and input/output modules integrated on an MPSoC/accelerator is

increasing. As the number of components that need to be interconnected increases, the overall

performance becomes highly sensitive to the NoC performance. Therefore, research and devel-

opment of NoCs play a key role in designing future large-scale architectures with hundreds to

thousands of components.

A major obstacle to research and development of large-scale NoCs is the lack of fast modeling

methodologies that can provide a high degree of accuracy. Analytical models are extremely fast

but may incur significant inaccuracy in many cases. Thus, NoC designers often rely on simulation

to test their ideas and make design decisions. Unfortunately, while being much more accurate

than analytical modeling, conventional software simulators are too slow to simulate large-scale

NoCs with hundreds to thousands of nodes in a reasonable time. Because of this, most studies

are limited to NoCs with around 100 nodes. To address the simulation speed problem, there have

been some attempts to build NoC emulators using Field-Programmable Gate Arrays (FPGAs).

However, these NoC emulators suffer from the scalability problem. They cannot scale to large

NoCs due to the FPGA logic and memory constraints. A recent study has shown that even an

extremely large FPGA does not have enough logic blocks to fit a moderately complex NoC design

of around 150 nodes. What is even worse is that emulating a large-scale NoC also requires a large

amount of memory for modeling of traffic workloads. However, the on-chip memory capacity of

an FPGA is very small, at most from several to around only ten megabytes. Off-chip memory
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(usually DRAM) has a larger capacity but is much slower than on-chip memory. The use of

off-chip memory may substantially degrade the emulation speed.

This dissertation proposes methods for fast and accurate modeling of NoCs with up to thou-

sands of nodes by FPGA emulation with cycle accuracy, an extremely high degree of emulation

accuracy in which target NoCs are emulated on a cycle-by-cycle basis. While the goal of these

methods is to enable fast and accurate modeling of large-scale NoCs, they are also beneficial to

the modeling of current NoCs with tens to around 100 nodes.

To overcome the FPGA logic constraints, the dissertation proposes a novel use of time-

division multiplexing (TDM) where the emulation cycle is decoupled from the FPGA cycle and

a network is emulated by time-multiplexing a small number of nodes. This approach makes it

possible to emulate NoCs with up to thousands of nodes using a single FPGA. The disserta-

tion focuses on applying the TDM technique to two commonly used network topologies, two-

dimensional (2D) mesh and fat-tree (k-ary n-tree), which are the bases of almost all actually

constructed network topologies. It thus can be expected that the proposed methods can be ex-

tended for a wide range of networks.

While the time-division multiplexing methods enable the emulation of large-scale NoCs, they

alone are not sufficient. To achieve a high emulation speed, it is essential to address the memory

constraints caused by modeling traffic workloads.

There are two types of workloads used in NoC emulation: synthetic workloads and trace-

driven workloads. Synthetic workloads are those based on mathematical modeling of common

traffic patterns in real applications. They have a high degree of flexibility and are easy to create.

A set of carefully designed synthetic workloads can provide a relatively thorough coverage of the

characteristics of the target NoCs. It has also been shown that evaluation on synthetic workloads

is indispensable in many cases. For instance, when designing a routing algorithm, the use of

synthetic workloads is mandatory for assessing the algorithm on possible corner cases like those

under extremely high loads. On the other hand, trace-driven workloads are those based on trace

data captured from either a working system or an execution-driven simulation/emulation. They

are effective for evaluating target NoCs under the intended applications.

Currently, due to the lack of trace data of large-scale NoC-based systems, using synthetic

workloads is practically the only feasible approach for emulating large-scale NoCs with thou-

sands of nodes. To overcome the memory constraints caused by modeling synthetic workloads,

the dissertation proposes a method to reduce the amount of required memory so that it is not nec-

essary to use off-chip memory even when emulating NoCs with thousands of nodes. This method

not only makes the overall design much simpler but also significantly contributes to the improve-

ment of emulation speed. It and the proposed time-multiplexed emulation methods enable a NoC

emulator which can be used to model a mesh-based NoC with 16,384 nodes (128×128 NoC) and

a fat-tree-based NoC with 6,144 switch nodes and 4,096 terminal nodes (4-ary 6-tree NoC) and
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is up to three orders of magnitude faster than a widely used cycle-accurate software simulator

while providing the same results.

The dissertation shows the usability of the developed emulator by designing and modeling an

effective routing algorithm for 2D mesh NoCs and evaluating it for various network sizes, from

8×8 to 128×64. The proposed routing algorithm has an oblivious routing scheme and thus a low

design complexity. It, however, can achieve high performance by properly distributing the load

over two network dimensions and using an efficient deadlock avoidance method. Because of the

lack of fast modeling methodologies that can provide a high degree of accuracy, most existing

routing algorithms have been evaluated in NoCs of limited size. The developed FPGA-based

NoC emulator enables the evaluation in large-scale NoCs with thousands of nodes in a practical

time. The evaluation results show that, in the currently common NoC sizes of around 100 nodes,

the proposed algorithm significantly outperforms other popular oblivious routing algorithms and

can provide comparable performance to a complicated adaptive routing algorithm. However, as

the NoC size increases, the performance of the algorithms is strongly affected by the resource

allocation policy in the network and the effects are different for each algorithm. This result would

not be obtained if modeling of large-scale NoCs could not be performed.

While synthetic workloads can provide a relatively thorough coverage of the characteristics

of the emulated NoCs, evaluation on trace-driven workloads is still required in some cases such

as assessing some application-specific optimizations. The dissertation takes this into account and

extends the proposed NoC emulator to support trace-driven emulation which will be useful for

research and development of large-scale NoCs in the future when trace data of large-scale NoC-

based systems are available. Since trace data are large, they must be stored in off-chip memory.

The dissertation proposes an effective trace data loading architecture and some methods to hide

the off-chip memory access time and improve the scalability of the emulation architecture in

terms of operating frequency and logic requirements. These proposals are tightly coupled to

the time-multiplexed emulation methods. The evaluation results show that the extended NoC

emulator is two orders of magnitude faster than the above-mentioned software simulator when

emulating an 8×8 NoC with the widely used PARSEC traces while also providing the same

results; and the speedup is increased to three orders of magnitude when emulating a 64×64 NoC

with trace data created based on a synthetic workload.

The work in this dissertation contributes directly to the formation of infrastructures for re-

search and development of large-scale NoCs, which is crucial for developing more powerful and

efficient many-core processors, MPSoCs, and hardware accelerators in the future.
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Chapter 1

Introduction

1.1 Motivation

1.1.1 The Advent of New Computing Architectures

Over the past several decades, the continuous advances in semiconductor process technology

according to Moore’s Law [8] coupled with Dennard scaling [9] have been a fundamental driver

for improving computing performance. Moore’s Law states that the number of transistors that

can be cost-effectively integrated on a chip doubles every 24 months, which has been achieved

by shrinking the transistors. Dennard scaling observes that transistors consume less power and

can switch faster as they get smaller. Therefore, after each generation of technology scaling, with

the same cost and power budget, computer architects had more transistors which were faster than

the previous generation to be able to incorporate new architectural techniques. This resulted in

the exponential improvement of integrated circuit performance. For instance, as shown in Figure

1.1, the processor performance was improved 6,043× from 1978 to 2003 with the average annual

growth rate of 22% in the first six years and 52% in the remaining years.

However, recent trends have made it harder to continue to scale computing performance in

the conventional way. Dennard scaling has broken down since the middle of the 2000s because

the current leakage has become a serious problem as the transistor size decreases. Moore’s Law is

also reaching its limit. This slowdown in technology scaling is leading to serious consequences.

As shown in Figure 1.1, the average annual growth rate of processor performance from 2003 to

2011 was 23% compared to 52% in the previous 17 years. It is further decelerated to 12% in the

period from 2011 to 2015 and just 3.5% in recent years.

Nevertheless, the need for computing performance improvement is becoming higher and

higher. New technologies like social networking services and Internet of Things devices are

resulting in the ever-increasing volume of data that need to be processed. Techniques making

use of these data for creating new values such as deep learning [10] also require tremendous

1
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Figure 1.1: Growth in processor performance from 1978 to 2017 (Figure adapted from [1]). The
data are collected by running the SPEC integer benchmarks [2] and normalized to the perfor-
mance of the VAX-11/780 [3].

computing power. Apart from that, many large problems in science and engineering can only be

solved if we have much more computational resources than at this time.

In response to the impending end of the benefits of technology scaling and the pressing

need for more computing power, we need significant innovation in computing architecture. Two

complementary approaches have been shown to be effective: increasing the number of process-

ing elements on a chip and domain/application-specific specialization. Using these approaches,

three different types of hardware platforms have been developed: multi/many-core processors,

MultiProcessor Systems-on-Chip (MPSoCs), and hardware accelerators.

The microprocessor industry has shifted to integrating multiple processor cores on a chip

since the middle of the 2000s. Most processors used in smartphones and personal computers

today are multi-core processors with two to around ten cores. Many-core processors with more

number of cores have also been developed for use in larger-scale systems like supercomputers

and datacenters. For instance, the Intel Xeon Phi Knights Landing many-core processor [11]

released in 2016 has up to 72 cores. Sunway TaihuLight, the world’s fastest supercomputer as

of November 2017, is based on a many-core processor with 260 cores [12]. To achieve higher

performance and better power efficiency, many-core processors with more and more cores are

being studied at present.

MPSoCs [13] are Systems-on-Chip (SoCs) which have been designed for embedded applica-

tions in various domains such as communications, multimedia, networking, and signal process-

ing. An MPSoC often contains a collection of processing elements of multiple types (general-
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purpose processor cores or domain-specific processing units) which communicate and cooperate

to perform the execution of tasks of the target application. Like general-purpose many-core

processors, to achieve higher performance, better power efficiency and meet the increasingly

stringent requirements of target applications, modern MPSoCs are growing in complexity with

more and more processing elements.

Accelerators are hardware units specialized for specific computational tasks. The use of

accelerators started in the 1980s with the deployment of floating-point co-processors. Accelera-

tors have also been adopted in designing SoCs including MPSoCs. However, the wide adoption

of accelerators in different types of computing systems has not been started until very recently

when the slowdown in technology scaling made it hard to meet the increasingly high demand

for computing power. There have been numerous accelerators proposed recently for speeding up

different tasks in machine learning, databases, graph processing, networking processing, and a

variety of other applications [14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30,

31, 32, 33, 34, 35]. Some have even been deployed in commercial systems like Google Tensor

Processing Unit [14] and Microsoft’s FPGA accelerators [15, 17, 16]. Like in MPSoCs, many

accelerators are comprised of multiple processing elements interacting with each other, and they

are growing in complexity.

1.1.2 Interconnection Problems

As presented in Section 1.1.1, modern many-core processors, MPSoCs, and many hardware ac-

celerators are composed of multiple processing elements that communicate and cooperate with

each other when executing a task. The processing elements also interact with the other com-

ponents of the system such as the memory and input/output (I/O) modules. The latency and

bandwidth of the interconnection between these components are highly critical to the overall

performance, especially when the number of components is large.

1.1.2.1 Problems of Traditional On-Chip Interconnection Architectures

The simplest way to connect a set of components together is to use a bus. A key property

of buses is broadcast: a message transmitted by a node over the bus is received by all other

nodes. Also, only one node can be the transmitter at any given time. With these properties,

buses have been widely used as the interconnects of small-scale multi-core processors, MPSoCs,

and hardware accelerators because of their simplicity and effectiveness. However, as the number

of components that need to be interconnected increases, it is hard to make the bus operate at a

high speed. Moreover, it is hard to provide enough communications bandwidth since only one

message can be sent over the bus at any given time.

Point-to-point interconnects have been used in cases that the required communications band-
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Figure 1.2: An example of a many-core processor architecture with 2D-mesh-based NoC.

width is higher than what a bus can provide. In a point-to-point interconnect, there is a direct

link between any pair of nodes. Thus, a high communications bandwidth can be achieved since

the transmission between a pair of nodes is not affected by other pairs. However, as the number

of components that need to be interconnected increases, the implementation costs (hardware and

power requirements) of point-to-point interconnects become prohibitive.

Crossbars are other alternatives to address the communications bandwidth problem of buses.

Compared to point-to-point interconnects, the implementation costs of crossbars are cheaper.

However, they are still too high when the number of interconnected components is large. Specif-

ically, the cost of a crossbar grows quadratically with the number of I/O ports.

In summary, all of the traditional on-chip interconnection architectures are not scalable. They

cannot keep pace with the number of components that need to be interconnected. Therefore, a

new class of on-chip interconnects called Networks-on-Chip (NoCs) has been developed [36, 4,

37, 38].

1.1.2.2 Network-on-Chip (NoC)

It has been shown that NoCs can address both the communications performance and implemen-

tation cost problems of the traditional on-chip interconnection architectures. They thus have been

used as the interconnects of most of modern many-core processors, MPSoCs, and many hardware

accelerators [11, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 18, 23, 24, 25, 26, 20, 31].

A NoC is composed of a collection of routers interconnected with each other according to a

predetermined topology. To explain how a NoC can be integrated into a system, let us look at an

example below.

Figure 1.2 shows an example of a many-core processor architecture with two-dimensional

(2D)-mesh-based NoC. This architecture is close to the recently released Intel Xeon Phi Knights

Landing [11] and OpenPiton [40, 41] architectures. Each node contains a processor core, a

private L1 cache (separated into L1I and L1D), a bank of L2 cache, and a NoC router. The
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routers of two adjacent nodes are interconnected to each other. L2 is a shared cache and is

divided into banks that are distributed among nodes. The organization of L2 is assumed to be

Statically-mapped Non-Uniform Cache Architecture (S-NUCA). Specifically, the mapping of

data into L2 banks is pre-determined, based on their physical addresses. Figure 1.2 shows how

handling an L1 miss at node N1 involves the use of the NoC. Here we assume that the home L2

bank of the data requested is in node N2. The handling steps are as follows. First, a miss request

is sent from node N1 to node N2 (step (1)). If hit in the home L2 bank at node N2, then the data

are sent back to the L1 cache at node N1 (step (5)). Otherwise, an L2 miss request is sent to the

target memory controller (steps (2) and (3)). The memory controller loads the requested data and

sends back to the home L2 bank (step (4)). Finally, the data are sent back to the L1 cache from

the home L2 bank (step (5)). The request/response messages between node N1, node N2, and the

memory controller are transmitted over the NoC.

1.1.3 Challenges in NoC Design

The example in Figure 1.2 described in Section 1.1.2.2 suggests that the NoC performance is

highly critical to the overall performance. In [52], Sanchez et al. quantitatively show that, in a

many-core processor with 128 multithreaded cores, the NoC is responsible for 60% to 75% of

the miss latency and thus has a significant impact on the overall performance. The authors also

find that improving the NoC can help to boost the overall performance by up to 20% and that

the impact of the NoC becomes more pronounced as the number of cores increases. Therefore,

research and development of NoCs play a key role in designing future large-scale architectures

with hundreds to thousands of cores.

However, a major obstacle to research and development of large-scale NoCs is the lack of

fast modeling methodologies that can provide a high degree of accuracy. Analytical models like

those proposed in [53, 54] are extremely fast but may incur significant inaccuracy in many cases.

Thus, NoC designers often rely on simulation, which can provide much more accurate evaluation

results and insights into the designs, to test their ideas and make design decisions.

Software simulators including full-system simulators such as gem5 [55] and stand-alone NoC

simulators such as BookSim [5] have been widely used in the NoC research community. Al-

though these simulators offer various advantages such as the flexibility and the broad range of

programming tools, they suffer from two serious drawbacks. First, it is hard to validate a com-

plex design because various types of errors may be introduced during specifying, abstracting,

and implementing certain details [56]. One can design and implement a feature in a way that

would be impractical to implement in hardware. Second, and more important, the simulators

are too slow to simulate large-scale designs with hundreds to thousands of nodes in a reason-

able time. Sanchez et al. [57] mentioned that it would take almost a year for gem5 to simulate
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1s of a thousand-core chip. Compared to full-system simulators, stand-alone NoC simulators,

which often support much more detailed NoC models, are faster, but simulating a large-scale

NoC still requires an excessive amount of time. Because of this, most previous studies are lim-

ited to NoCs with around 100 nodes. To investigate novel designs with hundreds to thousands of

nodes, it is crucial to improve the simulation speed while maintaining the simulation accuracy.

Unfortunately, using existing parallelization techniques to improve the simulation speed without

sacrificing the simulation accuracy is hard [58].

To address the simulation speed problem, there have been some attempts to build NoC emu-

lators using Field-Programmable Gate Arrays (FPGAs) [59, 60, 61, 62, 63, 64, 65, 66, 67, 68].

However, these NoC emulators suffer from the scalability problem. They cannot scale to large

NoCs due to the FPGA logic and memory constraints.

A recent study [69] has shown that even an extremely large FPGA does not have enough logic

blocks to fit a moderately complex NoC design of around 150 nodes. Some prior studies simplify

the router models and sacrifice the cycle accuracy, a level of emulation accuracy in which target

NoCs are emulated on a cycle-by-cycle basis, to reduce the number of required logic blocks.

For instance, DART [65] uses a simple single-stage NoC router with only one output channel

to model some multi-stage pipelined NoC routers with five output ports. However, Khan [70]

has shown empirical evidence that using a simplified emulation model or sacrificing the cycle

accuracy may lead to conclusions that are wrong both quantitatively and qualitatively. Thus, it is

necessary to preserve both of them.

Besides the challenge of a large number of required logic blocks, emulating a large-scale

NoC also requires a large amount of memory for modeling of traffic workloads. However, the

on-chip memory capacity of an FPGA is very small, at most from several to around only ten

megabytes. Off-chip memory (usually DRAM) has a larger capacity but is much slower than

on-chip memory. The use of off-chip memory may substantially degrade the emulation speed.

There are two types of workloads used in NoC emulation: synthetic workloads and trace-

driven workloads. Synthetic workloads are those based on mathematical modeling of common

traffic patterns in real applications. They have a high degree of flexibility and are easy to create.

A set of carefully designed synthetic workloads can provide a relatively thorough coverage of the

characteristics of the target NoCs. It has also been shown that evaluation on synthetic workloads

is indispensable in many cases. For instance, when designing a routing algorithm, the use of

synthetic workloads is mandatory for assessing the algorithm on possible corner cases like those

under extremely high loads. On the other hand, trace-driven workloads are those based on trace

data captured from either a working system or an execution-driven simulation/emulation. They

are effective for evaluating target NoCs under the intended applications.

To evaluate a NoC on a synthetic workload, it is necessary to use open-loop measurements

[4] in which a large FIFO buffer called source queue is placed after each packet source to de-
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couple the traffic generation and injection process from the NoC. If the source queues are not

large enough, then the traffic generation and injection process will be affected by the NoC, and

therefore the workload produced by the traffic generators will not be the one originally speci-

fied. Because of this, emulating large-scale NoCs under synthetic workloads on FPGAs requires

a large amount of memory. Although off-chip memory can be used, the emulation speed may

be degraded substantially since accessing off-chip memory takes much more time than on-chip

memory.

In the case of emulation with trace-driven workloads, trace data are often much larger than

the total capacity of FPGA on-chip memory and thus must be stored in off-chip memory. Most of

the existing FPGA-based NoC emulators simplify the control of loading trace data from the off-

chip memory, generating messages based on the loaded trace data, and injecting the messages

to the NoC by using soft processors like Microblaze or hard processors on SoC FPGAs. The

processors are also responsible for manipulating the emulation and making sure that there is no

timing error. This approach makes the implementation easy but the emulation speed is drastically

reduced with increasing the NoC size [68].

1.2 Thesis Contributions

This thesis proposes methods to overcome the challenges in the FPGA emulation approach de-

scribed in Section 1.1.3, thereby enabling fast and accurate modeling of NoCs with hundreds to

thousands of nodes. While the goal of these methods is to enable fast and accurate modeling of

large-scale NoCs, they are also beneficial to the modeling of current NoCs with tens to around

100 nodes.

Novel time-division multiplexing methods for NoC emulation: The thesis proposes a novel

use of time-division multiplexing (TDM) where the emulation cycle is decoupled from the FPGA

cycle and a network is emulated by time-multiplexing a small number of nodes. This approach

helps to overcome the FPGA logic constraints, thereby enabling emulation of large-scale NoCs

with hundreds to thousands of nodes using a single FPGA. Although the TDM technique has been

adopted in some prior work [60, 63, 65, 67, 68], it has not been discussed thoroughly. The im-

plementation methods in these studies are not scalable in terms of both FPGA logic requirements

and emulation speed. Moreover, they consider only some typical direct networks including 2D

meshes, 3D tori, hypercubes, and fully connected networks. These direct networks have regular

physical arrangements that are intuitively matched to Very-Large-Scale Integration (VLSI) pack-

aging constraints and thus have been employed in many practical systems. On the other hand,

indirect networks such as fat-trees have an attractive feature of lower hop counts that imply lower

packet transmission delay and have also been widely adopted. Thus, it is highly desirable that

indirect network topologies be supported. However, since the connectivity pattern of nodes in
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an indirect network is generally much more complicated than that in a direct network, using the

TDM technique to emulate indirect networks is not trivial. This thesis discusses in detail methods

for efficiently applying the TDM technique for both direct and indirect network topologies with

the focus on 2D meshes and fat-trees (k-ary n-trees). Because these two network topologies are

the bases of almost all actually constructed network topologies [4], it can be expected that the

proposed methods can be extended for a wide range of networks.

While the proposed TDM methods enable the emulation of large-scale NoCs, they alone are

not sufficient. To achieve a high emulation speed, it is essential to address the memory constraints

caused by modeling traffic workloads.

An efficient method for modeling of synthetic workloads: Currently, due to the lack of trace

data of large-scale NoC-based systems, using synthetic workloads is practically the only feasible

approach for emulating large-scale NoCs with thousands of nodes. The thesis describes how to

emulate a NoC under a synthetic workload without requiring a large amount of memory by (1)

decoupling the time counter of each packet source from that of the network and (2) properly

allowing the network to operate interactively with the packet sources based on the status of

the source queues and the relationship between the time counters. This approach makes the

emulation take place as if infinite source queues could be used at the expense of stalling the

network in some cases. Although the emulation is slowed down in cases of stalling the network,

the memory footprint of the emulation is bounded regardless of the offered traffic load. Thus,

we can use only FPGA on-chip memory to implement the source queues even when emulating

large-scale NoCs. The thesis also presents methods to minimize the number of times the network

is stalled.

FNoC – An emulator for NoC emulation under synthetic workloads: Using the proposed

time-multiplexed emulation methods and the method for modeling of synthetic workloads, the

thesis develops a NoC emulator, called FNoC, on a Virtex-7 XC7VX485T FPGA. The main

evaluation results are as follows:

• The size of the largest NoC that can be emulated by FNoC depends on only the on-chip

memory capacity of the FPGA used. The thesis demonstrates the emulations of NoCs of

various sizes, up to 128×128 (16,384 nodes) for the 2D mesh topology and 4-ary 6-tree

(6,144 switch nodes and 4,096 terminal nodes) for the fat-tree topology.

• When emulating a 128×128 NoC and a 4-ary 6-tree NoC under a synthetic workload,

FNoC is, respectively, 5,047× and 232× faster than BookSim [5], one of the most widely

used software-based NoC simulators.

• Extensive experimentation shows that FNoC and BookSim report exactly the same results

in every case. This indicates that the NoCs modeled by FNoC are totally identical to those

of BookSim.
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A use case of FNoC in design and modeling of a new routing algorithm: The thesis shows the

usability of FNoC by designing and modeling an effective routing algorithm, called LEF, for 2D

mesh NoCs and evaluating it for various network sizes, from 8×8 to 128×64. LEF is developed

based on the idea which is originally proposed in [71]. LEF has an oblivious routing scheme and

thus a low design complexity. It, however, can achieve high performance by properly distribut-

ing the load over two network dimensions and using an efficient deadlock avoidance method.

Because of the lack of fast modeling methodologies that can provide a high degree of accuracy,

most existing routing algorithms have been evaluated in NoCs of limited size. FNoC enables

the evaluation in large-scale NoCs with thousands of nodes in a practical time. LEF is evaluated

against O1TURN [7], one of the best oblivious routing algorithms for 2D meshes, and a compli-

cated adaptive routing algorithm based on the odd-even turn model [72]. The evaluation results

show that, in an 8×8 NoC, LEF provides 3.6%–10% higher throughput than O1TURN and com-

parable performance to the adaptive routing algorithm under three different traffic patterns. LEF

is particularly effective when the network is asymmetric. In a 16×8 NoC, LEF outperforms the

adaptive routing algorithm and delivers up to 28.3% higher throughput than O1TURN. However,

as the NoC size increases, the performance of the algorithms is strongly affected by the resource

allocation policy in the network and the effects are different for each algorithm. This result would

not be obtained if modeling of large-scale NoCs could not be performed.

Towards NoC emulation under future scenarios with trace-driven workloads: While syn-

thetic workloads can provide a relatively thorough coverage of the characteristics of the emulated

NoCs, evaluation on trace-driven workloads is still required in some cases such as assessing some

application-specific optimizations. The thesis takes this into account and extends FNoC to sup-

port trace-driven emulation which will be useful for research and development of large-scale

NoCs in the future when trace data of large-scale NoC-based systems are available. Since trace

data are large, they must be stored in off-chip memory. The thesis proposes an effective trace data

loading architecture which does not include processors for speeding up trace-driven emulation

of NoCs with up to thousands of nodes. The thesis also introduces some methods to effectively

hide the off-chip memory access time and improve the scalability of the emulation architecture in

terms of operating frequency and FPGA resource requirements. These proposals are tightly cou-

pled to the time-multiplexed emulation methods. The evaluation results show that the extended

NoC emulator achieves a speedup of 260× compared to BookSim when emulating an 8×8 NoC

with the PARSEC traces [73] collected by Hestness et al. [74] while also providing the same

results; and the speedup is increased to 5,106× when emulating a 64×64 NoC with trace data

created based on a synthetic workload.

The work in this thesis contributes directly to the formation of infrastructures for research and

development of large-scale NoCs, which is crucial for developing more powerful and efficient

many-core processors, MPSoCs, and hardware accelerators in the future.
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1.3 Thesis Organization

The rest of this thesis is organized as follows.

Chapter 2 provides relevant background in NoC, FPGA, and NoC modeling. This chapter

also reviews the efforts that have been made over the years in NoC modeling by both software

simulation and FPGA emulation and discusses the approach of the thesis. The chapter ends by

presenting the NoC emulation model adopted in the thesis.

Chapter 3 proposes novel time-division multiplexing methods to overcome the FPGA logic

constraints, thereby enabling emulation of large-scale NoCs with hundreds to thousands of nodes

using a single FPGA. The chapter discusses in detail architectures and methods for supporting

both direct and indirect network topologies with the focus on 2D meshes and fat-trees (k-ary n-

trees). The chapter also describes the basic rules for writing time-multiplexed emulation Register-

Transfer Level (RTL) code. The content of this chapter is largely based on the author’s published

work [75, 76, 77, 78].

Chapter 4 proposes a method for addressing the memory constraints in modeling synthetic

workloads that are presently the only feasible workloads for emulating large-scale NoCs with

thousands of nodes. The proposed method reduces the amount of required memory so that it

is not necessary to use off-chip memory even when emulating NoCs with thousands of nodes.

This not only makes the overall design much simpler but also significantly contributes to the

improvement of emulation speed since the use of slow off-chip memory is avoided. The chapter

also presents a NoC emulator that is built based on the combination of the method for modeling

of synthetic workloads and the time-multiplexed emulation methods proposed in Chapter 3. The

content of this chapter is largely based on the author’s published work [76, 77, 78].

Chapter 5 shows the usability of the NoC emulator proposed in Chapter 4 by designing and

modeling an effective routing algorithm for 2D mesh NoCs and evaluating it for various network

sizes, from 8×8 to 128×64. The content of this chapter is largely based on the author’s published

work [79].

Chapter 6 extends the NoC emulator proposed in Chapter 4 to support trace-driven emulation

which will be useful for research and development of large-scale NoCs in the future when trace

data of large-scale NoC-based systems are available. The chapter proposes an effective trace data

loading architecture and some methods to hide the off-chip memory access time and improve the

scalability of the emulation architecture in terms of operating frequency and FPGA resource

requirements. These proposals are tightly coupled to the time-multiplexed emulation methods

introduced in Chapter 3. The chapter also presents the evaluation of the extended NoC emulator.

The content of this chapter is largely based on the author’s published work [80].

Chapter 7 summarizes the thesis and discusses the future work.
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Background and Related Work

2.1 NoC Basics

Any NoC architecture can be characterized by four properties: topology, routing, flow control,

and router architecture [4, 38]. In this thesis, the components that are interconnected by a NoC

in a many-core system (many-core processor, MPSoC, or hardware accelerator) are collectively

called cores. A core can be a processing element, a memory module, or an I/O module.

2.1.1 Topology

Topology defines how channels and nodes are arranged in a network. Because topology heavily

affects the design of the other properties, choosing a topology is usually the first step in de-

signing a NoC. The topology establishes an optimal bound on performance, that is, throughput

and latency, of a network. The routing algorithm, flow control protocol, and router architecture

determine how closely the optimal performance bound can be approached.

Direct network topology versus indirect network topology: In direct networks such as meshes

and tori, each node behaves as both a terminal node and a switch node and thus is composed of a

core connected with a router. On the other hand, indirect networks such as butterflies (e.g., flat-

tened butterfly [81]) and trees (e.g., fat-tree [82], Fat H-Tree [83]) distinguish between terminal

node and switch node. Specifically, each terminal node in an indirect network is a core while

each switch node is a router.

This thesis studies two network topologies: 2D mesh and k-ary n-tree (a commonly used

topology in the fat-tree family). Figure 2.1 illustrates the position of routers, cores, and links

between routers in each topology. Table 2.1 provides a comparison of the two topologies for

three key metrics. The router radix here is defined as the number of ports per router. It can be

used as an indicator of the cost of a network. In general, a network with higher router radix is

more expensive to implement because it requires more area and energy at each router.

11
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Figure 2.1: The position of routers (R), cores (C), and links between routers in each of the two
network topologies studied in this thesis.

Table 2.1: Comparison of the two network topologies studied in this thesis

Type #cores #routers Router radix(1)

2D mesh (x× y) Direct network topology xy xy 5(2)

k-ary n-tree Indirect network topology kn nkn−1 2k(3)

(1): the number of ports per router.
(2): some ports of the routers at the edge are not used.
(3): some ports of the routers at the root of the tree are not used.

An x× y 2D mesh network comprises xy nodes, each has one core and one radix-5 router1.

Note that some ports of the routers at the edge of the mesh are not used. These routers can be

simplified and thus require less area and energy than the others.

A k-ary n-tree consists of kn cores (terminal nodes) and n levels of kn−1 routers (switch

nodes). The router radix in this network is 2k. Thus, when k ≥ 3, the cost for implementing

each router in this network is higher than in 2D mesh networks. Also, note that some ports of the

routers at the root of the tree are not used.

2.1.2 Routing

With the roadmap determined by the topology, routing algorithms define which path a packet

takes to reach its destination. A routing algorithm can be categorized as oblivious or adaptive

depending on how the routing decisions are determined.
1This thesis considers the common case that there is only one core in each node of a 2D mesh network. In general,

a designer might choose to put c cores (c ≥ 2) into each node; in this case, the router radix of the network is 4 + c.
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Oblivious routing algorithms do not use the network’s state information in their routing de-

cisions. For example, in 2D mesh networks, a widely used oblivious routing algorithm is the

XY dimension-order routing (DOR) algorithm where a packet is routed first in the X dimension

and then in the Y dimension to reach its destination. Although this algorithm may produce load

imbalance for some traffic patterns, it has been widely used in many commercial and research

systems [11, 43, 84, 40, 41] because it is very simple to implement, has short routing delay,

requires low hardware overhead, and simplifies the deadlock avoidance problem.

Contrary to oblivious routing algorithms, adaptive routing algorithms consider the network’s

state information in their routing decisions. Thus, they can adapt to the condition of the network

and are often better than oblivious routing algorithms in load balancing. However, adaptive rout-

ing algorithms are generally more complex, have longer routing delays, and incur more hardware

overhead.

Apart from the requirements of routing delay and hardware overhead, deadlock freedom is an

issue that must be taken into account when designing any routing algorithm. A deadlock occurs

when multiple packets form a dependency cycle that lasts forever, that is, there is no way that this

cycle can be broken. In general, deadlock freedom can be achieved by focusing on the routing

algorithm or the flow control protocol.

Achieving deadlock freedom by focusing on the routing algorithm: Deadlocks are avoided by

ensuring that the paths produced by the routing algorithm do not form any cycles. For example,

Glass and Ni [85] observe that there are eight possible turns in a 2D mesh: from North to West,

from West to South, from South to East, from East to North, from North to East, from East to

South, from South to West, and from West to North; and by permitting only four of these turns,

the XY DOR algorithm does not produce any cycles of paths and thus is deadlock-free. They also

find that cycles of paths can be prevented by prohibiting only two of the eight turns. Based on

this, they propose three deadlock-free routing algorithms: west-first (prohibiting two turns from

North to West and from South to West), north-last (prohibiting two turns from North to West and

from North to East), and negative-first (prohibiting two turns from North to West and from East

to South). Chiu [72] points out that the routing flexibility provided by these algorithms is not

even for all source-destination pairs. Specifically, when any of the algorithms is used, at least

half of the source-destination pairs have only one minimal path while this is not the case for the

others. Chiu proposes that, by using different sets of prohibited turns for nodes in odd and even

columns, the routing flexibility can be improved while deadlock freedom is still guaranteed. For

example, when a packet is at a node in an even column, it is prohibited from a set of two turns:

from East to North and from North to West. When the packet is at a node in an odd column, it is

prohibited from a different set of two turns: from East to South and from South to West.

Achieving deadlock freedom by focusing on the flow control protocol: Deadlocks are avoided

by preventing router buffers from being allocated to packets in a way such that a dependency
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cycle of packets is formed. The deadlock avoidance method proposed in Chapter 5 is based on

this approach.

2.1.3 Flow Control

A flow control protocol determines how shared resources in the network such as router buffers

and channels are allocated when contention occurs. Most modern NoCs use wormhole and virtual

channel (VC) flow control.

In wormhole flow control, router buffers and channels are allocated on a flit-by-flit basis. A flit

(flow control digit) is the smallest unit of flow control. Each packet, the basic unit of transmission

of a network, is composed of a head flit, some body flits, and a tail flit. By splitting each packet

into multiple flits, large packet sizes can be supported while using small buffers because flits can

be transferred to the next hop without waiting for the entire packet.

VC flow control [86] divides each router’s input FIFO buffer into several smaller ones (VCs).

By this way, each physical channel is associated with multiple small FIFO buffers instead of a

deep one. Several VCs may share the bandwidth of a physical channel. Moreover, if a packet

is blocked at a FIFO buffer, other packets can still use another FIFO buffer at the same port to

pass the blocked packet. VC flow control thus makes efficient use of both physical channels’

bandwidth and router buffers.

Because an upstream router can only send a flit to a downstream router if the corresponding

buffer in the downstream router has a free space for the flit, a mechanism for managing the

agreement across routers is required. One of the most efficient mechanisms is using credits.

In credit-based flow control, each router maintains credit counters for tracking the state of the

adjacent routers’ buffers. Suppose that R1 and R3 are two adjacent routers of router R2. At

router R2, when a flit, previously received from router R1, leaves a buffer to go to router R3,

the credit counter for the downstream buffer at router R3 is decremented while a credit is sent

to router R1 to increment the credit counter for the upstream buffer. Because of the delay in

sending credits between routers, credit counters are always smaller than the actual numbers of

free spaces of corresponding buffers. In routers that have a limited amount of buffers, the impact

of this delay on overall performance may be large.

2.1.4 Router Architecture

Router architecture defines the internal organization and pipeline structure of routers in which

the routing algorithm and flow control protocol are implemented. Most of the recently proposed

NoCs are based on the input-queued VC router [4]. Figure 2.2 shows the architecture of this

router. Its operation can be pipelined. The typical five-stage pipeline structure consists of Rout-

ing Computation (RC), VC Allocation (VA), Switch Allocation (SA), Switch Traversal (ST), and
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Figure 2.2: The conventional input-queued VC router architecture with credit-based flow control
[4].

Link Traversal (LT). Only head flits proceed through the first two stages RC and VA. The remain-

ing three stages are performed for every flit. When the head flit of a packet arrives at a router,

stage RC is performed to determine the output port to which the packet is passed. After that,

the packet is allocated an output VC at stage VA. Once stage VA is completed, each flit of the

packet is allocated a time slot at the crossbar switch, traverses the crossbar switch, and traverses

the output link towards the next router at stage SA, ST, and LT, respectively.

The router pipeline structure directly affects the overall latency of the network. The minimum

number of cycles that it takes each head flit to traverse a router is equal to the number of pipeline

stages. Additional delay may arise due to the contention at two stages VA and SA. The body flits

and the tail flit of a packet inherit the output port and output VC from the head flit and thus can

skip two stages RC and VA.

There have been numerous efforts to improve the network performance by reducing the num-

ber of stages in the router pipeline structure while maintaining a short critical path delay. Some

typical approaches include look-ahead routing [4, 87], speculative architecture [88], bypassing

[89, 90], and prediction [91]. Chapter 4 will show how the look-ahead routing technique can

improve the NoC performance in a case study of the proposed FPGA-based NoC emulator.

2.2 FPGA Basics

FPGAs are programmable devices currently comprising of up to millions of interconnected logic

blocks that can be used to implement any logic functions. In Xilinx FPGAs, each of these config-
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urable logic blocks consists of one or several slices. For instance, each configurable logic block

in Xilinx 7 series FPGAs is composed of two slices [92]. Each slice is formed from some Look-

Up Tables (LUTs), flip-flops, multiplexers, and arithmetic carry logic. The programmability of

FPGAs comes from the fact that a LUT can be configured to become any logic gate.

In addition to the configurable logic blocks, for higher efficiency, FPGA manufacturers also

integrate a large number of hard blocks of common functions fixed into the silicon such as em-

bedded SRAMs (called block RAMs, or BRAMs for short, in Xilinx FPGAs) and floating-point

digital signal processing (DSP) blocks. However, the higher efficiency comes at the expense of

programmability. For instance, a BRAM in Xilinx FPGA has only two ports. Thus, a memory

with three or more ports cannot be directly implemented using BRAMs. Besides the limitation

of the number of ports, BRAMs can only be configured to some predetermined patterns (e.g.,

1-bit×32,768; 2-bit×16,384; etc.). Because of this, implementing a memory with the bit-width

not included in the predetermined patterns requires at least two BRAMs even the depth of this

memory is small.

On FPGAs, a memory can be implemented by using either configurable logic blocks or em-

bedded SRAMs. Configurable logic blocks are flexible but extremely inefficient for implement-

ing memories larger than several kilobytes. Embedded SRAMs are more efficient but have the

limitations described above. The on-chip memory capacity of an FPGA is calculated from the

number of fixed-size embedded SRAMs and the amount of memory that can be implemented

using the configurable logic blocks. Modern FPGAs have very limited on-chip memory capacity.

Even large-scale FPGAs have around only several to ten megabytes of on-chip memory. There-

fore, in FPGA-based systems, large data must be stored outside of the FPGA (usually off-chip

DRAM).

2.3 NoC Modeling

Modeling is the foundation of NoC research and development. It is crucial for architects to test

and evaluate their ideas. This section first briefly reviews three basic approaches in NoC model-

ing, namely, analytical modeling, hardware prototyping, and simulation, and then highlights the

urgent need for simulation acceleration.

2.3.1 Analytical Modeling

Analytical modeling is an important evaluation method that is often used in the early stages of the

design cycle. In this method, the characteristics of a design are described by using a collection

of formulas. For example, assuming there is no contention, the average latency (in cycles) that

a packet must experience in a 2D mesh NoC of size k × k under the uniform random traffic in
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which a node sends packets to the others with equal probability can be estimated by

L = Havg ×Dhop + Plen − 1

where Havg, Dhop, and Plen are the average minimum hop count of the network, the number of

pipeline stages of the router architecture, and the packet length (in flits), respectively. Havg can

be calculated by the following formula.

Havg =


2k
3 if k is an even number

2(k3 −
1
3k ) if k is an odd number

Studies such as [53] and [54] provide much more sophisticated analytical models for analyzing

NoC performance across some parameters like topology and several microarchitecture decisions.

Analytical modeling has two major advantages. First, it is extremely fast. An estimate can

be almost immediately obtained because we only have to compute a limited number of formulas.

Second, the formulas often give us fundamental insights into the characteristics of the design. An

analogous example is the implication of Amdahl’s law [93] in parallel computing which states

that the theoretical speedup S of the execution of a task obtained with parallelization can be

computed by

S =
1

1− p+ p
N

(2.1)

where p (0 ≤ p ≤ 1) is the proportion of execution time that the part benefiting from paralleliza-

tion originally occupied and N is the speedup of the execution of this part. The insight that can

be derived from formula (2.1) is that no matter how hard we try to improve N , we still cannot

achieve a speedup larger than 1
1−p .

However, analytical modeling cannot be used to make design decisions in many cases be-

cause either it introduces too much inaccuracy or it is too hard to find appropriate formulas for

describing the design decisions. Therefore, NoC designers often use analytical models as the

guidance for only high-level decisions.

2.3.2 Hardware Prototyping

A way to evaluate a NoC design is to build a hardware prototype of it [94, 95, 96, 97, 98].

Hardware prototypes can provide extremely accurate evaluation results. However, building them

is extremely time-consuming and costly, especially if they are Application-Specific Integrated

Circuits (ASICs). Therefore, hardware prototyping is often used in the final stages of the design

cycle which are right before the production stage.
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2.3.3 Simulation

Simulation is the de facto evaluation method not only in NoC design exploration but also in

general computer architecture. Simulation can provide much more accurate evaluation results

than analytical modeling while having a relatively cheap development cost compared to hardware

prototyping.

2.3.3.1 Simulation Methodologies

Existing simulation methodologies can be classified into three categories [4]: execution-driven

simulation, simulation with synthetic workloads, and simulation with trace-driven workloads.

They have been used in a complementary manner.

The execution-driven simulation approach gives the highest degree of simulation accuracy

but has three major drawbacks. First, developing and controlling full-system simulators that sup-

port execution-driven simulations is difficult because of the involvement of processing elements,

memory modules, and I/O modules. Second, the simulation speed is generally very slow, espe-

cially for complicated and large designs. Third, it is hard to identify bottlenecks in the simulated

NoC because any design change affects not only the NoC itself but also the workload.

Due to the above reasons, two approaches, simulation with synthetic workloads and trace-

driven simulation, have been commonly used in the evaluation of NoCs. Synthetic workloads

capture the salient features of the execution-driven workloads while remaining flexible. However,

because of the high level of abstraction, in some cases, the simulation results may not reveal the

characteristics of the NoC under the intended applications. This motivates the use of the trace-

driven simulation approach in which a NoC simulator replays a sequence of messages captured

from either a working system or an execution-driven simulation.

This thesis focuses on simulation with synthetic workloads and trace-driven simulation. Sup-

porting execution-driven simulation is left as future work.

2.3.3.2 Cycle Accuracy

Cycle accuracy is a level of simulation accuracy in which the target design is simulated on a

cycle-by-cycle basis. With the same input, all of the state elements (e.g., memories, registers) in

the simulation contain the same values as those in a real hardware implementation at every clock

cycle. Thus, the evaluation results obtained from cycle-accurate simulations are totally reliable.

Cycle-accurate simulations have been shown to be extremely important in NoC research

specifically and in computer architecture research generally. For instance, in [70], Khan has

provided empirical evidence that sacrificing the cycle accuracy may lead to conclusions that are

wrong both quantitatively and qualitatively. Therefore, preserving the cycle accuracy is a crucial

issue.
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Figure 2.3: Simulation speed of BookSim [5], one of the most widely used cycle-accurate NoC
simulators, for different network sizes.

2.3.4 The Need for Simulation Acceleration

Cycle-accurate simulators, while being reliable for making design decisions, are too slow, espe-

cially when the target design is large. Figure 2.3 shows the simulation speed of BookSim [5], one

of the most widely used cycle-accurate NoC simulators, when simulating five NoCs of different

sizes with a synthetic workload on a Core i7 4770 PC. The results in the case of simulation with

trace-driven workloads are almost the same. We can see that the simulation speed of BookSim

is around 6,700–52,000 simulation cycles per second when simulating the 8×8 NoC and is re-

duced to just 10–55 simulation cycles per second when simulating the 128×128 NoC. At this

speed, running a long simulation would take an excessive amount of time. For example, in the

case of trace-driven simulation, the length of a meaningful trace for 8×8 NoCs is typically sev-

eral billions of cycles and becomes longer for larger network sizes; the simulation time is thus

impractical.

The above analysis shows that there is a great need for accelerating NoC simulation. This

thesis addresses this problem with the FPGA emulation approach.
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2.3.5 FPGA Emulation: A Hardware-Accelerated Approach to Simulation

FPGA emulation is becoming a promising approach for accelerating NoC simulation due to three

reasons. First, with the programmability of FPGAs, FPGA-based hardware can be developed in

an incremental way which is analogous to software development. Second, the fine-grain paral-

lelism of FPGAs can be leveraged to achieve orders-of-magnitude speedup relative to software

simulators. This has been shown in the literature which will be discussed in Section 2.4.2. Third,

FPGA development tools are becoming better and better, which helps to significantly reduce the

effort that designers need to spend on writing, testing, and debugging code.

2.4 Related Work

2.4.1 Software Simulators

Full-system simulators such as gem5 [55] and MARSS [99] enable the study of full many-core

systems, including NoCs and other components, with real applications. They can be designed

to be cycle-accurate, but are so slow that most studies are restricted to designs with less than

64 cores. For example, MARSS achieves a speed of less than 200 Kilo Instructions Per Second

(KIPS) when simulating an 8-core design. At this speed, simulating large designs would take an

excessive amount of time.

Most parallel full-system simulators sacrifice accuracy for speed. For instance, ZSim [57]

proposes a parallelization technique that divides the simulation into many small intervals of sev-

eral thousand cycles. In each interval, processor cores are simulated in parallel while ignoring

resource contentions and using zero-load latencies for all memory accesses. The loss of accuracy

can be small if there are only a few interactions between instructions from different processor

cores. However, maintaining a high degree of accuracy is challenging in many cases.

Stand-alone NoC simulators often provide more detailed network models than full-system

simulators do. GARNET [100] is a NoC simulator that has been incorporated into gem5. Book-

Sim [5] is a detailed and cycle-accurate NoC simulator that provides a wide variety of param-

eterized network components. BookSim is designed to avoid mechanisms that are impractical

to implement in hardware. For example, the communication between two adjacent routers is

established via a channel with a parameterized delay rather than a global variable. Therefore,

compared to other NoC simulators like GARNET, BookSim is slightly slower. Noxim [101] is a

NoC simulator written in SystemC. What makes Noxim unique is that it supports emerging wire-

less NoC architectures. GARNET, Noxim, and BookSim are open source and have been widely

used in the NoC research community. Other open source and notable NoC simulators include

NOCulator [102], VisualNoC [103], and Access Noxim [104]. Like GARNET, BookSim, and

Noxim, NOCulator provides cycle-accurate performance models for a wide range of topologies
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and routers. VisualNoC can visualize the detailed operations of routers, packets, and processing

elements and is thus very useful for designers to analyze their routing and task mapping algo-

rithms. Access Noxim is a simulator supporting 3D NoC architectures. Besides performance

models, Access Noxim incorporates both power and thermal models.

In general, stand-alone NoC simulators are much faster than full-system simulators. How-

ever, as described in Section 2.3.4, they are still slow for simulating designs with hundreds to

thousands of nodes in a reasonable time.

Existing parallelization techniques scale poorly because of the high synchronization cost. For

instance, HORNET [58], a parallel NoC simulator, divides the simulation into parallel threads

and periodically synchronizes all threads on a barrier twice per simulated cycle to preserve 100%

timing accuracy. In this way, HORNET’s speed scales almost linearly up to five threads when

simulating a 64-node NoC. By performing the synchronizations less frequently, the simulation

speed can scale well up to around 15 threads, but the simulation accuracy is no longer guaranteed.

2.4.2 FPGA-Based Emulators

There have been some attempts of using FPGAs to emulate full multi/many-core systems. Studies

in the RAMP project [105], such as RAMP Red [106, 107], RAMP White [108, 109], ProtoFlex

[110, 111], RAMP Gold [112], and HAsim [113], have shown that an unprecedented emulation

performance can be achieved by leveraging the fine-grain parallelism of FPGAs. Several other

studies also reported the great potential of the FPGA-based approach. For example, Arete [114]

achieves an emulation speed of 55 MIPS when emulating an 8-core design on four FPGAs which

is multiple orders of magnitude faster than conventional software simulators. However, there

are only a few studies supporting detailed NoC models. HAsim proposes a TDM scheme where

a system is emulated based on A-Ports [115], a method for abstracting the physical core as

well as the physical router into separate modules connected by FIFO queues, and a novel use

of permutations that represent the communication pattern between routers in the system. This

TDM scheme enables HAsim to emulate a 16-core design with detailed core pipelines, cache

hierarchy, and NoC using a Virtex-5 FPGA. Another study that considers detailed NoC models

is Heracles [116]. Besides the NoC, Heracles provides four different types of processing units

including one simple injector core dedicated for NoC simulation and three MIPS cores together

with a parameterized memory system. On an FPGA, Heracles can emulate a 25-core NoC-based

design with a seven-stage MIPS core, one level of private instruction/data caches, and 32KB of

local memory per core.

Currently, emulating full many-core systems with over hundreds of cores is still an open

research problem. The focus of the rest of this subsection is on stand-alone NoC emulators.

Table 2.2 highlights the differences between the state-of-the-art emulators and the emulator
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Table 2.2: Comparison of FPGA-based NoC emulators

NoC emulator

Largest Fully Adaptive TDM for TDM for Using Using Dedicated

Traffic

Approximate

NoC pipelined routing direct indirect soft off-chip hardware emulation speed

router NoCs NoCs processor memory (cycles/s)

AdapNoC [67] 32×32 No Yes Yes No Yes Yes No Syn+Trace 30K–200K(1)

DuCNoC [68] 128×64 No Yes Yes No No Yes Yes Syn+Trace 200K–375K(2)

Drewes et al. [66] 8×8 No - No No No Yes Yes Syn+Trace 16K(1)

DART [65] 9×9 No No Yes No No No No Syn+Trace 5,500K–16,000K(1)

FIST [64] 24×24 No No No No No No No - -

Papamichael [63] 4×4×4×4 No No Yes No Yes Yes No Trace -

AcENoCs [62] 5×5 No No No No Yes Yes No Syn+Trace 20K–55K(2)

DRNoC [61] 4×4 No No No No No No Yes Syn -

Wolkotte et al.[60] 16×16 - No Yes No No Yes Yes Syn 12K–35K(1)

FNoC (Proposal)

128×128

Yes Yes Yes Yes No

Syn:No

No Syn+Trace

11,580K–15,000K(1)

4-ary 6-tree Trace:Yes 80.9K–97.7K(3)

7.9K–8.1K(4)

(1): speeds of emulating 8×8 NoCs under synthetic workloads.
(2): speeds of emulating 5×5 NoCs under synthetic workloads.
(3): speed of emulating a 128×128 NoC under a synthetic workload.
(4): speed of emulating a 4-ary 6-tree NoC under a synthetic workload.

proposed in this thesis (FNoC).

AdapNoC [67] is a NoC emulator focusing on 2D meshes. AdapNoC uses two Microblaze

soft processors to implement the traffic generators/receptors and monitor the emulated network.

AdapNoC employs the TDM approach proposed in the original work of this thesis [75, 76, 77, 78]

in which a network is emulated by using a cluster of a small number of nodes. In AdapNoC,

the processing power of the soft processors and the transmission overhead between them and

the emulated NoC are the performance bottlenecks. Because of this, the emulation speed of

AdapNoC is heavily affected by the offered traffic load. Moreover, increasing the cluster size

may not improve the emulation speed because a larger cluster means that more data need to

be sent/received to/from the soft processors. AdapNoC achieves a speed of from around 30K to

around 200K emulation cycles per second (depending on the offered traffic load) when emulating

an 8×8 NoC under uniform random traffic.

DuCNoC [68] is an upgraded version of AdapNoC. Different from AdapNoC, DuCNoC is

built on a SoC FPGA (Xilinx Zynq-7000). It thus uses two ARM processors on the SoC FPGA,

which are more powerful than the Microblaze soft processors used by AdapNoC, for implement-

ing the traffic generators/receptors and manipulating the emulation. As a result, DuCNoC is

faster than AdapNoC. The speed of DuCNoC when emulating a 5×5 NoC is around 200K–375K

emulation cycles per second while that of AdapNoC is around 90K–280K emulation cycles per

second. However, the emulation speed still decreases dramatically with respect to the NoC size,

even at a much faster pace than software simulators like BookSim. The authors of DuCNoC

report a speedup of 66× over BookSim when emulating a 512-node NoC using a cluster of 16

nodes; however, the speedup is reduced to just 3× when the NoC size is 8,192-node.
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Drewes et al. [66] propose a NoC emulator with the same approach as DuCNoC: using a

Xilinx Zynq-7000 SoC FPGA and utilizing the ARM processors on the SoC FPGA for imple-

menting the traffic generators/receptors and monitoring the emulated NoC. This emulator can

emulate a largest NoC of 64 nodes at a speed of around 16K emulation cycles per second.

DART [65] is a NoC emulator which provides a global interconnect between all nodes to-

gether with a table-based routing scheme. With the global interconnect, by configuring the rout-

ing tables appropriately using a software tool on a host PC, DART can emulate any topology

without re-synthesizing the design as long as the router radix in the topology is smaller than a

predetermined value. However, this advantage comes at the expense of hardware overhead. The

global interconnect leads to a large amount of FPGA resource usage. DART reduces the cost

of global interconnect by grouping several nodes into a partition and using a crossbar for the

partitions instead of using a full crossbar for all nodes. Despite this, it is difficult to scale DART

to support large NoCs because the area cost of the crossbar increases quadratically with respect

to the number of I/O ports. On a Virtex-6 FPGA, DART can emulate the largest network of 49

nodes at 50MHz. DART provides a TDM option in which a network is emulated using one DART

node. As a result, the number of nodes that can be emulated is increased to 81. DART uses a

simple NoC model in which the modeled router has only one output port and is a single-stage

router.

FIST [64] is a lightweight packet latency estimator designed to be used within full-system

simulation environments. FIST abstractly models each router in a network as a set of load-delay

curves obtained by offline or online training. The latency of a packet is estimated by using the

latencies obtained from the load-latency curves at the routers that the packet traversed. Because

of the abstract modeling approach, FIST is not suitable for studying networks in detail.

Papamichael [63] proposes a NoC emulator using two approaches: direct-mapped implemen-

tation, and virtualized implementation. In the former approach, the emulated NoCs are directly

implemented on an FPGA. The later approach adopts the TDM technique. In both approaches, a

single-stage router architecture is implemented. A Microblaze soft processor is used to initialize

the traffic tables as well as the emulation parameters and monitor the emulation result. Off-chip

DRAM is required to store the traffic tables. Hence, the performance of the overall system may

be restricted by the DRAM access latency and bandwidth.

AcENoCs [62] is another NoC emulator which uses a soft processor to control the traffic

generation and injection process and monitor the emulation result. What separates AcENoCs

from other emulators is that it supports Globally Asynchronous Locally Synchronous NoCs.

However, like DART and [63], AcENoCs adopts a single-stage router model.

Like DuCNoC and [66], several other NoC emulators are also based on dedicated hardware.

DRNoC [61] leverages the partial reconfiguration capability of several modern FPGAs to model

different NoCs without re-synthesizing the design. Wolkotte et al. [60] propose a NoC emulator
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Figure 2.4: Emulation models of direct and indirect networks.

on a hardware platform consisting of an FPGA board and a SoC board. The FPGA board contains

a Virtex-II 8000 FPGA while the SoC board has two ARM9 processors. On the FPGA board, the

TDM technique is employed to sequentially emulate all routers of the target NoC using a single

router. Software on one or both ARM9 processors generates traffic, controls the NoC on the

FPGA, and analyzes output packets. Thus, FPGA resources can be used solely for implementing

the NoC. However, the off-chip communication between the FPGA board and the SoC board is

the performance bottleneck.

Most of the NoC emulators mentioned above use a simple single-stage router model and

thus are not able to cycle-accurately emulate state-of-the-art pipelined router architectures. They

emulate functional behavior rather than cycle-accurate behavior. In contrast, FNoC, the NoC

emulator proposed in this thesis, is cycle-accurate and can deal with pipelined routers.

As discussed in Chapter 1, emulating large-scale NoCs is challenging due to the FPGA logic

and on-chip memory capacity constraints. The largest network sizes that can be supported by

DRNoC, AcENoCs, and the emulator in [66] are 4×4, 5×5, and 8×8 respectively. Wolkotte et

al. [60], Papamichael [63], Wang et al. [65], and Kamali et al. [67, 68] use the TDM technique

to scale to larger networks. Papamichael [63] supports four topologies including a 2D mesh

(11×23, 253 nodes), a 3D torus (4×7×9, 252 nodes), a hypercube (4×4×4×4, 256 nodes), and

a fully connected network (16 nodes), while the others support only 2D mesh topology. None of

these studies considers indirect network topologies. On the contrary, this thesis discusses meth-

ods for effectively applying the TDM technique for both direct and indirect network topologies,

focusing on 2D meshes and fat-trees.

2.5 NoC Emulation Model

2.5.1 Basic Components

Our emulation model consists of three basic components: router, traffic generator, and traffic

receptor. As shown in Figure 2.4(a), in direct networks such as meshes and tori, each node is
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modeled by a router, a traffic generator, and a traffic receptor. In indirect networks such as fat-

trees and butterflies, each switch node is a router while each terminal node is modeled by a traffic

generator and a traffic receptor as shown in Figure 2.4(b). A pair of traffic generator and traffic

receptor simulates the behavior of a core.

2.5.1.1 Router

The primary router model in this study is the input-queued pipelined VC router [4] described

in Section 2.1.4 because it is the baseline of most of the recently proposed ASIC-style NoC

architectures. However, note that the proposed methods are independent of the emulation target

NoC router; they can be integrated with FPGA-friendly routers like Hoplite [117, 118] as well.

A detailed model of all router components including input buffers, routing logic, VC allo-

cator, switch allocator, and crossbar switch is provided. These components are designed to be

easily modified for realizing novel architecture optimizations. For instance, the modeled VC al-

locator can handle the most general case in which a packet at an input VC can send requests to all

available output VCs at all output channels. This enables a wide range of routing algorithms and

VC allocation policies, which cannot be achieved if a simple VC allocator model is used. For ex-

ample, if we adopt a model in which there is only one candidate output VC for each packet, then

the VC allocator will become much simpler, and hence a significant amount of FPGA resources

will be saved. However, in this case, it is impossible to support routing algorithms that return

multiple candidate output VCs for each packet.

The thesis does not address a specific target design even this may help to reduce a lot of

FPGA resources required. For example, when the 2D mesh topology and the XY DOR algorithm

are used, the implementation of the switch allocator and crossbar switch can be significantly

simplified based on the observation that a packet at the north or the south input port will not go

to the east and the west output ports. However, this makes it difficult to support other topologies

and routing algorithms. Therefore, the thesis does not optimize the router model for a specific

topology and routing algorithm.

2.5.1.2 Traffic Generator

As mentioned before, the focus of this thesis is on synthetic and trace-driven workloads. This

subsection describes the high-level traffic generator architecture for modeling these workloads.

The detailed modeling methods will be described in Chapter 4 and Chapter 6.

As shown in Figure 2.5(a), each traffic generator consists of a packet source, a source queue,

and a flit generator.

In the case of synthetic workloads, the packet sources generate packet descriptors according

to the specified injection processes. Periodic processes are the simplest injection processes. In
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Figure 2.5: Architecture of each traffic generator and traffic receptor.

a periodic process, the period T between injections is a constant. Therefore, a traffic generator

does not need a large source queue to make sure that no injection of the packet source is dropped.

A one-entry source queue is enough because the next injection time can be easily calculated by

just adding T to the current injection time. However, periodic processes are too simple. They do

not incorporate randomness which might be expected from a real injection process. More com-

plex injection processes such as Bernoulli and Markov modulated processes [4] that incorporate

randomness are commonly used in NoC simulation/emulation. Because of the randomness of

injections, we typically need a large source queue after every packet source to model the injec-

tion processes accurately. If the source queues are not large enough, then some injections of the

packet sources may have to be dropped, and therefore, the produced workload may not be the one

originally specified. Chapter 4 will propose a novel method for accurately emulating NoCs un-

der synthetic workloads with injection processes that incorporate randomness while using small

source queues.

In the case of trace-driven workloads, the packet sources get packet descriptors from the

modules called trace loaders which are outside of the traffic generators. The interaction between

these modules and the off-chip memory will be described in detail in Chapter 6.

When the network is ready, the flit generator reads a packet descriptor from the source queue

and generates flits based on the information encoded inside this packet descriptor. The generated

flits are injected one by one into the network. The flit generator does not read another packet

descriptor until all flits generated from the previous packet descriptor have been injected into the

network. The status of the network is tracked by using the incoming flow control credits.

2.5.1.3 Traffic Receptor

Traffic receptors (Figure 2.5(b)) are responsible for ejecting packets from their destinations and

collecting performance characteristics of the emulated NoC using some statistics counters. When

a packet arrives at its destination, it is forwarded to the traffic receptor. Here, the desired perfor-

mance characteristics such as packet latency are recorded. The latency of a packet is calculated

according to the generation timestamp, which indicates the time at which the packet is generated

and injected into the source queue, and thus includes the waiting time in the source queue. The

traffic receptor is also responsible for sending back flow control credits to the network.
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Table 2.3: Flit model

Valid 1 bit

Look-ahead routing information w bits

Flit type 2 bits

VC x bits

Other control information y bits

Data payload z bits

2.5.2 Flit Model

Table 2.3 shows the flit model used in this study. Each flit is composed of six fields: valid (1 bit),

look-ahead routing information (w bits), type (2 bits), VC (x bits), other control information (y

bits), and data (z bits). The valid bit determines whether the flit exists. If the emulated router

architecture employs look-ahead routing, then we need w bits (e.g., w is equal to 3 if the network

topology is 2D mesh) for storing routing information passed between routers. Otherwise, w is

set to zero. The 2-bit type defines the type of flit (head, body, or tail). The x-bit VC determines

which VC the flit is stored into. The value of x depends on the number of VCs per port. We

reserve y bits for other control information. For example, 1 bit of control information is used to

implement an adaptive routing algorithm described in the evaluation section of Chapter 4. In the

case no other control information is required, y is set to zero. Finally, the z-bit data are the flit

payload. The destination address of a packet is carried in the payload of the head flit. Thus, the

flit payload size z determines the number of nodes that can be addressed.

If the minimum packet length is one flit, the payload of a head flit must also carry the in-

formation necessary for recording the desired performance characteristics of the emulated NoC

(e.g., the packet’s generation timestamp) besides the destination address of the packet. Other-

wise, the payload of a head flit carries only the packet’s destination address. Other information

is carried by the body and tail flits. By this way, we can reduce the memory usage since the flit

size directly affects the amount of memory required for the routers’ buffers.

In the case studies described in the evaluation section of Chapter 4, where the packet length

is eight flits, the flit payload size (z) is set to 14 bits to be able to address all nodes of a 128×128

NoC (214 = 16, 384), the largest NoC can be emulated by the current version of the proposed em-

ulator. Also in these case studies, two flits are used to carry each packet’s generation timestamp

to be able to increase the maximum number of emulation cycles to 228 without increasing the flit

payload size. The flit payload size should be as small as possible because the amount of memory

needed to implement the router buffers and the buffers responsible for storing the data transferred

in the emulated network (in/out buffer in Figures 3.1 and 3.2 in Chapter 3) is almost proportional
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to the flit size. To understand the impact of the flit size on the total amount of memory required

for implementation, let us consider a specific instance: emulating the 128×128-2vc-5stage-xy

NoC (detailed parameters are shown in Tables 4.1 and 4.2 in Chapter 4) using a cluster of four

nodes. In the current implementation, the flit size is 18 bits (14 bits for the payload field). With

this flit size, the number of 36Kb BRAMs required for implementing the router buffers and the

in/out buffers is 363 and that for implementing the other memories is 574 (the total number

of 36Kb BRAMs on the currently used FPGA is 1,030). If we, for example, want to emulate

1,000,000 cycles but use only one flit to carry each packet’s generation timestamp, the flit size

will have to be increased to 24 bits (20 bits for the payload field). By estimation, the total number

of 36Kb BRAMs required for implementation will be 363×24
18 + 574 = 1, 058, and thus we will

not have enough BRAMs on the currently used FPGA to implement the emulator. In this case, we

need an FPGA with more BRAMs. On the other hand, by using two flits to carry each packet’s

generation timestamp, we do not have to increase the payload size z as long as the number of

emulation cycles is smaller than 22z .

In the case studies in the evaluation section in Chapter 6, because the packet length of the

traces varies between 2-flit and 18-flit, the approach of using two flits to carry each packet’s

generation timestamp cannot be used as in the case studies in Chapter 4. Instead, each packet’s

generation timestamp is carried by only one flit. The flit payload size is set to 26 bits to be able

to increase the maximum number of emulation cycles to 226.

DART [65] proposes a measurement method which makes the maximum number of emu-

lation cycles independent of the packet’s generation timestamp width. Specifically, besides the

packet’s generation timestamp, each flit contains a second timestamp which is updated at each

router on the route from source to destination to reflect the router pipeline latency and delay

caused by resource contention. When a flit arrives at the destination traffic receptor, the second

timestamp indicates its arrival time. The latency of a packet is calculated by subtracting the

packet’s generation timestamp from the arrival time of the tail flit. In this way, if the bit width of

each timestamp is t bits, DART can provide correct latency measurement results as long as the

latency of every packet does not exceed 2t cycles (t is set to 10 in DART). However, this is not

guaranteed in all cases. Thus, this thesis does not adopt this measurement method. Instead, the

method described above is used to be able to measure latencies of all packets.
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Novel Time-Division Multiplexing
Methods

3.1 Introduction

The straightforward way to emulate a NoC on an FPGA is to fully replicate the nodes and connect

them to the network. However, such a direct approach requires vast FPGA logic blocks and thus

does not scale to networks with hundreds to thousands of cores. This chapter proposes a novel

use of time-division multiplexing (TDM) where the emulation cycle is decoupled from the FPGA

cycle and a network is emulated by time-multiplexing a small number of nodes.

This chapter describes methods for efficiently applying the TDM technique for both direct

and indirect networks. This is different from previous studies which consider only direct net-

works. In the case of direct networks, the focus is on 2D meshes. The described methods,

however, can be applied to other k-ary n-cubes. In the case of indirect networks, the focus is on

fat-trees (in particular k-ary n-trees). The connectivity pattern of switching nodes (routers) in a

k-ary n-tree is similar to that in a k-ary n-fly, except that all channels in the k-ary n-tree are bidi-

rectional while all channels in the k-ary n-fly are unidirectional. Thus, the described methods can

be easily modified to apply to k-ary n-flies. Since almost all actually constructed networks are

derived from k-ary n-cubes and k-ary n-flies [4], it can be expected that the proposed methods

can be extended for a wide range of networks.

In general, applying the TDM technique in the case of direct networks is different from that

in the case of indirect networks. We can emulate a direct network of Nnode nodes by time-

multiplexing Nnode logical nodes on a physical node. Some direct networks such as meshes and

tori can be emulated by time-multiplexing on a group of several physical nodes which is called a

physical cluster. On the other hand, since a node in an indirect network can be either a switching

node (router) or a terminal node (core), we cannot use a single physical node to emulate the

29
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Figure 3.1: Emulating 2D mesh networks: (a) a 4×4 mesh NoC is emulated using two physical
nodes and (b) high-level datapath.

behavior of the entire network. For indirect networks, we have to separate switch nodes from

terminal nodes.

The major constraint of topology on the TDM emulation is that the inter-cluster/router emula-

tion buffers (out buffer and in buffer in Figures 3.1(b) and 3.2(b)) can be efficiently implemented

on FPGAs. For instance, Section 3.4 will show that, these buffers can be trivially mapped to

BRAMs when emulating meshes, but this is not the case when emulating k-ary n-trees. We in-

troduce the concepts of physical port ID and logical port ID in Section 3.4.3 to solve the problem.

3.2 High-Level Datapath for Emulating 2D Meshes

Figure 3.1(a) shows an example where a 4×4 mesh is emulated by using two physical nodes.

The group of physical nodes is called the physical cluster. To complete one emulation cycle, the

physical cluster sequentially emulates eight logical clusters. In general, larger physical clusters

will reduce the number of logical clusters, and hence improve the emulation speed.

Figure 3.1(b) shows the high-level datapath when the TDM technique is employed. In addi-

tion to the physical cluster, there are three other components: state memory, out buffer, and in

buffer.

The state memory is used to store the states of all logical clusters. The physical cluster

emulates different logical clusters by using different states loaded from the state memory. When

the emulation of a logical cluster is finished, its state in the state memory is overwritten by the

new state which will be used in the next emulation cycle.

To emulate a logical cluster, in addition to the state data read from the state memory, the

physical cluster needs appropriate data from other logical clusters. For example, in Figure 3.1(a),

emulating logical cluster 5 requires data from logical clusters 1, 4, and 6. Thus, the outgoing data

of all logical clusters are stored in a buffer which we call the out buffer.

However, using only the out buffer is not sufficient. To explain why, let us suppose that
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logical cluster 1 is emulated after logical cluster 0 and logical cluster 1 depends on the outgoing

data of logical cluster 0. Let dc0 be the outgoing data of logical cluster 0 after emulation cycle

c − 1. In emulation cycle c, logical cluster 1 uses dc0. If only the out buffer is used, dc0 will be

overwritten by dc+1
0 before being used by logical cluster 1 since logical cluster 0 is emulated

before logical cluster 1. To prevent such conflicts, as shown in Figure 3.1(b), the in buffer is

used. In the above example, we copy dc0 to the in buffer before overwriting it with dc+1
0 in the out

buffer.

In some cases, we do not have to copy all data from the out buffer to the in buffer. The

insight here is that, before writing the new data of a logical cluster into the out buffer, we only

copy the old data that are necessary for emulating the subsequent logical clusters. In the case of

2D meshes, we can optimize the amount of data needed to be copied by choosing an appropriate

emulation order. For instance, the emulation order in the example in Figure 3.1(a) requires us to

copy data of only the east direction and the south direction instead of all four directions. Thus,

the size of the in buffer can be reduced by half in this case. This emulation order is an optimal

order to minimize the size of the in buffer because the outgoing data of any logical cluster affect

at least two other logical clusters.

3.3 High-Level Datapath for Emulating k-Ary n-Trees

As mentioned before, a k-ary n-tree consists of kn cores (terminal nodes) and n levels of kn−1

radix-2k routers (switch nodes). The n levels are consecutively numbered starting from 0 at the

root up to the leaves. The routers in each level are numbered from 0 at the leftmost position to

kn−1 − 1 at the rightmost position.

A k-ary n-tree is emulated by applying the TDM technique with a physical router and a

physical core and buffering data transferred between routers as well as between routers and cores.

Figure 3.2(a) shows an example where a 2-ary 3-tree is emulated by time-multiplexing 12 logical

routers and 8 logical cores on a physical router and a physical core, respectively. In general, let

NR and NC be the numbers of routers and cores, respectively, in a k-ary n-tree; then each cycle

of the network is completed after processing all NR logical routers and NC logical cores.

The datapath for emulating k-ary n-trees is given in Figure 3.2(b). Like in the datapath for

2D meshes, a state memory is used for storing the states of all logical routers and cores. The

communication between routers is also performed through two buffers out buffer and in buffer,

and the size of the in buffer can be optimized by choosing an appropriate emulation order. For

example, the emulation order in the example in Figure 3.2(a) (R0 → R1 → · · · → R11) does not

require us to copy all data from the out buffer to the in buffer. We only have to copy the output

data of the down ports. This emulation order is also an optimal order to minimize the size of the

in buffer because the outgoing data of any logical router affect at least k other logical routers.
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Figure 3.2: Emulating k-ary n-trees: (a) a 2-ary 3-tree is emulated by time-multiplexing 12
logical routers and 8 logical cores; (b) high-level datapath.

In a k-ary n-tree, the cores are connected to the level n − 1 routers. Thus, when emulating

a level n − 1 router, we need data not only from some other routers but also from some cores.

For example, in Figure 3.2(a), when emulating router R8, we need data from routers R4, R5 and

cores C0, C1. As shown in Figure 3.2(b), data transferred from the cores to the level n−1 routers

are stored in two buffers C2R Buffer 1 and C2R Buffer 2. In an emulation cycle, the cores write

data to a buffer while the routers read data from the other. The two buffers exchange their roles

after each emulation cycle. In particular, if a buffer is a write (read) buffer in emulation cycle c,

it will become a read (write) buffer in emulation cycle c + 1. By this way, we can ensure that,

in any emulation cycle, data are not overwritten before being used. This has the same meaning

as the use of the out buffer and the in buffer. Similarly, the data transferred from the level n− 1

routers to the cores are stored in two buffers R2C Buffer 1 and R2C Buffer 2.

As explained above, when processing a logical router, the input data of the up ports are

loaded from the in buffer because they have been already overwritten in the out buffer. On the

other hand, the input data of the down ports may be loaded from the out buffer or one of the C2R

Buffers. Thus, as shown in Figure 3.2(b), a multiplexer is used to select data from the out buffer

or the C2R Buffers.

In addition to the modules explained above, the datapath in Figure 3.2(b) contains three Data

Rearrangement modules. These modules are responsible for rearranging the input and output
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data of the out buffer and the output data of the in buffer. This will be explained in detail in

Section 3.4.3.

3.4 Inter-Cluster/Router Emulation Buffers

3.4.1 Essential Characteristic for Efficient Mapping to BRAMs

In Figures 3.1(b) and 3.2(b), the inter-cluster/router emulation buffers (out buffer and in buffer)

are responsible for storing communication data between logical clusters/routers. Before going

into details of the essential characteristic for efficient mapping these buffers to BRAMs, this

section first presents formulas for calculating their sizes. Let sflit be the flit size (bits) and nvcs
be the number of VCs per port.

In the case of 2D meshes, suppose that the physical cluster size is x× y and that the number

of nodes is Nnode. In each emulation cycle, a router may send a flit and v bits of flow control in-

formation to an adjacent router. Thus, the total bit-widths of the outgoing data at the north/south

and east/west directions of a logical cluster are (sflit + nvcs)× x and (sflit + nvcs)× y, respec-

tively. Since the number of logical clusters is Nnode/(x × y), the sizes of the out buffer and the

in buffer are

Mmesh
obuf = 2× (sflit + nvcs)× x×

Nnode

x× y
+ 2× (sflit + nvcs)× y ×

Nnode

x× y
, (3.1)

Mmesh
ibuf =

Mmesh
obuf

2
. (3.2)

The formulas for k-ary n-trees are simpler than formulas (3.1) and (3.2) since only one

physical router is used in the time-multiplexed emulation. Let NR = n× kn−1 be the number of

routers. We have

M tree
obuf = (sflit + nvcs)× 2k ×NR, (3.3)

M tree
ibuf =

M tree
obuf

2
. (3.4)

From formulas (3.1), (3.2), (3.3), and (3.4), it is clear that emulating larger networks requires

larger inter-cluster/router emulation buffers. For networks with over hundreds of nodes, it is

infeasible to implement these buffers using other resources rather than BRAMs.

Now, let us look at the essential characteristic that allows an efficient buffer mapping to

BRAMs. This is based on the fact that a BRAM has only two ports. On FPGAs, any memory

with more than two ports cannot be directly implemented using BRAMs.

Let us consider a network of NR routers R0, R1, · · ·RNR−1. Suppose that each router has

P ports numbered from 0 to P − 1 (in the case of direct networks, the port connected to the
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Figure 3.3: Every router in a torus has the same port mapping function and this function is
bijective.

core is excluded), and that gi (0 ≤ i ≤ NR − 1) : [0, P − 1] → [0, P − 1] is the port mapping

function determining how P ports of router Ri are connected to its adjacent routers’ ports (port j

of router Ri is connected to port gi(j) of an adjacent router of Ri). The essential characteristic
that allows an efficient buffer mapping to BRAMs is that every port mapping function g in
{g0, g1, · · · gNR−1} is bijective, that is, ∀j1, j2 ∈ [0, P − 1], if j1 6= j2, then g(j1) 6= g(j2) and
vice versa (*).

If a topology follows rule (*) and we divide the out buffer as well as the in buffer into multiple

smaller buffers according to the port ID (buffer j stores outgoing data at port j), we can ensure

that each port of the currently emulated router reads data from a different buffer inside the out

buffer and the in buffer. Thus, every buffer inside the out buffer and the in buffer has only one

read port and one write port and can be efficiently mapped to BRAMs.

3.4.2 2D Mesh

Obviously, rule (*) works perfectly for tori. As shown in Figure 3.3, every router in a torus has

the same port mapping function and this function is bijective. Rule (*) can be also applied to

meshes because we can ignore the ports at the borders that are not connected to any routers.

The discussion until now is in the case of time-multiplexed emulation with the physical clus-

ter of only one physical node. However, we can easily see that it can also be applied to the case

that the physical cluster is composed of multiple interconnected physical nodes.

3.4.3 k-Ary n-Tree

3.4.3.1 Using Logical Port IDs instead of Physical Port IDs

In general, rule (*) does not work for k-ary n-trees, k-ary n-flies, and clos networks. To explain

why rule (*) does not work for k-ary n-trees, let us revisit Figure 3.2(a). Here, two new concepts

of physical port ID and logical port ID are introduced. Physical port IDs are the port IDs that
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we have considered so far. In Figure 3.2(a), in each router, the physical IDs of the down ports

are from 0 at the leftmost position to k − 1 at the rightmost position while the physical IDs of

the up ports are from k at the leftmost position to 2k − 1 at the rightmost position. One example

which shows that rule (*) does not work is the port mapping function of router R4 (g4): we have

0 6= 1 but g4(0) = g4(1) = 2. Because of this, even we divide the out buffer and the in buffer

into multiple smaller buffers according to the physical port ID, we still need memories with three

ports (one write port and two read ports). As k increases, the required memories will have more

ports. Implementing such memories directly on FPGAs not only requires vast registers, LUTs,

and multiplexers but also makes the overall operating frequency decrease substantially. Although

the replication approach can be used to reduce to the numbers of read ports of those memories

to one, it is not scalable because the number of required BRAMs is increased multiple times. By

introducing the concept of logical port IDs, the thesis makes it possible to map the out buffer and

the in buffer into BRAMs with small overhead.

The logical port IDs of the routers in a k-ary n-tree are defined as follows:

1. In a router, each down port has a unique logical port ID in [0, k−1] while each up port has

a unique logical port ID in [k, 2k − 1].

2. ∀l ∈ [0, n − 2], ∀j ∈ [0, k − 1], output port j (logical port ID = j) of a router in level l is

connected to input port j + k (logical port ID = j + k) of a router in level l + 1.

3. ∀l ∈ [1, n− 1], ∀j ∈ [k, 2k − 1], output port j (logical port ID = j) of a router in level l is

connected to input port j − k (logical port ID = j − k) of a router in level l − 1.

Figure 3.2(a) shows an example. We can see that the physical port ID assignment is the same

for every router while any two routers might have different logical port ID assignments. For

instance, the logical port ID assignment of router R4 is different from that of router R5.

By the above definition, it is obvious that rule (*) works for k-ary n-trees if we consider

logical port IDs instead of physical port IDs. Thus, by using logical port IDs, the out buffer and

the in buffer can be efficiently mapped to BRAMs.

3.4.3.2 Procedure for Calculating Logical Port IDs

This section describes a procedure to calculate the logical port IDs of every router in a k-ary

n-tree. The proof of correctness of this procedure is provided in Section 3.4.4.

In the proposed procedure, the logical ID of a port of a router is calculated recursively from

the base of a function which maps the physical IDs of the down ports of the level n − 1 routers

to logical IDs. Let R be the set of routers in the k-ary n-tree network, and f : R× [0, 2k− 1]→
[0, 2k − 1] be a function which maps each physical port ID of each router to a logical port ID.

The proposed procedure is as follows.
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• Step 1: calculating the logical port IDs of the down ports of the routers in level n − 1. ∀
router r in level n− 1, let p be the position of r in the level (p ∈ [0, kn−1− 1]). ∀ physical

port ID phyid ∈ [0, k − 1], the logical port ID which corresponds to phyid is given by

f(r,phyid) =

(
phyid +

⌊ p

kn−2

⌋
+

⌊
p%kn−2

kn−3

⌋
+

⌊(
p%kn−2

)
%kn−3

kn−4

⌋
+ · · ·+⌊(((

p%kn−2
)

%kn−3
)

% · · ·
)

%k1

k0

⌋)
%k.

(3.5)

The idea of this formula is to avoid duplication of logical port IDs in every router when ap-

plying the rules described in Steps 2 and 3. For example, the logical port ID corresponding

to the physical port ID 0 of router R9 in the 2-ary 3-tree (p = 1, k = 2, n = 3) in Figure

3.2(a) is

f(R9, 0) =

(
0 +

⌊
1

21

⌋
+

⌊
1%21

20

⌋)
%2 = 1%2 = 1.

• Step 2: calculating the logical port IDs of the up ports of the routers in level n − 1. ∀
router r in level n− 1, ∀ physical port ID phyid ∈ [k, 2k − 1], the logical port ID which

corresponds to phyid is given by

f(r,phyid) = 2k − 1− f(r, 2k − 1− phyid). (3.6)

Here, f(r, 2k − 1− phyid) has been determined in Step 1. For example, the logical port

ID corresponding to the physical port ID 3 of router R9 in the 2-ary 3-tree (k = 2, n = 3)

in Figure 3.2(a) is given by

f(R9, 3) = 2× 2− 1− f(R9, 2× 2− 1− 3)

= 3− f(R9, 0)

= 3− 1 = 2.

• Step 3: calculating the logical port IDs of the down ports of the routers in level n − 2. ∀
router r in level n− 2, ∀ physical port ID phyid ∈ [0, k − 1], let r′ be the router at level

n − 1, which is connected to physical port phyid of router r at physical port phyid′.

Then, the logical port ID corresponding to phyid is given by

f(r,phyid) = f(r′,phyid′)− k. (3.7)
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Here, f(r′,phyid′) has been determined in Step 2. For example, in Figure 3.2(a), physi-

cal port 1 of router R5 is connected to physical port 3 of router R9. Thus, the logical port

ID corresponding to the physical port ID 1 of router R5 is given by

f(R5, 1) = f(R9, 3)− 2

= 2− 2 = 0

• Step 4: calculating the logical port IDs of the routers in the remaining levels like Step 2

and 3.

3.4.3.3 Conversion between Logical Port IDs and Physical Port IDs

When emulating k-ary n-trees, since both the physical and logical port IDs are used, the arrange-

ment of input/output data of the out buffer as well as the in buffer is different from that of the

physical router. Specifically, the input/output data of the out buffer as well as the in buffer are

arranged according to the logical port IDs. In contrast, the input/output data of the physical router

are arranged according to the physical port IDs. Therefore, as shown in Figure 3.2(b), three Data

Rearrangement modules for rearranging the input/output data of the out buffer and the output

data of the in buffer are used. These modules rearrange data based on the conversion between

logical port IDs and physical port IDs.

The conversion between logical port IDs and physical port IDs is performed by using two

conversion tables: one for converting from physical port IDs to logical port IDs and the other

for converting from logical port IDs to physical port IDs. These tables are respectively called

Phy2Log and Log2Phy. The approach of using the conversion tables is adopted because, as de-

scribed in Section 3.4.3.2, calculating logical port IDs from physical port IDs and vice versa

involves complex modulo, multiplication, division, and exponent operations that are hard to im-

plement on FPGAs. The details of the proposed approach are as follows. A software tool is

developed to calculate all entries of the port ID conversion tables. The software tool writes each

conversion table to a file. The contents of the files are loaded into ROM memories, which are

actually implemented using BRAMs, before the emulation starts (using $readmemb or similar

functions in Verilog). In this way, the emulation can proceed by using the offline-calculated data

stored in the ROM memories.

Finally, let us look at the memory overhead of the port ID conversion tables. The number

of entries of each conversion table is equal to the number of routers of the emulated k-ary n-

tree which is n × kn−1. Each entry of Phy2Log is composed of 2k logical port IDs of a router.

Similarly, each entry of Log2Phy is composed of 2k physical port IDs of a router. In the imple-

mentation in this thesis, the bit-width of each port ID is dlog2(2k + 1)e. Thus, the size of each
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Figure 3.5: (a) A 4×4 array of data. (b) An example of distributing the 4×4 array of data in
figure (a) to eight memories in an array processor with four ALUs so that any row, any column,
any 2×2 square block, the forward diagonal, and the backward diagonal can be accessed without
conflicts.

conversion table is

X = (dlog2(2k + 1)e × 2k)× (n× kn−1) bits.

The total memory overhead for the two conversion tables is 2X bits. For example, to emulate

a 4-ary 6-tree NoC (the largest k-ary n-tree that the current version of the proposed emulator

supports), 393,216 bits of memory for the two tables are required. In actual implementation, the

number of 36Kb BRAMs required is 16. This is only 1.55% of the total number of BRAMs of

the currently used FPGA. Therefore, the memory overhead for the port ID conversion is small.

The idea of rearranging data for efficient mapping to memories can be traced back to the

array processor architecture first proposed in the 1970s [6]. Figure 3.4 shows an array processor

with N Arithmetic Logic Units (ALUs) connected to M memories. The two alignment networks
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Figure 3.6: (a) Inter-router communication data in the emulation of a 2-ary 3-tree (Figure 3.2(a)):
dpr indicates the output data of physical port p of router r; the output and input data of router
R4 (output data: d04, d14, d24, d34; input data: d00, d02, d28, d29) are highlighted in green and red,
respectively. (b) Read conflicts are avoided by dividing the out buffer and the in buffer into
multiple smaller buffer memories according to the logical port ID instead of the physical port ID:
buffer i (i = 0; 1; 2; 3) stores output data of logical port i of the routers.

are responsible for rearranging data transferred between the ALUs and the memories. In [6],

Lawrie describes how N and M should be chosen as well as how the alignment networks should

be designed so that data can be distributed to the memories in a way that, for certain patterns, the

ALUs can simultaneously access the memories without conflicts, that is, none of the memories

is simultaneously accessed by two or more ALUs. Lawrie also shows an example of distributing

a 4×4 array of data to eight memories in an array processor with four ALUs (M = 8, N = 4).

Figure 3.5 depicts this example. By distributing the data array as in Figure 3.5(b), any row, any

column, any 2×2 square block, the forward diagonal, and the backward diagonal can be accessed

without memory conflicts. For example, four slices of data of column 2, d20, d
2
1, d

2
2, d

2
3 are stored

in four different memories 4, 7, 2, and 5, respectively. Thus, the four ALUs can access this

column (each ALU accesses a slice of data) without memory conflicts. The alignment networks

rearrange outgoing and incoming data of the ALUs so that for the ALUs the arrangement of data

is as shown in Figure 3.5(a).

To describe the difference between the rearrangement of data in the array processor architec-
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ture and that in the proposed architecture for emulating k-ary n-trees, let us revisit Figure 3.2.

Figure 3.6(a) illustrates the inter-router communication data in the emulation of the 2-ary 3-tree

shown in Figure 3.2(a). These data are stored in the out buffer and the in buffer as shown in

Figure 3.2(b). In Figure 3.6(a), dpr indicates the output data of physical port p of router r. For

example, the output data of router R4 are d04, d14, d24, and d34, which are highlighted in green in

Figure 3.6. Emulating R4 requires d00, d02, d28, and d29, which are highlighted in red in Figure

3.6. Figure 3.6(b) shows the contents of the buffer memories numbered from 0 to 2k − 1 (k = 2

here) inside the out buffer and the in buffer; buffer i (i = 0, 1, · · · , 2k − 1) stores output data

of logical port i of the routers. We can see that by dividing the out buffer and the in buffer into

smaller buffer memories according to the logical port ID instead of the physical port ID, d00, d02,

d28, and d29 are stored in different buffers. In this way, read conflicts are avoided, that is, none of

the buffers 0, 1, · · · , and 2k − 1 is simultaneously read by two or more readers.

The difference between the rearrangement of data in the array processor architecture and that

in the proposed architecture for emulating k-ary n-trees arises from two facts. First, while the

array processor architecture considers regular memory access patterns like reading/writing a row

or a column of data, this is not the case for the proposed architecture where the read pattern varies

according to the k-ary n-tree topology and is complicated. Second, while the number of memory

units in the array processor architecture is set sufficiently large so that the data mapping can be

realized by some simple functions, the number of memory units in the proposed architecture

is equal to the number of threads that simultaneously access them. The proposed data mapping

functions do not require adding extra memories like in the array processor architecture. Although

two conversion tables from physical port IDs to logical port IDs and vice versa are needed in the

rearrangement of data, as described above, their overhead is small.

3.4.4 Proof of Correctness of the Procedure for Calculating Logical Port IDs in
k-Ary n-Trees

This section provides a formal proof of correctness of the procedure for calculating the logical

port IDs of a k-ary n-tree. The section starts by describing in detail the connection of routers in

a k-ary n-tree. After that, the proof is organized in a series of six lemmas and one theorem.

3.4.4.1 Connection of Routers in a k-Ary n-Tree

As mentioned earlier, a k-ary n-tree consists of kn cores (terminal nodes) connected by n levels

of kn−1 radix-2k routers (switch nodes). Figure 3.7 shows a 3-ary 3-tree with physical port

ID assignment. As illustrated in the figure, the n levels of the tree are consecutively numbered

starting from 0 at the root up to the leaves. The routers in each level are numbered from 0 at the

leftmost position to kn−1 − 1 at the rightmost position. In each router, the physical IDs of the
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Figure 3.7: k-ary n-tree with physical port ID assignment. A 3-ary 3-tree consists of kn = 33 =
27 cores connected by n = 3 levels of kn−1 = 33−1 = 9 radix-2k (radix-6) routers. The levels
are consecutively numbered starting from 0 at the root up to the leaves. The routers in each level
are numbered from 0 at the leftmost position to kn−1 − 1 = 33−1 − 1 = 8 at the rightmost
position. In each router, the physical IDs of the down ports are from 0 at the leftmost position
to k − 1 = 3 − 1 = 2 at the rightmost position while the physical IDs of the up ports are from
k = 3 at the leftmost position to 2k − 1 = 2× 3− 1 = 5 at the rightmost position.

down ports are from 0 at the leftmost position to k−1 at the rightmost position while the physical

IDs of the up ports are from k at the leftmost position to 2k − 1 at the rightmost position.

The connection of routers in a k-ary n-tree is as follows. Port phyid (physical port ID =

phyid) of router Ri such that

0 ≤ phyid ≤ 2k − 1

0 ≤ i ≤ (n− 1)× kn−1

Ri lies at position p = i%kn−1 in level l =

⌊
i

kn−1

⌋
is connected to port phyid′ (physical port ID = phyid′) of router Ri′ (position p′ in level l′)

where

phyid′ = k +

⌊
p%kn−1−l

kn−1−l−1

⌋
(3.8)

i′ = l′ × kn−1 + p′

l′ = l + 1
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Figure 3.8: k-ary n-tree (3-ary 3-tree) with logical port ID assignment. The logical port ID
assignment of a router may be different from that of another.

p′ =
⌊ p

kn−1−l

⌋
× kn−1−l + p%kn−1−l−1 + phyid× kn−1−l−1 (3.9)

Figure 3.8 shows the physical port ID assignment in a k-ary n-tree (k = 3, n = 3) obtained

by using the procedure described in Section 3.4.3.2. This figure and Figure 3.7 are used in the

reference examples throughout the proof below.

3.4.4.2 Proof

Lemma 3.4.1.

∀a, b ∈ N; b 6= 0 we have:
⌊a
b

⌋
=
a− a%b

b

Proof.

∀a, b ∈ N ∃q, r such that 0 ≤ r < b and a = b× q + r

We have: ⌊a
b

⌋
=

⌊
b× q + r

b

⌋
=
⌊
q +

r

b

⌋
= q +

⌊r
b

⌋
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= q (since 0 ≤ r < b)

Since a = b× q + r and 0 ≤ r < b, we have a%b = r. Thus,

a− a%b

b
=

(b× q + r)− r
b

=
b× q
b

= q

Therefore, ⌊a
b

⌋
=
a− a%b

b
= q

Lemma 3.4.2.

∀a, k,m, n ∈ N; k 6= 0 we have: (a%km)%kn = (a%kn)%km

Proof. Without the loss of generality, we assume that m ≥ n.

Let r1 = a%km and r2 = r1%k
n (0 ≤ r1 < km and 0 ≤ r2 < kn). We have:

(a%km)%kn = r1%k
n = r2

∀a, k,m, n ∈ N ∃q1, q2 ∈ N such that

a = km × q1 + r1

r1 = kn × q2 + r2

Thus,

a = km × q1 + kn × q2 + r2

= kn × (km−n × q1 + q2) + r2

Since 0 ≤ r2 < kn ≤ km, we have: (a%kn)%km = r2. Therefore,

(a%km)%kn = (a%kn)%km = r2
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Lemma 3.4.3. ∀a, k,m, n ∈ N; k 6= 0;m > n we have:

(((a%km)%km−1)% · · · )%kn = a%kn

Proof. This lemma can be derived from Lemma 3.4.2.

Lemma 3.4.4. ∀a, k,m, n ∈ N; k 6= 0;m ≥ n we have:

((a%km)%kn) = a%kn

Proof. This lemma can also be derived from Lemma 3.4.2.

Lemma 3.4.5. We consider a k-ary n-tree. Let pid1, pid2 (0 ≤ pid1, pid2 ≤ k − 1;

pid1 < pid2) be the physical IDs of two down ports of a router in level l (0 ≤ l ≤ n− 2). Let

p be the position of the router in level l and ∆pid = pid2− pid1. Suppose that:

• Port pid1 is connected to port pid1l+1 (physical port ID = pid1l+1) of the router at

position p1l+1 in level l + 1.

• ∀i such that 1 ≤ i ≤ n−l−2, port 2k−1−pid1l+i (physical port ID = 2k−1−pid1l+1)

of the router at position p1l+i in level l + i is connected to port pid1l+i+1 (physical port

ID = pid1l+i+1) of the router at position p1l+i+1 in level l + i+ 1.

• Port pid2 is connected to port pid2l+1 (physical port ID = pid2l+1) of the router at

position p2l+1 in level l + 1.

• ∀i such that 1 ≤ i ≤ n−l−2, port 2k−1−pid2l+i (physical port ID = 2k−1−pid2l+1)

of the router at position p2l+i in level l + i is connected to port pid2l+i+1 (physical port

ID = pid2l+i+1) of the router at position p2l+i+1 in level l + i+ 1.

Then:

• pid1l+i = pid2l+i ∀i such that 1 ≤ i ≤ n− l − 1.

• p2l+i − p1l+i = ∆pid× kn−l−2 ∀i such that 1 ≤ i ≤ n− l − 1.

•
⌊
p1l+i

kn−t

⌋
=
⌊
p2l+i

kn−t

⌋
=
⌊ p
kn−t

⌋
∀i, t such that 1 ≤ i ≤ n− l − 1 and 1 ≤ t ≤ l + 1

Example. In Figure 3.7 (3-ary 3-tree; k = 3, n = 3), we consider two ports 0 and 2 of router R1

(l = 0, p = 1,pid1 = 0,pid2 = 2,∆pid = 2). We have:

• pid1l+1 = 3 (port 3 of router R10) and pid2l+1 = 3 (port 3 of router R16). So,

pid1l+1 = pid2l+1.
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• p1l+1 = 1 (router R10 is at position 1 in level 1) and p2l+1 = 7 (router R16 is at position

7 in level 1). So, p2l+1 − p1l+1 = 6 = ∆pid× kn−l−2.

• pid1l+2 = 4 (port 4 of router R20) and pid2l+2 = 4 (port 4 of router R26). So,

pid1l+2 = pid2l+2.

• p1l+2 = 2 (router R20 is at position 2 in level 2) and p2l+2 = 8 (router R26 is at position

8 in level 2). So, p2l+2 − p1l+2 = 6 = ∆pid× kn−l−2.

• We can see that
⌊
p1l+i

kn−t

⌋
=
⌊
p2l+i

kn−t

⌋
=
⌊ p
kn−t

⌋
∀i, t such that 1 ≤ i ≤ n− l− 1 and 1 ≤

t ≤ l + 1.

Proof. We will prove by induction.

Basis: level l + 1. By using formula (3.8) and (3.9) presented in section 3.4.4.1, we have:

pid1l+1 = pid2l+1

= k +

⌊
p%kn−1−l

kn−1−l−1

⌋
p2l+i − p1l+i = (pid2− pid1)× kn−1−l−1

= ∆pid× kn−l−2

Next, we will prove that
⌊
p1l+1

kn−t

⌋
=
⌊
p2l+1

kn−t

⌋
=
⌊ p
kn−t

⌋
∀t such that 1 ≤ t ≤ l + 1. Using

formula (3.9), we have:

⌊
p1l+1

kn−t

⌋
=

⌊⌊ p
kn−1−l

⌋
× kn−1−l + p%kn−1−l−1 + pid1× kn−1−l−1

kn−t

⌋

=

⌊⌊ p
kn−l−1

⌋
× kn−l−1 + p%kn−l−2 + pid1× kn−l−2

kn−t

⌋

=

⌊
p− p%kn−l−1 + p%kn−l−2 + pid1× kn−l−2

kn−t

⌋
(Lemma 3.4.1)

=

⌊
p− p%kn−t + p%kn−t − p%kn−l−1 + p%kn−l−2 + pid1× kn−l−2

kn−t

⌋
=

⌊
p− p%kn−t

kn−t
+
p%kn−t − p%kn−l−1 + p%kn−l−2 + pid1× kn−l−2

kn−t

⌋
=

⌊⌊ p

kn−t

⌋
+
p%kn−t − p%kn−l−1 + p%kn−l−2 + pid1× kn−l−2

kn−t

⌋
(Lemma 3.4.1)

=
⌊ p

kn−t

⌋
+

⌊
p%kn−t − p%kn−l−1 + p%kn−l−2 + pid1× kn−l−2

kn−t

⌋
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We will prove that (p%kn−t − p%kn−l−1 + p%kn−l−2 + pid1× kn−l−2) < kn−t. We have:

p%kn−t − p%kn−l−1 + p%kn−l−2 + pid1× kn−l−2

=p%kn−t − (p%kn−t)%kn−l−1 + p%kn−l−2 + pid1× kn−l−2

(Lemma 3.4.4 with n− t ≥ n− l − 1)

=

⌊
p%kn−t

kn−l−1

⌋
+ p%kn−l−2 + pid1× kn−l−2

(Lemma 3.4.1)

We also have:

p%kn−l−2 + pid1× kn−l−2 < kn−l−2 + (k − 1)kn−l−2

= kn−l−1

• If t = l + 1, then⌊
p%kn−t

kn−l−1

⌋
+ p%kn−l−2 + pid1× kn−l−2 =

⌊
p%kn−t

kn−t

⌋
+ p%kn−l−2+

pid1× kn−l−2

= p%kn−l−2 + pid1× kn−l−2

< kn−l−1

= kn−t

Thus, (p%kn−t − p%kn−l−1 + p%kn−l−2 + pid1× kn−l−2) < kn−t

• If 1 ≤ t ≤ l, then⌊
p%kn−t

kn−l−1

⌋
+ p%kn−l−2 + pid1× kn−l−2 < kn−t

kn−l−1
+ p%kn−l−2 + pid1× kn−l−2

<
kn−t

kn−l−1
+ kn−l−1

= kl+1−t + kn−l−1

< kn−2+1−t + kn−l−1 (since l ≤ n− 2)

< kn−t−1 + kn−t−1 (since t ≤ l)

= 2× kn−t−1

≤ kn−t (since we consider k ≥ 2 only)
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Thus, (p%kn−t − p%kn−l−1 + p%kn−l−2 + pid1× kn−l−2) < kn−t

Therefore, ∀t such that 1 ≤ t ≤ l + 1, we have (p%kn−t − p%kn−l−1 + p%kn−l−2 + pid1×
kn−l−2) < kn−t. So,⌊

p%kn−t − p%kn−l−1 + p%kn−l−2 + pid1× kn−l−2

kn−t

⌋
= 0

⇒
⌊
p1l+1

kn−t

⌋
=
⌊ p

kn−t

⌋
Similarly, we can prove that ⌊

p2l+1

kn−t

⌋
=
⌊ p

kn−t

⌋
Therefore, ⌊

p1l+1

kn−t

⌋
=

⌊
p2l+1

kn−t

⌋
=
⌊ p

kn−t

⌋
Inductive step: Assume that the lemma holds for level l + i, that is,

• pid1l+i = pid2l+i

• p2l+i − p1l+i = ∆pid× kn−l−2

•
⌊
p1l+i

kn−t

⌋
=
⌊
p2l+i

kn−t

⌋
=
⌊ p
kn−t

⌋
We must prove that the lemma holds for level l + i+ 1, that is,

• pid1l+i+1 = pid2l+i+1

• p2l+i+1 − p1l+i+1 = ∆pid× kn−l−2

•
⌊
p1l+i+1

kn−t

⌋
=
⌊
p2l+i+1

kn−t

⌋
=
⌊ p
kn−t

⌋
Using formula (3.8) presented in Section 3.4.4.1, we have:

pid2l+i+1 = k +

⌊
p2l+i%k

n−1−(l+i)

kn−1−(l+i)−1

⌋

= k +

⌊
p2l+i%k

n−l−i−1

kn−l−i−2

⌋
= k +

⌊
(p1l+i + ∆pid× kn−l−2)%kn−l−i−1

kn−l−i−2

⌋
= k +

⌊
(p1l+i%k

n−l−i−1 + (∆pid× kn−l−2)%kn−l−i−1)%kn−l−i−1

kn−l−i−2

⌋
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= k +

⌊
(p1l+i%k

n−l−i−1)%kn−l−i−1

kn−l−i−2

⌋
(since kn−l−2 divides kn−l−i−1)

= k +

⌊
p1l+i%k

n−l−i−1

kn−l−i−2

⌋
= k +

⌊
p1l+i%k

n−1−(l+i)

kn−1−(l+i)−1

⌋
= pid1l+i+1

Using formula (3.9) presented in Section 3.4.4.1, we have:

p1l+i+1 =

⌊
p1l+i

kn−1−(l+i)

⌋
× kn−1−(l+i) + p1l+i%k

n−1−(l+i)−1+

(2k − 1− pid1l+i)× kn−1−(l+i)−1

=

⌊
p1l+i

kn−l−i−1

⌋
× kn−l−i−1 + p1l+i%k

n−l−i−2 + (2k − 1− pid1l+i)× kn−l−i−2

=
p1l+i − p1l+i%k

n−l−i−1

kn−l−i−1
× kn−l−i−1 + p1l+i%k

n−l−i−2+

(2k − 1− pid1l+i)× kn−l−i−2 (Lemma 3.4.1)

= p1l+i − p1l+i%k
n−l−i−1 + p1l+i%k

n−l−i−2 + (2k − 1− pid1l+i)× kn−l−i−2

Similarly, we have:

p2l+i+1 = p2l+i − p2l+i%k
n−l−i−1 + p2l+i%k

n−l−i−2 + (2k − 1− pid2l+i)× kn−l−i−2

Since pid1l+i = pid2l+i and p2l+i − p1l+i = ∆pid × kn−l−2 (inductive hypothesis), we

have:

p2l+i+1 − p1l+i+1 = p2l+i − p2l+i%k
n−l−i−1 + p2l+i%k

n−l−i−2−

p1l+i + p1l+i%k
n−l−i−1 − p1l+i%k

n−l−i−2

= p1l+i + ∆pid× kn−l−2 − (p1l+i + ∆pid× kn−l−2)%kn−l−i−1+

(p1l+i + ∆pid× kn−l−2)%kn−l−i−2−

p1l+i + p1l+i%k
n−l−i−1 − p1l+i%k

n−l−i−2

= ∆pid× kn−l−2−

(p1l+i%k
n−l−i−1 + (∆pid× kn−l−2)%kn−l−i−1)%kn−l−i−1+

(p1l+i%k
n−l−i−2 + (∆pid× kn−l−2)%kn−l−i−2)%kn−l−i−2+

p1l+i%k
n−l−i−1 − p1l+i%k

n−l−i−2
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= ∆pid× kn−l−2 − (p1l+i%k
n−l−i−1 + 0)%kn−l−i−1+

(p1l+i%k
n−l−i−2 + 0)%kn−l−i−2+

p1l+i%k
n−l−i−1 − p1l+i%k

n−l−i−2

(since kn−l−2 divides kn−l−i−1 and kn−l−i−2)

= ∆pid× kn−l−2 − p1l+i%k
n−l−i−1 + p1l+i%k

n−l−i−2+

p1l+i%k
n−l−i−1 − p1l+i%k

n−l−i−2

= ∆pid× kn−l−2

By a similar proof as in the basis step, we have:⌊
p1l+i+1

kn−t

⌋
=

⌊
p1l+i

kn−t

⌋
⌊
p2l+i+1

kn−t

⌋
=

⌊
p2l+i

kn−t

⌋

Using the inductive hypothesis, we have:⌊
p1l+i

kn−t

⌋
=

⌊
p2l+i

kn−t

⌋
=
⌊ p

kn−t

⌋
Therefore, ⌊

p1l+i+1

kn−t

⌋
=

⌊
p2l+i+1

kn−t

⌋
=
⌊ p

kn−t

⌋

Lemma 3.4.6. We consider a k-ary n-tree. Let pid (0 ≤ pid ≤ k − 1) be the physical ID of a

down port of a router in level l (0 ≤ l ≤ n− 2). We call this router r. Suppose that:

• Port pid is connected to port pidl+1 (physical port ID = pidl+1) of the router at position

pl+1 in level l + 1.

• ∀i such that 1 ≤ i ≤ n− l−2, port 2k−1−pidl+i (physical port ID = 2k−1−pidl+1)

of the router at position pl+i in level l+ i is connected to port pidl+i+1 (physical port ID

= pidl+i+1) of the router at position pl+i+1 in level l + i+ 1.

• rl+i (1 ≤ i ≤ n− l − 1) is the router at position pl+i in level l + i.

Then, the logical ID of the port with physical ID pid of router r is

• f(rn−1, 2k − 1− pidn−1) if (n− l)%2 6= 0, or



CHAPTER 3 50

• k − 1− f(rn−1, 2k − 1− pidn−1) otherwise.

where f is defined in formula (3.5) in Section 3.4.3.2.

Example 1. In Figure 3.7 (3-ary 3-tree; k = 3, n = 3), we consider physical port 0 of router R3

(l = 0, r = R3,pid = 0). We have:

• pid1 = 4, r1 = R9 (physical port 4 of router R9)

• pid2 = 3, r2 = R19 (physical port 3 of router R19)

Since n− l = 3− 0 = 3%2 = 1 6= 0, the logical ID of the port with physical ID 0 of router R3

is given by

f(R19, 2k − 1− pid2) = f(R19, 2)

=

(
2 +

⌊
1

31

⌋
+

⌊
1%31

30

⌋)
%3

= 3%3 = 0 (shown in Figure 3.8)

Example 2. In Figure 3.7 (3-ary 3-tree; k = 3, n = 3), we consider physical port 1 of router R9

(l = 1, r = R9,pid = 1). We have:

• pid2 = 3, r2 = R19 (physical port 3 of router R19)

Since n − l = 3 − 1 = 2%2 = 0, the logical ID of the port with physical ID 1 of router R9 is

given by

k − 1− f(R19, 2k − 1− pid2) = 3− 1− f(R19, 2)

= 3− 1− 0 = 2 (shown in Figure 3.8)

Proof. Using formula (3.6) and formula (3.7) in Section 3.4.3.2, we have:

f(rn−1,pidn−1) = 2k − 1− f(rn−1, 2k − 1− pidn−1)

f(rn−2, 2k − 1− pidn−2) = f(rn−1,pidn−1)− k

= k − 1− f(rn−1, 2k − 1− pidn−1) (3.10)

frn−2,pidn−2) = 2k − 1− f(rn−2, 2k − 1− pidn−2)

= 2k − 1− k + 1 + f(rn−1, 2k − 1− pidn−1)

= k + f(rn−1, 2k − 1− pidn−1)

f(rn−3, 2k − 1− pidn−3) = f(rn−2,pidn−2)− k

= k + f(rn−1, 2k − 1− pidn−1)− k

= f(rn−1, 2k − 1− pidn−1) (3.11)
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By repeating the above calculation, we will eventually reach physical port pid of router r and

the logical port ID corresponding to the physical port ID pid is calculated by either formula

(3.10) or formula (3.11) depending on level l, that is,

• f(rn−1, 2k − 1− pidn−1) if (n− l)%2 6= 0, or

• k − 1− f(rn−1, 2k − 1− pidn−1) otherwise.

Theorem 3.4.7. We consider a k-ary n-tree. Let pid1, pid2 (0 ≤ pid1, pid2 ≤ k − 1;

pid1 < pid2) be the physical IDs of two down ports of a router in level l (0 ≤ l ≤ n− 1). We

call this router r. LetR be the set of routers in the network, and f : R× [0, 2k−1]→ [0, 2k−1]

be the port ID mapping funtion described in Section 3.4.3.2 (f maps each physical port ID of

each router to a logical port ID). Then:

f(r,pid1) 6= f(r,pid2)

In other words, there is no duplication of logical port IDs in every router or the procedure for

calculating the logical port IDs described in Section 3.4.3.2 is correct (because the logical port

IDs of the up ports are calculated based on the logical port IDs of the down ports as shown in

formula (3.6) in Section 3.4.3.2).

Proof. We will prove this theorem using the lemmas presented above.

We first rewrite formula (3.5) in Section 3.4.3.2 as follows.

f(r,phyid) = h(r,phyid)%k

where

h(r,phyid) = phyid+
⌊ p

kn−2

⌋
+

⌊
p%kn−2

kn−3

⌋
+

⌊(
p%kn−2

)
%kn−3

kn−4

⌋
+ · · ·+⌊(((

p%kn−2
)

%kn−3
)

% · · ·
)

%k1

k0

⌋

Now we prove the theorem. Let p be the position of r in level l and ∆pid = pid2 − pid1.

Since 0 ≤ pid1, pid2 ≤ k − 1 and pid1 < pid2, we have: 1 ≤ ∆pid ≤ k − 1.

Case 1: l = n− 1. It is trivial that:

h(r,pid2)− h(r,pid1) = pid2− pid1

= ∆pid
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Since 1 ≤ ∆pid ≤ k − 1, we have: (h(r,pid2)− h(r,pid1))%k 6= 0. Thus,

h(r,pid1)%k 6= h(r,pid2)%k

that is, f(r,pid1) 6= f(r,pid2)

Case 2: l ≤ n− 2. Suppose that:

• Port pid1 is connected to port pid1l+1 (physical port ID = pid1l+1) of the router at

position p1l+1 in level l + 1.

• ∀i such that 1 ≤ i ≤ n−l−2, port 2k−1−pid1l+i (physical port ID = 2k−1−pid1l+1)

of the router at position p1l+i in level l + i is connected to port pid1l+i+1 (physical port

ID = pid1l+i+1) of the router at position p1l+i+1 in level l + i+ 1.

• Port pid2 is connected to port pid2l+1 (physical port ID = pid2l+1) of the router at

position p2l+1 in level l + 1.

• ∀i such that 1 ≤ i ≤ n−l−2, port 2k−1−pid2l+i (physical port ID = 2k−1−pid2l+1)

of the router at position p2l+i in level l + i is connected to port pid2l+i+1 (physical port

ID = pid2l+i+1) of the router at position p2l+i+1 in level l + i+ 1.

• r1l+i (1 ≤ i ≤ n− l − 1) is the router at position p1l+i in level l + i.

• r2l+i (1 ≤ i ≤ n− l − 1) is the router at position p2l+i in level l + i.

For example, in Figure 3.7 (3-ary 3-tree; k = 3, n = 3), we consider two physical ports 0 and 2

of router R1 (l = 0, p = 1,pid1 = 0,pid2 = 2,∆pid = 2). We have:

• pid1l+1 = pid11 = 3; r1l+1 = r11 = R10 (physical port 3 of router R10) and

pid2l+1 = pid21 = 3; r2l+1 = r21 = R16 (physical port 3 of router R16).

• p1l+1 = p11 = 1 (router R10 is at position 1 in level 1) and p2l+1 = p21 = 7 (router R16

is at position 7 in level 1).

• pid1l+2 = pid12 = 4; r1l+2 = r12 = R20 (physical port 4 of router R20) and

pid2l+2 = pid22 = 4; r2l+2 = r22 = R26 (physical port 4 of router R26).

• p1l+2 = p12 = 2 (router R20 is at position 2 in level 2) and p2l+2 = p22 = 8 (router R26

is at position 8 in level 2).

According to Lemma 3.4.6, either

f(r,pid1) = f(r1n−1, 2k − 1− pid1n−1), and

f(r,pid2) = f(r2n−1, 2k − 1− pid2n−1) (if (n− l)%2 6= 0)
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or

f(r,pid1) = k − 1− f(r1n−1, 2k − 1− pid1n−1), and

f(r,pid2) = k − 1− f(r2n−1, 2k − 1− pid2n−1) (if (n− l)%2 = 0)

In both cases, f(r,pid1) 6= f(r,pid2) if and only if f(r1n−1, 2k − 1 − pid1n−1) 6=
f(r2n−1, 2k− 1− pid2n−1). Thus, below we will prove that f(r1n−1, 2k− 1− pid1n−1) 6=
f(r2n−1, 2k − 1− pid2n−1).

Let x = 2k − 1− pid1n−1 and y = p1n−1. According to Lemma 3.4.5, we have:

pid1n−1 = pid2n−1, and

p2n−1 − p1n−1 = ∆pid× kn−l−2

Thus,

2k − 1− pid2n−1 = x, and

p2n−1 = y + ∆pid× kn−l−2

Since p1n−1 and p2n−1 are the positions of routers r1n−1 and r2n−1 in level n − 1, both y and

y + ∆pid × kn−l−2 are smaller than kn−1 (due to the fact that the number of routers per level

is kn−1).

We have:

h(r1n−1, 2k − 1− pid1n−1) = h(r1n−1, x)

= x+
⌊ y

kn−2

⌋
+

⌊
y%kn−2

kn−3

⌋
+

⌊(
y%kn−2

)
%kn−3

kn−4

⌋
+ · · ·+⌊(((

y%kn−2
)

%kn−3
)

% · · ·
)

%k1

k0

⌋

= x+

⌊
y%kn−1

kn−2

⌋
+

⌊
y%kn−2

kn−3

⌋
+⌊(

y%kn−2
)

%kn−3

kn−4

⌋
+ · · ·+⌊(((

y%kn−2
)

%kn−3
)

% · · ·
)

%k1

k0

⌋
(since y < kn−1)

= x+

⌊
y%kn−1

kn−2

⌋
+

⌊
y%kn−2

kn−3

⌋
+⌊

y%kn−3

kn−4

⌋
+ · · ·+

⌊
y%k1

k0

⌋
(3.12)
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(Lemma 3.4.3)

h(r2n−1, 2k − 1− pid2n−1) = h(r2n−1, x)

= x+

⌊
y + ∆pid× kn−l−2

kn−2

⌋
+⌊

(y + ∆pid× kn−l−2)%kn−2

kn−3

⌋
+⌊(

(y + ∆pid× kn−l−2)%kn−2
)

%kn−3

kn−4

⌋
+ · · ·+⌊(((

(y + ∆pid× kn−l−2)%kn−2
)

%kn−3
)

% · · ·
)

%k1

k0

⌋

= x+

⌊
(y + ∆pid× kn−l−2)%kn−1

kn−2

⌋
+⌊

(y + ∆pid× kn−l−2)%kn−2

kn−3

⌋
+⌊(

(y + ∆pid× kn−l−2)%kn−2
)

%kn−3

kn−4

⌋
+ · · ·+⌊(((

(y + ∆pid× kn−l−2)%kn−2
)

%kn−3
)

% · · ·
)

%k1

k0

⌋
(since y + ∆pid× kn−l−2 < kn−1)

= x+

⌊
(y + ∆pid× kn−l−2)%kn−1

kn−2

⌋
+⌊

(y + ∆pid× kn−l−2)%kn−2

kn−3

⌋
+⌊

(y + ∆pid× kn−l−2)%kn−3

kn−4

⌋
+⌊

(y + ∆pid× kn−l−2)%k1

k0

⌋
(3.13)

(Lemma 3.4.3)

Using Lemma 3.4.1, we have: ∀a, b ∈ N; b 6= 0

⌊a
b

⌋
=
a− a%b

b

⇒ a%b = a−
⌊a
b

⌋
× b (3.14)
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By using formula (3.14), we have: ∀i = 1, 2, · · · , n− 1

⌊
y%kn−i

kn−i−1

⌋
=

⌊
y −

⌊ y
kn−i

⌋
× kn−i

kn−i−1

⌋
=
⌊ y

kn−i−1
−
⌊ y

kn−i

⌋
× k
⌋

=
⌊ y

kn−i−1

⌋
−
⌊ y

kn−i

⌋
× k (3.15)

Similarly, ∀i = 1, 2, · · · , n− 1⌊
(y + ∆pid× kn−l−2)%kn−i

kn−i−1

⌋
=

⌊
y + ∆pid× kn−l−2

kn−i−1

⌋
−
⌊
y + ∆pid× kn−l−2

kn−i

⌋
× k

(3.16)

By applying formula (3.15) to formula (3.12), we have:

h(r1n−1, x) = x+
⌊ y
k0

⌋
−
⌊ y

kn−1

⌋
× k − (k − 1)×

n−1∑
i=2

⌊ y

kn−i

⌋
= x+ y − (k − 1)×

n−1∑
i=2

⌊ y

kn−i

⌋
(since

⌊ y

kn−1

⌋
= 0 due to the fact that y < kn−1)

Similarly, by applying formula (3.16) to formula (3.13), we have:

h(r2n−1, x) = x+ (y + ∆pid× kn−l−2)− (k − 1)×
n−1∑
i=2

⌊
y + ∆pid× kn−l−2

kn−i

⌋

Thus,

h(r2n−1, 2k − 1− pid2n−1)− h(r1n−1, 2k − 1− pid1n−1)

= h(r2n−1, x)− h(r1n−1, x)

= ∆pid× kn−l−2 − (k − 1)×
n−1∑
i=2

(⌊
y + ∆pid× kn−l−2

kn−i

⌋
−
⌊ y

kn−i

⌋)

• If l + 2 ≤ i ≤ n− 1, then⌊
y + ∆pid× kn−l−2

kn−i

⌋
=
⌊ y

kn−i
+ ∆pid× ki−l−2

⌋
=
⌊ y

kn−i

⌋
+ ∆pid× ki−l−2
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Thus, ⌊
y + ∆pid× kn−l−2

kn−i

⌋
−
⌊ y

kn−i

⌋
= ∆pid× ki−l−2

• If 2 ≤ i ≤ l + 1, then⌊
y + ∆pid× kn−l−2

kn−i

⌋
=

⌊
p2n−1
kn−i

⌋
=
⌊ p

kn−i

⌋
(Lemma 3.4.5)⌊ y

kn−l−2

⌋
=

⌊
p1n−1
kn−i

⌋
=
⌊ p

kn−i

⌋
(Lemma 3.4.5)

Thus, ⌊
y + ∆pid× kn−l−2

kn−i

⌋
−
⌊ y

kn−i

⌋
= 0

Therefore, we have:

h(r2n−1, 2k − 1− pid2n−1)− h(r1n−1, 2k − 1− pid1n−1)

= ∆pid× kn−l−2 − (k − 1)×
n−1∑
i=2

(⌊
y + ∆pid× kn−l−2

kn−i

⌋
−
⌊ y

kn−i

⌋)

= ∆pid× kn−l−2 − (k − 1)×
n−1∑
i=l+2

(
∆pid× ki−l−2

)

= ∆pid× kn−l−2 − (k − 1)×∆pid×
n−1∑
i=l+2

(
ki−l−2

)
= ∆pid× kn−l−2 − (k − 1)×∆pid×

(
k0 + k1 + · · ·+ kn−l−3

)
= ∆pid× kn−l−2 − (k − 1)×∆pid× kn−l−2 − 1

k − 1

= ∆pid× kn−l−2 −∆pid× (kn−l−2 − 1)

= ∆pid

Since 1 ≤ ∆pid ≤ k − 1, we have:

(h(r2n−1, 2k − 1− pid2n−1)− h(r1n−1, 2k − 1− pid1n−1)) %k 6= 0

⇒h(r1n−1, 2k − 1− pid1n−1)%k 6= h(r2n−1, 2k − 1− pid2n−1)%k

⇒f(r1n−1, 2k − 1− pid1n−1) 6= f(r2n−1, 2k − 1− pid2n−1)
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State Memory
(BRAMs)
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(BRAMs)
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(BRAMs)

Physical Cluster
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i i+1i-1

(1) Calculate 𝑆
(2) Store W 𝑆 into the state memory
(3) Load 𝑆 from the state memory
(4) Store 𝑑 into the in buffer

(5) W <= 𝑆
(6) R <= 𝑆
(7) Load 𝑑 from the out buffer
(8) Store 𝑑 into the out buffer

1 2
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Emulation Cycle

FPGA Clock

Logical Cluster

(a) (b)

𝑁 -1

Figure 3.9: (a) Datapath between the state memory and the physical cluster in time-multiplexed
emulation of 2D meshes. (b) Timing diagram: Si

j and dij are the state and the outgoing data
respectively of logical cluster j after emulation cycle i− 1; both Si

j and dij are used at emulation
cycle i.

⇒f(r,pid1) 6= f(r,pid2)

We have proved that, in every case, there is no duplication of logical port IDs of down ports in

every router. Because the logical port IDs of the up ports are calculated based on the logical port

IDs of the down ports as shown in formula (3.6) in Section 3.4.3.2, there is also no duplication of

logical port IDs of up ports in every router. Therefore, the procedure for calculating the logical

port IDs is correct.

3.5 Detailed Timing

This section first focuses on 2D meshes and then discusses the differences between 2D meshes

and k-ary n-trees.

3.5.1 2D Mesh

As shown in Figure 3.9(a), the physical cluster in Fig. 3.1(b) can be abstracted to three parts:

logic, routers’ FIFO buffers, and source queues. The state data of the physical cluster are di-

vided into two groups: memory (routers’ FIFO buffers and traffic generators’ source queues) and

register (e.g., credit counters, allocators’ states). To emulate Nlog logical clusters, a memory of

x-entry is enlarged to (x × Nlog)-entry, each series of x-entry for a logical cluster. Since only

one logical cluster is emulated at each FPGA cycle, each enlarged memory also has one read port

and one write port as the original one and thus can be implemented using BRAMs.

Each logical cluster has a set of registers stored in one entry of the state memory. The physical

cluster emulates a logical cluster by feeding its set of registers loaded from the state memory to

the logic part. For simplicity, below the set of registers of a logical cluster is considered as its
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state.

The TDM technique helps to effectively utilize BRAMs to implement FIFO buffers in routers

and source queues in traffic generators because each BRAM can be shared between many nodes.

BRAMs are also used to implement the state memory, the out buffer, and the in buffer. In fact,

BRAMs are used much more extensively than other FPGA resources. For instance, as will be

seen in the evaluation section of Chapter 4, 91.0% of BRAMs are required when emulating a

128×128 mesh using a four-node physical cluster, whereas only 1.9% of slice registers and 5.2%

of slice LUTs are occupied. BRAMs in the Virtex-7 and other modern FPGA architectures are

typically arranged in parallel columns due to both design and manufacturing constraints [119].

Therefore, if BRAMs are used much more extensively than registers and LUTs, then the design

will be spread out according to the distribution of BRAMs, that is, along the parallel columns.

This problem makes the placement and routing tasks much more difficult. Critical paths in the

design are the paths between BRAMs. The timing of the design is dominated by the net delay,

not by the logic delay.

In our design, because of the above problem, a path between a BRAM inside the state mem-

ory and a BRAM inside the physical cluster may be a critical path. Therefore, two registers R

and W are inserted between the state memory and the physical cluster as shown in Figure 3.9(a).

Figure 3.9(b) shows the timing diagram. Nlog here is the number of logical clusters. Si
j and

dij are the state and the outgoing data respectively of logical cluster j after emulation cycle i− 1.

Both Si
j and dij are used at emulation cycle i. Two FPGA cycles are used to process each logical

cluster. At the first FPGA cycle, (1) the state of the current logical cluster is updated to a new

state. After that, at the second FPGA cycle, (5) the new state is stored into register W . (2) The

value of register W will be stored into the state memory at the first FPGA cycle of emulating the

next logical cluster in the emulation sequence, and will be used in the next emulation cycle. The

state of the next logical cluster is (3) loaded from the state memory at the first FPGA cycle and

(6) stored into register R at the second FPGA cycle. Also at the second FPGA cycle, (8) the new

data of the current logical cluster become available and thus are stored into the out buffer. On the

other hand, the old data are (7) loaded from the out buffer at the second FPGA cycle of emulating

the previous logical cluster in the emulation sequence and (4) stored into the in buffer at the first

FPGA cycle of emulating the current logical cluster. The next logical clusters in the emulation

sequence will retrieve the current logical cluster’s data from the in buffer. After the emulation of

logical cluster Nlog − 1 is completed, the emulation cycle is incremented.

Although using two FPGA cycles for processing each logical cluster may decrease the em-

ulation speed, it results in a simpler design because of the following two reasons. (1) If there is

data dependency between the last and the first logical clusters in the emulation sequence (logical

clusters Nlog − 1 and 0 in Figure 3.9(b)), then using one FPGA cycle for emulating each logi-

cal cluster will require complicated control logic to deal with the case where di+1
Nlog−1 is still not
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available in both the out buffer and the in buffer when emulating logical cluster 0 in emulation

cycle i + 1. (2) In emulation cycle i, the new data di+1
j of logical cluster j become available

at the same time that the calculation of the new state Si+1
j is completed. If a part of di+1

j is

not registered, using one FPGA cycle for processing each logical cluster will require additional

combinational logic to maintain this part because the state in the physical cluster has already

changed to Si
j+1 (the state of logical cluster j + 1) when Si+1

j is available. Another advantage

of using two FPGA cycles for processing each logical cluster is that it becomes easy to improve

the operating frequencies of BRAMs by adding an extra stage of registers to their outputs. As

discussed above, since BRAMs are critical resources in our design, a higher overall operating

frequency can be achieved.

Since the emulation of each logical cluster needs two FPGA cycles, the total number of

FPGA cycles required to emulate one cycle of the NoC is 2 × Nlog. However, as discussed in

Chapter 4 and Chapter 6, since the network may be stalled, the actual number of FPGA cycles

may be greater than 2×Nlog.

3.5.2 k-Ary n-Tree

The detailed timing of emulating k-ary n-trees is basically the same as that described for 2D

meshes in Section 3.5.1. The differences arise from the fact that, in a k-ary n-tree, the number of

routers (NR = n× kn−1) may be different from the number of cores (NC = kn).

In Figure 3.2(b), the physical router can be abstracted to logic and FIFO buffers, while the

physical core can be abstracted to logic and source queues. To emulate NR logical routers, a

FIFO buffer of x-entry is enlarged to (x×NR)-entry, each series of x-entry for a logical router.

Similarly, to emulate NC logical cores, a source queue of x-entry is enlarged to (x×NC)-entry.

Two FPGA cycles are also used for processing each logical router/core. Each logical router is

processed in parallel with a logical core. The read/write timing of the state memory and how data

are copied from the out buffer to the in buffer are the same as those described in Section 3.5.1. If

NR is greater than NC , the emulation cycle is incremented after the emulation of the last logical

router is completed. Otherwise, the emulation cycle is incremented after the emulation of the last

logical core is completed. Except for the case where the network is stalled due to the methods

described in Chapter 4 and Chapter 6, the total number of FPGA cycles required to emulate one

cycle of the NoC is 2×max {NR, NC}.

3.6 Emulation Code Translation

This section shows the basic rules for translating from the original Register-Transfer Level (RTL)

code to the time-multiplexed emulation RTL code. These rules are independent of the target
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module M (
input  wire clk,
input  wire rst,
input  wire [IN1_W‐1 : 0] in1,
input  wire [IN2_W‐1 : 0] in2,
output wire [OUT_W‐1 : 0] out);

reg [STATE1_W‐1 : 0] state1;
reg [STATE2_W‐1 : 0] state2;

always @(posedge clk) begin
if (rst) begin

state1 <= S1;
state2 <= S2;

end else begin
// update state1 and state2

end
end

// combinational logic
// using state1 and state2
...
endmodule

module M (
input  wire clk,
input  wire [IN1_W‐1 : 0] in1,
input  wire [IN2_W‐1 : 0] in2,
output wire [OUT_W‐1 : 0]   out,
// control signals
input  wire     init_done,
input  wire     state_update,
input  wire [STATE_W‐1 : 0] state_in,
output wire [STATE_W‐1 : 0] state_out);

reg [STATE1_W‐1 : 0] new_state1;
reg [STATE2_W‐1 : 0] new_state2;

wire [STATE1_W‐1 : 0] curr_state1;
wire [STATE2_W‐1 : 0] curr_state2;

wire [STATE1_W‐1 : 0] state1;
wire [STATE2_W‐1 : 0] state2;

assign {curr_state1, curr_state2} = state_in;
assign state_out = {new_state1, new_state2};

assign state1 = (init_done)? curr_state1 : S1;
assign state2 = (init_done)? curr_state2 : S2;

always @(posedge clk) begin
if (state_update) begin

// set default values
new_state1 <= state1;
new_state2 <= state2;

// update new_state1 and new_state2
// as same as updating state1 and state2
// in the original rtl code

end
end

// combinational logic
// using state1 and state2
...
endmodule

(a) (b)

Figure 3.10: Translating from (a) the original RTL code to (b) the time-multiplexed emulation
RTL code.

NoCs and might be automatically performed by software.

3.6.1 Register

Figure 3.10 shows an example where the original RTL code is translated to the time-multiplexed

emulation RTL code. There are two states state1 and state2, which are declared as registers in the

original RTL code. Before the translation, we assume that the declarations of all register arrays

have been already converted to the standard form as shown in Figure 3.11.

The initial values of state1 and state2 are S1 and S2, respectively. In the emulation RTL

code, four control signals are added: init_done, state_update, state_in, and state_out.
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reg [STATE_W‐1 : 0] state[N‐1 : 0]; reg [N*STATE_W‐1 : 0] state_v;

(a) (b)

Figure 3.11: Preprocessing before the code translation: a register array in (a) is converted to the
standard form in (b).

• init_done. This control signal is used to avoid resetting all entries of the state memory at

the beginning of each emulation. The need for resetting all entries of the state memory at

the beginning of each emulation arises from the fact that, for correct operation, all state

registers in the NoC emulator must be initialized to predetermined values before running

any emulation. Because the state memory is very large when emulating large-scale NoCs

with hundreds to thousands of nodes, it must be mapped to BRAMs. However, a memory

cannot be mapped to BRAM if it has a reset input. Thus, the state memory needs to be

implemented without a reset input. This can be achieved by the approach of initializa-

tion at power-up time (using $readmemb or similar functions in Verilog) if the emulator

runs only one emulation after being powered on. However, this is usually not the case.

For instance, in the case of emulation with synthetic workloads, an auto-reset mechanism

is implemented for emulating a target NoC under different the traffic loads without re-

synthesizing the FPGA design. By using the control signal init_done as below, it becomes

unnecessary to reset the state memory and so, this memory can be mapped to BRAMs. The

value of init_done is set to zero when the reset signal is activated and when the emulation

cycle counter is equal to zero. Whenever init_done is zero, initial states are used instead

of states loaded from the state memory. With the use of init_done, the reset signal rst

becomes unnecessary, and thus is omitted from the emulation RTL code in Figure 3.10(b).

• state_update. To process a logical instance (a logical cluster in the case of emulating 2D

meshes; or a logical router/core in the case of emulating k-ary n-trees) in an emulation

cycle, we need at least two FPGA cycles. More than two FPGA cycles are required when

the network is stalled as discussed in Chapter 4 and Chapter 6. The value of state_update

is one only at the first FPGA cycle so that each logical instance is processed only one time

per emulation cycle.

• state_in. This is the current state loaded from register R (Figure 3.9(a)).

• state_out. This is the new state which will be stored into the state memory after being

temporarily stored in register W (Figure 3.9(a)).
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3.6.2 Memory

As discussed in Section 3.5, to emulateN logical instances, an original memory of x-entry needs

to be enlarged to a memory of x×N -entry in the emulation code. In the x×N -entry memory,

each consecutive x entries are for one logical instance. Specifically, entries from address 0 to

x − 1 belong to logical instance 0, entries from address x to 2x − 1 belong to logical instance

1, and so on. Besides, we also have to add some logic for calculating the read address and write

address of the enlarged memory.

3.7 Summary

This chapter proposed time-multiplexed emulation methods to emulate a large-scale NoC using a

limited number of logic blocks that can be fit into a single FPGA. The chapter discussed in detail

architectures and methods for supporting both direct and indirect network topologies, focusing

on 2D meshes and k-ary n-trees. The chapter also described the basic rules for translating from

the original RTL code to the time-multiplexed emulation RTL code. The proposed architectures

and methods will be used to build a NoC emulator evaluated in Chapter 4 and Chapter 6.
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FNoC: An Emulator for NoC
Emulation under Synthetic Workloads

4.1 Introduction

This chapter focuses on NoC emulation with synthetic workloads that are created based on math-

ematical modeling of common traffic patterns in real applications. Synthetic workloads have a

high degree of flexibility, are easy to create, and thus have been commonly used. Currently, due

to the lack of trace data of large-scale NoC-based systems, using synthetic workloads is practi-

cally the only feasible approach for emulating large-scale NoCs with thousands of nodes. A set of

carefully designed synthetic workloads can provide a relatively thorough coverage of the charac-

teristics of the target NoCs. Besides traditional synthetic traffic patterns such as uniform random

and permutation, some effective synthetic traffic generation methodologies such as Synfull [120]

and that introduced by Yin et al. [121] have been proposed to create richer traffic patterns that

provide very close results compared to full-system simulations. It has been shown that evaluation

on synthetic workloads is indispensable in many cases. For instance, when designing a routing

algorithm, the use of synthetic workloads is mandatory for assessing the algorithm on possible

corner cases like those under extremely high loads.

To evaluate a NoC on a synthetic workload, open-loop measurements are required [4]. To

perform an open-loop measurement, the conventional way is to make the traffic generation and

injection process independent of the rest of network and generate traffic according to the specified

pattern without caring about the condition of the network. Specifically, a large source queue is

placed at the output of each packet source to deal with the case that the packet source injects

a packet at a time when the network cannot accept traffic (Figure 2.5(a)). In every emulation

cycle, the packet source has an opportunity to generate and inject a packet into the source queue

according to the specified injection process. Generated packets are stored in the source queues

63
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1: if squeue.empty() then
2: gen← false
3: while !gen & psource.time ≤ network.time do
4: if rand() < THRESHOLD then
5: packet← generate_packet()
6: squeue.push(packet)
7: gen← true
8: end if
9: psource.time++

10: end while
11: end if
12: network.time++

Figure 4.1: Pseudo-code for simulating each packet source and the corresponding source queue
with Bernoulli process in BookSim. This code is executed every simulation cycle.

until they can be accepted by the network.

Ideally, the length of every source queue must be infinite, so that the packet sources can

properly operate according to the specified injection process and none of the generated packets

is dropped when the rate at which the network can accept packets is slower than the rate at

which packets are generated. However, in practice, since the number of emulation cycles is

finite, we only have to ensure that these source queues do not become full during the emulation.

Thus, the length of each source queue can be finite but the upper bound cannot be determined

before actually running the emulation. In general, this length must be very large to ensure proper

emulation at high traffic loads. Additionally, a longer emulation time will require larger source

queues if the traffic load is beyond the saturation point of the network.

Modern servers and PCs typically have a large amount of memory. Thus, most software-

based NoC simulators can simply use the dynamic memory allocation approach to implement

the large source queues. For instance, this approach is used by Noxim [101], a popular software-

based NoC simulator. On the other hand, FPGA-based NoC emulators cannot directly use such

approach. Kamali and Hessabi [67] and Papamichael [63] use a MicroBlaze soft processor for

controlling the traffic injection process by software. Wolkotte et al. [60] use two ARM9 proces-

sors on a SoC board to implement the traffic generators by software. This is also the approach of

Kamali in [68].

Compared with other software simulators, BookSim [5] uses a different approach which has

been discussed by Dally and Towles in [4]. Figure 4.1 shows the pseudo-code for simulating each

packet source and the corresponding source queue with Bernoulli process in BookSim. The time

counter of the packet source (psource.time) is decoupled from the time counter of the network

(network.time). The network advances its time counter cycle by cycle. On the other hand, the

time of the packet source is advanced only when the corresponding source queue (squeue) is
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empty (the source queue becomes empty when the tail flit of the most recently created packet has

been injected into the network). At a simulation cycle, if the source queue is empty, the packet

source will run until a packet is generated or until its time counter is equal to the network’s

time counter. In this way, each source queue always contains at most one packet. Therefore, in

BookSim, the memory footprint for the source queues is bounded.

However, it is extremely difficult to implement the above method on FPGAs due to the fol-

lowing reason. If the network and the packet source run at the same clock frequency, then it is

impossible to execute the while loop from line 3 to line 10 in Figure 4.1 in one clock cycle since

the packet source can advance only one step per clock cycle. A possible solution is to use a much

faster clock for the packet source. However, this is extremely hard because of the limitation of

increasing clock frequency in FPGAs and the unbounded number of iterations of the while loop.

This chapter proposes a method to overcome the problem of large source queues in the case of

FPGA-based NoC emulation. Like the method used in BookSim, the time counter of each packet

source is decoupled from the rest of the network. The key ideas are as follows. First, the network

is made to operate interactively with the packet sources based on the status of the source queues

and the relationship between the time counters. The packet sources are allowed to run behind

the network to avoid dropping packets. Moreover, since it is impossible to run a while loop in

one clock cycle on FPGAs, the network is stalled when there exists an empty source queue and

the time of the packet source corresponding to this empty source queue is behind the network’s

time. By this way, we can make sure that the emulation is correct because, at any time, at least

one of the following conditions holds: (1) all packet sources are not slower than the network and

(2) none of the source queues is empty. Second, in the proposed method, the packet generation

is run in parallel with injecting generated packets into the network. In BookSim, once a packet is

generated, the packet source will wait until all flits of the generated packet are injected into the

network. Different from BookSim, the packet sources in the proposed emulator do not generate

flits directly, but instead, generate packet descriptors. A source queue may hold more than one

packet descriptor at a time. When a source queue becomes full, the corresponding packet source

may not have to be stopped immediately. The packet source is stopped only when it wants to

generate a packet descriptor but the source queue is full. We have a module called flit generator

(Figure 2.5(a)) placed after each source queue. The flit generator generates flits based on packet

descriptors read from the source queue. This approach has two major advantages: (1) we do not

have to store the whole packets in the source queues; (2) the impact of stalling the network on

emulation performance is significantly reduced.



CHAPTER 4 66

Time

Enqueue Process
P0 P1 P2 P3 P4

Network

Packet Source

𝑇 𝑇 𝑇Dequeue Process

P0 P1

Δ

Pj Pk

𝑇𝑇 𝑇

Pi Pj

Pi

𝑇

𝐷 𝐷

Packet Source’s Time

Network’s Time𝑇 𝑇 𝑇 𝑇

𝑇

𝑇

𝑇

𝑇

𝑆

𝑆
𝑆

𝑆

𝑆

P3 P2 P1 P0

P3 P2 P1 P0

P4 P3 P2 P1

Pj

𝑆

𝑆

𝑆

𝑆

𝑆

𝑆 : state of the source queue right after the network
reaches time 𝑇 and the packet source reaches time 𝑇

(a)

(b) (c)

Figure 4.2: Timeline of the network and a packet source. The enqueue process describes how the
packet source generates and injects packet descriptors into the source queue while the dequeue
process describes how packet descriptors are ejected from the source queue by the network. The
state of the source queue is determined by both the network’s time and the packet source’s time.

4.2 Efficient Method for Modeling of Synthetic Workloads

Before going into details of the method, let us consider the trivial case. If the source queues are

large enough to never become full, the packet sources will not have to stop working anytime.

This means that the time counters of the packet sources are always equal to that of the network,

and therefore, we do not have to stall the network anytime. Clearly, the emulation is correct. This

case happens when the offered traffic load is lower than a threshold which depends on the source

queue length, the workload, and the emulated NoC. Below we discuss the other cases where the

packet sources are stopped to prevent packet descriptors from being dropped.

Figure 4.2 shows the timeline of the network and a packet source. Here, only one packet

source is considered. The similar discussion can be applied to the other packet sources with the

note that each packet source has a different time counter. The enqueue process describes how the

packet source generates and injects packet descriptors into the source queue while the dequeue

process describes how packet descriptors are ejected from the source queue by the network. For a

given workload and a given NoC design, both the enqueue and dequeue process are deterministic

since we are using pseudo-random number generators.

In Figure 4.2, the network’s time indicates the emulation cycle that the network has reached.

Similarly, the packet source’s time indicates the emulation cycle that the packet source has
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reached. The source queue of four entries becomes full right after both the network and the

packet source reach time T0 (state S00 in Figure 4.2(b), (c)). However, the packet source is not

stopped immediately. It continues to advance its time counter until time T1 when it must generate

and inject packet descriptor P4 into the source queue according to the enqueue process. Now,

since the source queue is full (state S11 in Figure 4.2(b), (c)), the packet source has to temporarily

stop all of its operations and wait for the network to reach time T2 when one space in the source

queue becomes available since packet descriptor P0 is ejected. The packet source can now gen-

erate and inject packet descriptor P4 into the source queue. It then continues execution from time

T1 and thus is behind the network which continues execution from time T2. As the emulation

time goes on, there are two possible cases described below.

Case 1. If each source queue always contains at least one packet descriptor, then the emu-

lation is correct. This case happens when the traffic load is higher than a threshold. For a given

workload, this threshold depends on the source queue length and the emulated NoC.

Case 2. If the traffic load is not high as the previous case but can sometimes make the source

queues full, then the emulation may be not correct if we do not stall the network. This can be

seen in the example in Figure 4.2. Let ∆ be the distance between the network’s time and the

packet source’s time. When the network is at time T2 and the packet source is at time T1, we

have ∆ = T2 − T1. If only the packet source is stalled, then ∆ will become larger and larger

as time goes on. When ∆ is large enough, the following problem can occur. Suppose that the

network reaches time Tp when the packet source reaches time Tm. According to the enqueue

process, the last packet descriptor generated and injected into the source queue by the packet

source before time Tm is Pi. When the network’s time is Tp and the packet source’s time is Tm,

Pi is ejected from the source queue according to the dequeue process. The source queue thus

becomes empty (state Spm in Figure 4.2(b), (c)). According to the enqueue process, the packet

source will not generate any packet descriptors until it reaches time Tn when Pj is generated.

On the other hand, according to the dequeue process, Pj will be ejected from the source queue

when the network reaches time Tq (Tq > Tn). Let D1 = Tn − Tm and D2 = Tq − Tp. If D1

is greater than D2, then the network will reach time Tq before packet descriptor Pj is generated

and injected into the source queue by the packet source. In other words, the packet source has

become too slow to be able to generate packet descriptors according to the injection process, and

therefore the generated workload is not the one originally specified. To overcome this problem,

the network is forced to stop all of its operations when both of two following conditions hold: (1)

the source queue is empty, and (2) the current time counter of the packet source is smaller than

the current time counter of the network. When the network is stalled, the packet source continues

its operations. As shown in Figure 4.2, the network is stalled at time Tp until the packet source

reaches time Tn when packet descriptor Pj is generated and injected into the source queue (state

Spn in Figure 4.2(b), (c)). By this way, we can ensure that either the packet source is not slower
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Figure 4.3: The state transition diagrams of each packet source and the network in the conven-
tional method and the proposed method for modeling synthetic workloads. Here, packet source
i and its corresponding source queue are denoted by PSi and SQi, respectively. The current time
counters of packet source i and the network are denoted by ti and t, respectively.

than the network or the source queue contains at least one packet. Thus, the emulation is correct.

In the first case, since the source queues never become empty, the network is not stalled.

Thus, the emulation can take place without any penalty cycles. On the other hand, the network

may be stalled many times in the second case. For a given NoC design and a given workload,

the number of penalty cycles depends on the length of the source queues. Larger source queues

will reduce the number of penalty cycles, and hence reduce the stall time, but also require more

memory. This issue will be discussed in more detail in Section 4.3.3.

Figure 4.3 summarizes the proposed method in comparison with the conventional one in the

form of state transition diagrams. In the conventional method, the packet sources and the network

keep running from the start to the end of the emulation without any interruptions. On the other

hand, in the proposed method, they may transition between the running state and the waiting

state during the emulation. The state transitions occur in response to certain events. A packet

source transitions from the running state to the waiting state when it wants to generate a packet

descriptor but the corresponding source queue is full. The packet source stays at the waiting state

until one space in the source queue becomes available when it returns to the running state. The

network transitions from the running state to the waiting state when there exists an empty source

queue and the time of the packet source connected to this empty source queue is behind the time

of the network. It transitions back to the running state when the condition for transitioning from

the running state to the waiting state does not hold anymore.
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Table 4.1: Common parameters of the target NoCs and emulation parameters

Network parameters Emulation parameters

Router architecture Input-queued VC router Packet length 8-flit

VC/Switch allocator iSLIP [122] Injection process Bernoulli process

Arbiter type Round-robin Traffic pattern Uniform random & hotspot

VC size 4-flit # of warmup / measurement cycles 200,000 / 200,000

Flow control Credit-based Source queue length 8-entry

Table 4.2: Individual parameters of each of the target NoCs

NoC #cores #routers
Router Flit

NoC #cores #routers
Router Flit

radix size radix size

128×128-2vc-5stage-xy 16,384 16,384 5 18bit 64×64-1vc-5stage-xy 4,096 4,096 5 18bit

128×128-2vc-5stage-oe 16,384 16,384 5 19bit 64×64-1vc-4stage-xy 4,096 4,096 5 21bit

128×128-2vc-4stage-xy 16,384 16,384 5 21bit 4ary6tree-2vc-5stage-nca 4,096 6,144 8 18bit

128×128-1vc-5stage-xy 16,384 16,384 5 18bit 4ary6tree-1vc-5stage-nca 4,096 6,144 8 18bit

128×128-1vc-4stage-xy 16,384 16,384 5 21bit 4ary5tree-2vc-5stage-nca 1,024 1,280 8 18bit

64×64-2vc-5stage-xy 4,096 4,096 5 18bit 4ary5tree-1vc-5stage-nca 1,024 1,280 8 18bit

64×64-2vc-5stage-oe 4,096 4,096 5 19bit 2ary10tree-2vc-5stage-nca 1,024 5,120 4 18bit

64×64-2vc-4stage-xy 4,096 4,096 5 21bit 2ary10tree-2vc-5stage-nca 1,024 5,120 4 18bit

xy: dimension-order routing algorithm.

oe: minimal adaptive routing algorithm based on the odd-even turn model [72].

nca: nearest common ancestor routing algorithm.

4.3 Evaluation

A NoC emulator, called FNoC, is developed on a Xilinx VC707 board using the methods pro-

posed in this chapter and Chapter 3. Vivado 2015.4 is used for synthesizing, implementing,

and generating FPGA bitstream files. The synthesis and implementation strategies are set as

Flow_PerfOptimized_High and Performance_ExplorePostRoutePhysOpt, respectively. The em-

ulation results are transferred to a host PC via an RS232C interface at a data rate of 0.5 Mbps.

Tables 4.1 and 4.2 show the parameters of the 16 target NoCs and the emulation parameters.

There are two pipelined architectures. In the five-stage architecture, the five pipeline stages con-

sist of routing computation, VC allocation, switch allocation, switch traversal, and link traversal

as described in Chapter 2. In the four-stage architecture, the look-ahead routing technique is used

to perform two stages routing computation and VC allocation in parallel, thereby reducing the

number of pipeline stages from five to four. In the look-ahead routing technique, the router at

hop i of a route performs the routing computation for the next router, which is at hop i+ 1 of the

route, and passes the result along with the head flit. Therefore, the flit size used in the four-stage

router is larger than that used in the five-stage pipelined router. Besides the XY dimension-order

routing algorithm, a minimal adaptive routing algorithm based on the odd-even turn model [72]

is also implemented. To implement this algorithm, one control bit is added to the flit structure.
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Table 4.3: Overhead and speed of emulating each of the target NoCs under uniform and hotspot
traffics

LUTs Regs Slices BRAMs Vivado’s Avg. speed

# % # % # % # % runtime (cycles/s)

128×128-2vc-5stage-xy-uniform-8×4phy 122,294 40.3 87,312 14.4 39,090 51.5 923 89.6 80min 97.0K

128×128-2vc-5stage-xy-uniform-4×4phy 61,584 20.3 43,984 7.2 23,597 31.1 965 93.7 50min 48.7K

128×128-2vc-5stage-xy-uniform-2×2phy 15,846 5.2 11,334 1.9 8,036 10.6 937 91.0 23min 12.2K

128×128-2vc-5stage-xy-hotspot-8×4phy 151,976 50.1 87,344 14.4 46,105 60.7 923 89.6 88min 77.8K

128×128-2vc-5stage-oe-uniform-8×4phy 126,465 41.7 89,269 14.7 39,843 52.5 939 91.2 85min 96.4K

128×128-2vc-5stage-oe-hotspot-8×4phy 156,128 51.4 89,269 14.7 46,822 61.7 939 91.2 90min 77.2K

128×128-2vc-4stage-xy-uniform-8×4phy 126,808 41.8 93,295 15.4 39,239 51.7 956 92.8 82min 97.1K

128×128-1vc-5stage-xy-uniform-8×4phy 75,053 24.7 61,286 10.1 27,699 36.5 635 61.7 55min 96.8K

128×128-1vc-4stage-xy-uniform-8×4phy 79,028 26.0 65,094 10.7 27,069 35.7 651 63.2 53min 96.9K

64×64-2vc-5stage-xy-uniform-8×4phy 120,573 39.7 87,185 14.4 36,824 48.5 635 61.7 77min 387.8K

64×64-2vc-5stage-xy-uniform-4×4phy 60,245 19.8 43,857 7.2 19,366 25.5 368 35.7 43min 194.6K

64×64-2vc-5stage-xy-uniform-2×2phy 15,685 5.2 11,217 1.8 5,575 7.3 246 23.9 13min 48.8K

64×64-2vc-5stage-xy-hotspot-8×4phy 152,386 50.2 87,228 14.4 44,344 58.4 635 61.7 83min 291.1K

64×64-2vc-5stage-oe-uniform-8×4phy 125,406 41.3 89,167 14.7 38,979 51.4 651 63.2 77min 384.9K

64×64-2vc-5stage-oe-hotspot-8×4phy 157,016 51.7 89,197 14.7 45,707 60.2 651 63.2 83min 288.7K

64×64-2vc-4stage-xy-uniform-8×4phy 126,020 41.5 93,050 15.3 40,991 54.0 668 64.9 103min 389.0K

64×64-1vc-5stage-xy-uniform-8×4phy 74,374 24.5 61,073 10.1 25,718 33.9 507 49.2 47min 386.6K

64×64-1vc-4stage-xy-uniform-8×4phy 77,942 25.7 64,920 10.7 27,079 35.7 523 50.8 52min 385.0K

4ary6tree-2vc-5stage-nca-uniform 8,890 2.9 5,818 1.0 4,557 6.0 871 84.6 34min 8.1K

4ary6tree-1vc-5stage-nca-uniform 5,451 1.8 3,846 0.6 3,150 4.2 591 57.4 12min 8.1K

4ary5tree-2vc-5stage-nca-uniform 8,707 2.9 5,247 0.9 3,642 4.8 273 26.5 11min 39.0K

4ary5tree-1vc-5stage-nca-uniform 5,345 1.8 3,445 0.6 2,360 3.1 206 20.0 8min 39.0K

2ary10tree-2vc-5stage-nca-uniform 3,651 1.2 2,758 0.5 1,971 2.6 369 35.8 10min 9.8K

2ary10tree-1vc-5stage-nca-uniform 2,865 0.9 2,121 0.3 1,416 1.9 255 24.8 8min 9.8K

When there are two available output ports, the implemented selection strategy selects the port

with more free VCs.

All the RTL code is developed from scratch. The emulation RTL code is created based on

the rules described in Section 3.6.

Table 4.3 summarizes the overhead and speed of emulating each of the 16 target NoCs. Four

2D mesh NoCs 128×128-2vc-5stage-xy/oe and 64×64-2vc-5stage-xy/oe are evaluated on two

traffic patterns: uniform random and hotspot. In the uniform random traffic, the destination of

each packet is randomly selected with equal probability among all nodes in the network. In the

hotspot traffic pattern, hotspot nodes are located at the left-up corner of the network and receive

four times more traffic than the other nodes. The numbers of hotspot nodes used in evaluating the

128×128 and 64×64 NoCs are 256 (a 16×16 cluster) and 64 (a 8×8 cluster), respectively. When

emulating the two NoCs 128×128-2vc-5stage-xy and 64×64-2vc-5stage-xy under the uniform

random traffic, three different physical cluster sizes are used: 8×4, 4×4, and 2×2. The total

times of synthesizing, implementing and generating the FPGA bitstream files on a Core i7 4770

PC are included for reference. The emulation speeds are the average speeds at all traffic loads
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used in latency measurements.

4.3.1 Resource Requirements

We first look at the hardware overhead when emulating the 2D meshes. There are four major

points here. (1) FNoC uses BRAMs much more extensively than slice registers and slice LUTs.

(2) The numbers of occupied slice registers and slice LUTs are roughly proportional to the phys-

ical cluster size. (3) When the emulated network is not large enough, many occupied BRAMs

are underutilized. To understand this, we have to understand the characteristics of BRAMs.

Each BRAM in Xilinx 7 series FPGAs can be configured to only one of the following depths:

29, 210, · · · , 215. When employing the TDM technique, as described in Chapter 3, the depth of

the state memory as well as the out buffer and the in buffer is Nlog where Nlog is the number of

logical clusters. Also, a memory of x-entry is enlarged to (x ×Nlog)-entry. If Nlog or x ×Nlog

is not a multiple of 29, 210, · · · , 215, many of the occupied BRAMs will be underutilized. For

example, when emulating a 64×64 NoC with physical cluster sizes 8×4, 4×4, and 2×2, the num-

bers of logical clusters are 27, 28, and 210, respectively. Thus, many of the occupied BRAMs are

underutilized when the physical cluster size is 8×4 or 4×4. On the other hand, when emulating a

128×128 NoC with physical cluster sizes 8×4, 4×4, and 2×2, the numbers of logical clusters are

29, 210, and 212 respectively. Thus, most occupied BRAMs are fully utilized. Therefore, there is

only minor difference in the number of required BRAMs when emulating a 128×128 NoC with

different physical cluster sizes, while emulating a 64×64 NoC with a smaller physical cluster

requires less BRAMs. (4) With the same architecture, physical cluster size, and traffic pattern,

emulating a larger network only requires more BRAMs. For example, when the architecture,

physical cluster size, and traffic pattern are 2vc-5stage-xy, 2×2, and uniform, respectively, em-

ulating the 64×64 NoC requires 23.9% of BRAMs while emulating the 128×128 NoC requires

91.0% of BRAMs. However, the numbers of required slice LUTs, as well as slice registers, are

almost the same. The size of the largest NoC that can be emulated by FNoC depends on only the

total amount of BRAMs on the FPGA. By using an FPGA with more BRAMs, larger NoCs can

be supported. This is an important point because the amount of BRAMs embedded on an FPGA

is doubling every two years [123].

When emulating the k-ary n-trees, BRAMs are also the most used resources. Note that the

router radix of a k-ary n-tree is different from that of a 2D mesh. For example, the router radix

of a 4-ary 6-tree is eight while that of a 2D mesh is five. Thus, implementing a physical router of

the 4-ary 6-tree requires more resources.

The operating frequency of FNoC is highly dependent on three factors: (1) the traffic work-

load that needs to be modeled, (2) the critical path of the router pipeline, and (3) the amount of

required BRAMs. As discussed in Section 3.5 in Chapter 3, since BRAMs are used much more
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extensively than other FPGA resources, the design is spread out according to the distribution of

BRAMs, that is, along parallel columns in which BRAMs are placed. Although this problem is

mitigated by inserting registers into the paths between BRAMs as described in Section 3.5, the

paths to BRAMs might be still very long if most BRAMs of the FPGA are occupied. In this

evaluation, the timing constraint is set to 100 MHz in the case the traffic pattern is uniform. 100

MHz is the maximum operating frequency when emulating the 4ary6tree-2vc-5stage-nca NoC.

This is because the router pipeline in this NoC has the longest critical path (due to the high radix),

and 84.6% of BRAMs are occupied while only 2.9% of slice LUTs and 1.0% of slice registers

are required. Higher frequencies might be achieved when emulating the other NoCs. In the case

the traffic pattern is hotspot, the frequency decreases to 80 MHz (128×128 NoCs) and 75 MHz

(64×64 NoCs) due to the use of modulo operations with non-power-of-2 operands.

4.3.2 Emulation Accuracy

The emulation results of FNoC are compared to those of BookSim. For each traffic load, 200,000

warmup cycles, 200,000 measurement cycles, and a drain phase are emulated. We are limited

to emulating these numbers of warmup and measurement cycles because BookSim is extremely

slow. As mentioned in Section 2.5 in Chapter 2, the current parameters allow us to execute up to

228 cycles. For every emulation, it is verified that all packets that are sent are received.

As mentioned earlier, three physical cluster sizes are used to emulate two 2D meshes. How-

ever, note that the physical cluster size does not have any impact on the emulation results that are

always the same as those obtained when not using the TDM technique. A larger physical cluster

only makes the emulation faster.

The evaluation results show that, when using the same random number generator, FNoC

and BookSim report exactly the same results, including both latency and throughput results,

in every case. This is evident in that the developed NoC models are totally identical to those of

BookSim. Currently, FNoC uses the xorshift128+ pseudo-random number generator [124] for all

FPGA implementations while the default pseudo-random number generator used in BookSim is

Knuth’s [125]. Figure 4.4 shows the latency graphs obtained when emulating the NoCs described

in Table 4.2 under uniform and hotspot traffics. Figure 4.5 shows the distributions of packet

latency obtained when emulating the 128×128-2vc-4stage-xy at two different traffic loads. For

reference, the results of both random number generators are included. We can see that the results

obtained when using the xorshift128+ pseudo-random number generator are almost the same as

those obtained when using Knuth’s pseudo-random number generator.

Figure 4.4 shows that some results such as those regarding the numbers of VCs and pipeline

stages from small-scale NoCs can be also applied to large-scale NoCs. For the minimal adap-

tive routing algorithm based on the odd-even turn model, Figure 4.4 also shows the same trend
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Figure 4.4: Average packet latency: emulating 16 target NoCs with the parameters described in
Tables 4.1 and 4.2.

reported in [72] and [126] for small-scale NoCs: compared to XY routing, the adaptive routing

algorithm performs worse under uniform traffic but better under hotspot traffic.

4.3.3 Emulation Performance

This section first presents a formula for calculating the emulation speed S of FNoC. In the for-

mula, Nphy, Nnode, and α are defined as follows. In the case of emulating a 2D mesh, Nphy

and Nnode are the physical cluster size (the number of physical nodes) and the number of nodes

of the NoC, respectively. In the case of emulating a k-ary n-tree, Nphy = 1 and Nnode is

max{NR, NC} where NR = n × kn−1 and NC = kn are the numbers of routers and cores re-
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(a) Offered traffic load = 0.004 flits/core/cycle (about 21% of the saturation load)

(b) Offered traffic load  = 0.0188 flits/core/cycle (about 98.5% of the saturation load)

Figure 4.5: Distributions of packet latency: emulating the 128×128-2vc-4stage-xy (detailed pa-
rameters are described in Tables 4.1 and 4.2) under uniform traffic.

spectively of the NoC. Finally, α (0 < α ≤ 1) is a coefficient reflecting the stalling effect caused

by using the method described in Section 4.2. α = 1 means that there is no stalling effect. If

the network is stalled during the emulation, then α will be smaller than 1. Since two FPGA

cycles are used for processing each logical instance (cluster/router/core), the emulation speed S

(emulation cycles per second) of FNoC is

S = α× F

2× Nnode
Nphy

, (4.1)

where Nphy, Nnode, α are described above and F is the operating frequency (Hz) of the system.

From this formula, we can calculate the time T (seconds) needed to execute C emulation cycles

by the following formula.

T =
C

S
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Figure 4.6: (a) FNoC’s emulation speed for different network sizes; (b) FNoC’s speedup over
BookSim; (c) FNoC’s normalized emulation speed versus % FPGA slice use for different physi-
cal cluster sizes; (d) The stalling effect coefficient α with different traffic loads and source queue
lengths in the case of emulating the 128×128-2vc-5stage-xy.

In the evaluation below, the traffic pattern used is uniform random.

Figure 4.6(a) shows the emulation speed of FNoC for different network sizes. The 128×128

and 4ary6tree NoCs here are the 128×128-2vc-5stage-xy and 4ary6tree-2vc-5stage-nca descr-

ibed in Tables 4.1 and 4.2. The other 2D meshes have the same parameters as the 128×128

NoC except the network size. The 8×8 NoC is emulated using a 4×4 physical cluster while

the other 2D meshes are emulated using a 8×4 physical cluster. FNoC operates at 120 MHz

when emulating the 8×8 NoC, 110 MHz when emulating the 16×16 NoC and 100 MHz when

emulating the other NoCs. In each case, the stalling effect coefficient α is measured and the

emulation speed is derived from formula (4.1). For the 2D meshes, FNoC’s speed varies from

11,580K–15,000K (cycles/s) for the 8×8 NoC to 80.9K–97.7K (cycles/s) for the 128×128 NoC.

For the 4-ary 6-tree NoC, the speed decreases to 7.9K–8.1K since only one physical router and

one physical core are used to emulate the entire network. In every case, we can see that the

emulation speed drops slightly at traffic loads near the saturation load. This is because of the

stalling effect, which will be analyzed in detail below.

Figure 4.6(b) shows the speedup of FNoC over BookSim. For this comparison, BookSim

is run on a Core i7 4770 PC. The evaluation results show that BookSim’s speed decreases with
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increasing traffic load. This is because a higher traffic load requires more operations to be exe-

cuted. For example, the lower the traffic load is, the more likely that the body of an if statement

can be skipped. On the other hand, as shown in Figure 4.6(a), FNoC’s speed is almost constant

when the traffic load is not high. Therefore, as shown in Figure 4.6(b), the speedup is generally

higher when the traffic load is higher. The stalling effect makes the speedup decrease at some

traffic loads near the saturation load. However, as will be explained later, the stalling effect tends

to zero and thus FNoC’s speed increases back to the zero-load speed as the traffic load is fur-

ther increased. Since BookSim’s speed decreases with increasing the traffic load, the speedup of

FNoC over BookSim at an extremely high traffic load is greater than at a low traffic load. When

emulating the 128×128 NoC, the maximum and average (geomean) speedups over BookSim are

8,469× and 5,047× respectively. In terms of emulation time, the time needed to draw the latency

graph of the NoC (shown in Figure 4.4(a)) is reduced from around 13.2 days to around 3.2 min-

utes. When emulating the 4-ary 6-tree NoC, a maximum of 489× and an average (geomean) of

232× speedups are achieved. The time needed to draw the latency graph of the NoC (shown in

Figure 4.4(e)) is reduced from around 6.2 days to around 34.5 minutes.

Figure 4.6(c) shows the Pareto chart of FNoC’s normalized speed versus % FPGA slice use

in the case of emulating the 128×128 NoC and 64×64 NoC with different physical cluster sizes.

The emulation speeds are normalized to the case of emulating the 128×128 NoC using a 2×2

physical cluster. We can see that FNoC’s speed is almost proportional to the physical cluster size.

Finally, we analyze the stalling effect coefficient α (in formula (4.1)). For a given workload,

α depends on the source queue length and the emulated NoC. Figure 4.6(d) shows how α varies

with different traffic loads and source queue lengths (note that all results presented above are

obtained with the source queue length = 8) in the case of emulating the 128×128 NoC. This

result is matched with the analysis in Section 4.2. Specifically, at low traffic loads, α = 1

because we do not have to stall the network. α starts to decrease when the offered traffic load is

close to the saturation load. At extremely high traffic loads, the network does not stall because,

as the traffic load increases, it is highly likely that every source queue always contains at least

one packet descriptor after it becomes full for the first time. Thus, α converges to 1 as the offered

traffic load tends to 1.

4.3.4 Comparison with other FPGA-Based NoC Emulators

This section first compares how FNoC and the other FPGA-based NoC emulators are justified

in terms of emulation accuracy. Among all emulators mentioned in Section 2.4.2 in Chapter 2,

only DART [65], AdapNoC [67], and DuCNoC [68] are verified against a well-known simulator,

which is also BookSim. However, all of them report the comparison results for only one 3×3

NoC with XY routing and a simple router model under uniform traffic. Although the comparison
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results (latency graphs) show that these emulators track BookSim closely, the differences are

not zero. For instance, DART reports a noticeable difference in average packet latency and

distribution of packet latencies at high traffic loads mainly due to the difference in the router

models. In contrast, FNoC reports emulation results of 16 target NoCs with both deterministic

and adaptive routing algorithms and fully pipelined router models under both uniform and non-

uniform traffic patterns. When using the same random number generator, the results reported by

FNoC are totally identical to those reported by BookSim.

The section next compares the emulation speeds of FNoC, DART, AdapNoC, DuCNoC, and

the NoC emulator proposed by Drewes et al. [66]. Because of some differences such as in the

router architectures and the FPGAs used, the comparison here is not strictly quantitative. The

thesis aims to qualitatively show that the emulation speed of FNoC is comparable to the state-of-

the-art emulators.

DART’s emulation speed varies from around 9,000K to around 22,500K emulation cycles

per second for a 3×3 NoC and decreases to from around 5,500K to around 16,000K emulation

cycles per second for an 8×8 NoC. By using the TDM approach, DART can emulate a 9×9 NoC.

However, the authors of DART do not provide results for this NoC.

AdapNoC’s emulation speed varies from around 175K to around 400K emulation cycles per

second for a 3×3 NoC and decreases to from around 30K to around 200K emulation cycles per

second for an 8×8 NoC. The authors of AdapNoC state that AdapNoC can emulate a 32×32

NoC using the TDM approach. However, they do not provide any results for NoCs larger than

8×8.

DuCNoC’s speed for a 5×5 NoC varies from around 200K to around 375K emulation cycles

per second. For larger NoCs, the authors of DuCNoC do not report the absolute emulation speeds

but instead the speedups compared to BookSim. Their evaluation results show that DuCNoC’s

speedup over BookSim decreases with increasing the target NoC size; the maximum speedups

when emulating a 512-node NoC and an 8,196-node NoC (the largest NoC that can be emulated

by DuCNoC) are 265× and 3×, respectively.

The size of the largest NoC that can be emulated by Drewes et al.’s NoC emulator is 8×8.

The speed when emulating this NoC under a uniform random traffic pattern is around 16.6K

emulation cycles per second.

As presented in Section 4.3.3, when emulating an 8×8 NoC, the speed of FNoC is from

11,580K to 15,000K emulation cycles per second. The largest NoC size that currently can be

emulated by FNoC is 128×128 (16,384-node). When emulating this NoC, FNoC’s speed is

from 80.9K to 97.7K emulation cycles per second. Different from DuCNoC, FNoC’s speedup

over BookSim increases with increasing the target NoC size; the speedup when emulating the

128×128 NoC is 5,047×.
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4.4 Summary

This chapter presented a method for emulating a NoC under a synthetic workload without re-

quiring a large amount of memory. This method and the time-multiplexed emulation methods

proposed in Chapter 3 enable fast and cycle-accurate emulation of large-scale NoCs with so-

phisticated router architectures on a single FPGA without using off-chip memory. An extensive

evaluation with 16 target NoCs was performed. Compared to BookSim, a widely used NoC

simulator, the proposed NoC emulator was 5,047× faster when emulating a 128×128 NoC and

232× faster when emulating a 4-ary 6-tree NoC, while providing the same results.

The method presented in this chapter considers the most popular version of synthetic work-

loads in which the traffic generation process of a node is independent of those of all the other

nodes. However, one may want to create a synthetic workload in which the traffic generation

process of a node may affect another. To support such synthetic workloads, the proposed method

needs to be modified.



Chapter 5

A Use Case of FNoC in Design and
Modeling of a New Routing Algorithm

5.1 Introduction

This chapter shows the usability of the FPGA-based NoC emulator proposed in Chapter 4 by

designing and modeling an effective routing algorithm for 2D mesh NoCs and evaluating it for

various network sizes, from currently popular middle-scale sizes to future large-scale sizes.

In any NoC, the routing of messages sent between nodes plays a key role in achieving high

performance. It is one of the major factors that determine how closely the network operates to the

performance boundary set by the choice of topology. This chapter focuses on routing algorithms

for 2D meshes which constitute an important class of NoCs that have been widely used in both

commercial and research systems [11, 51, 43, 84, 40, 41, 44].

As explained in Chapter 2, existing routing algorithms can be classified into two categories:

oblivious routing and adaptive routing. Oblivious routing algorithms do not use the network’s

state information in their routing decisions. On the other hand, adaptive routing algorithms con-

sider the state of the network when determining a path for a packet from the source node to the

destination node. Thus, they are potentially better in terms of performance. Despite this, obliv-

ious routing algorithms are easier to implement, have much shorter routing computation delay,

and do not incur much hardware overhead. Therefore, they are commonly used in practice.

The simplest and most popular oblivious routing algorithm for 2D meshes is the dimension-

order routing (DOR) algorithm. As shown in Figure 5.1(a), in the XY DOR algorithm, packets

are routed first in the X dimension and then in the Y dimension to reach their destinations. On the

other hand, in the YX DOR algorithm (Figure 5.1(b)), packets are routed first in the Y dimension

and then in the X dimension. Besides the simplicity, the DOR algorithm has the major advantage

of being deadlock-free and thus has been employed in many practical systems.

79
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Figure 5.1: (a) XY DOR: packets are routed first in the X dimension and then in the Y dimension
to reach their destinations. (b) YX DOR: packets are routed first in the Y dimension and then
in the X dimension. (c) O1TURN [7] combines XY DOR and YX DOR: the first dimension of
traversal is chosen randomly. (d) LEF: a packet is routed in the X dimension first (XY DOR) if
the difference of the X coordinates of the source node and the destination node (∆x) is greater
than the difference of the Y coordinates (∆y); otherwise, if ∆y is greater than ∆x, the packet is
routed in the Y dimension first (YX DOR); in the case that ∆x is equal to ∆y, the first dimension
of traversal is chosen randomly like in O1TURN.

Since the DOR algorithm offers no path diversity, it does a poor job of load balancing the net-

work under many traffic patterns. To address this problem, several oblivious routing algorithms

including Valiant’s [127], ROMM [128], and O1TURN [7] have been proposed.

Valiant’s algorithm [127] offers a high path diversity by routing each packet from the source

node to the destination node via a randomly chosen intermediate node. With the high path diver-

sity, this routing algorithm achieves optimal worst-case throughput1. However, it suffers from

low average-case throughput and high latency because a packet may traverse from source to

destination through a non-minimal path.

ROMM [128] is similar to Valiant’s algorithm in which it routes each packet from the source

node to the destination node via an intermediate node2. However, the intermediate node in

ROMM must be within the minimum rectangle defined by the source node and the destina-
1The minimum throughput over all traffic patterns.
2Here, we consider the two-phase ROMM which is the most popular version of ROMM. In general, in the n-phase

ROMM algorithm, a packet is routed from source to destination via n− 1 intermediate nodes.
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tion node whereas the intermediate node in Valiant’s algorithm can be anywhere in the network.

Because of this, packets are always routed through minimal paths in ROMM. Thus, ROMM

has better average-case throughput and latency than Valiant’s algorithm. However, it has been

demonstrated that, in the worst case, ROMM may deliver lower performance than the DOR al-

gorithm in 2D tori and meshes [129, 7].

O1TURN [7] is one of the most effective oblivious routing algorithms for 2D meshes known

so far. As shown in Figure 5.1(c), this routing algorithm combines XY DOR and YX DOR. The

first dimension of traversal is chosen randomly. It has been shown that O1TURN can deliver

higher performance than the DOR algorithm as well as Valiant’s algorithm and ROMM.

Most of the routing algorithms proposed for 2D meshes have been evaluated on only sym-

metric networks of size n×n. However, in practice, the network size can bem×nwherem 6= n.

For example, the 2D mesh network used in the Intel Xeon Phi Knights Landing architecture [11]

is 6×9. Moreover, when multiple parallel applications are mapped into a 2D-mesh-based sys-

tem, each application does not necessarily have to be mapped into a symmetric sub-mesh region.

Thus, it is crucial to evaluate routing algorithms on both symmetric and asymmetric networks.

This chapter proposes LEF (Long Edge First), a new oblivious routing algorithm for 2D

meshes. LEF offers high throughput with low design complexity and is especially effective when

the communication is within an asymmetric mesh. LEF’s basic idea comes from conventional

wisdom in choosing the appropriate DOR algorithm for supercomputers with asymmetric mesh

or torus interconnects [130, 131, 132]: routing longest dimensions first provides better perfor-

mance than other strategies; that is, for example, if the interconnect is an asymmetric 2D mesh

with the X dimension longer than the Y dimension, then the XY DOR is preferred over the YX

DOR. This wisdom has also been adopted in some commercial many-core processors. For in-

stance, the 2D-mesh-based Intel Xeon Phi Knights Landing architecture [11] employs the YX

DOR because the Y dimension is longer than the X dimension.

Routing longest dimensions first can deliver higher performance because the pressure on the

channel buffers is reduced as packets tend not to move from a lightly loaded channel to a heavily

loaded one when changing from a dimension to another [130, 131, 132]. The reason for this is

that a channel on a longer dimension is potentially shared by more flows and hence more heavily

utilized. The results in this thesis confirm that, in a 16×8 network (a mesh with the X dimension

longer than the Y dimension), the XY DOR algorithm offers 10.5% and 24.7% higher throughput

than the YX DOR algorithm under a uniform and a hotspot traffic, respectively.

Unlike the conventional wisdom, decisions of selecting the appropriate DOR algorithm in

LEF are not fixed to the network shape but instead made on a per-packet basis. The first dimen-

sion of traversal of a packet is the one in which the packet needs to traverse more hops. In this

way, like O1TURN, LEF distributes the load over both XY and YX paths and thus outperforms

the DOR algorithm when the traffic pattern is non-uniform. Moreover, in the cases of global
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communication in an asymmetric network and local communication within an asymmetric re-

gion, there are more source-destination pairs of which the distance in the longer dimension is

greater than that in the shorter dimension. Thus, in LEF, the majority of packets traverse the

longer dimension, which is more heavily loaded, first. Therefore, the pressure on the channel

buffers is lower than in O1TURN where 50% of packets traverse the longer dimension first and

the remaining 50% traverse the shorter dimension first. By balancing between distributing the

load over both XY and YX paths and reducing the pressure on the channel buffers, LEF can

achieve higher throughput than other oblivious routing algorithms including O1TURN.

When LEF is used, deadlock may occur because of the combination of XY DOR and YX

DOR. The thesis proposes an efficient deadlock avoidance method for LEF in which the use

of virtual channels (VCs) is more flexible than in the conventional method used by O1TURN.

Using the proposed method, we can expect a more effective utilization of VCs which contributes

to improving the overall performance.

Due to the lack of fast modeling methodologies that can provide a high degree of accuracy,

most existing routing algorithms have not been evaluated in large-scale NoCs which consist of

thousands of nodes. This chapter uses the fast and cycle-accurate FPGA-based NoC emulator

proposed in the previous chapters to evaluate LEF and its counterparts in networks of various

sizes ranging from 8×8 to 128×64.

The original idea of LEF is proposed by Sasakawa and Kise in [71]. This thesis makes the

following major extensions.

First, the thesis optimizes the selection scheme of XY and YX DOR in LEF. By treating

packets of which routed paths lie on only one dimension different from the others, the thesis

relaxes the restrictions that must be imposed for deadlock freedom. Moreover, in [71], XY DOR

is always selected when the difference of the X coordinates of the source node and the destination

node is equal to the difference of the Y coordinates; however, the thesis finds that this selection

strategy does not perform well under traffics patterns like transpose where most (or all) of the

source-destination pairs have the distance in the X dimension equal to that in the Y dimension.

Therefore, the proposed selection scheme is not fixed to XY DOR when the difference of the

X coordinates of the source node and the destination node is equal to the difference of the Y

coordinates but instead made randomly between XY DOR and YX DOR.

Second, the thesis proposes a more efficient deadlock avoidance method for LEF in which the

use of VCs is more flexible. The evaluation results show that this deadlock avoidance method out-

performs the conventional method and can also be used to improve the performance of O1TURN.

Third, the thesis provides much more detailed analysis and evaluation results. The thesis

compares LEF against not only the DOR algorithm but also O1TURN, one of the best oblivious

routing algorithms for 2D meshes known so far, and a minimal adaptive routing algorithm based

on the odd-even turn model [72]. By using the proposed FPGA-based NoC emulator, the thesis
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Figure 5.2: (a) An example of mapping three parallel applications into an 8×8 mesh. (b) An
example of mapping three parallel applications into a 4×8 mesh.

examines the routing algorithms on NoCs of various sizes from 8×8 to 128×64 and shows that

their performance is strongly affected by the resource allocation policy in the network and the

effects are different for each routing algorithm. This result would not be obtained if modeling of

large-scale NoCs could not be performed.

5.2 The LEF Routing Algorithm

5.2.1 Selection of XY DOR and YX DOR

Figure 5.1(d) shows the basic idea of the selection of XY DOR and YX DOR in LEF. When

routing a packet, which DOR algorithm is chosen depends on the relative position between the

source node and the destination node. The XY DOR will be chosen if the distance of the X

coordinates of the source node and the destination node (∆x) is greater than the distance of the

Y coordinates (∆y). Otherwise, if ∆y is greater than ∆x, the YX DOR will be chosen. In the

case that ∆x is equal to ∆y, the first dimension of traversal will be selected randomly.

In the example in Figure 5.1(d), because ∆y1 is greater than ∆x1, packets sent from node S1

to node D1 are routed with YX DOR. On the other hand, packets sent from node S2 to node D2

are routed with XY DOR because ∆x2 is greater than ∆y2. Finally, packets sent from node S3

to node D3 can be routed with both XY DOR and YX DOR (randomly chosen) because ∆x3 is

equal to ∆y3.

By selecting XY DOR or YX DOR for each packet as described above, LEF naturally dis-

tributes the load over both XY and YX paths. It thus achieves better load balancing than the DOR

algorithm which routes every packet in a fixed dimension first. Moreover, the XY DOR and YX

DOR selection strategy makes LEF especially effective in the case that the nodes participating

in communication lie on an asymmetric mesh. This includes the global communication in an
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asymmetric network and the local communication occurring when multiple parallel applications

are mapped into a network (may be symmetric or asymmetric) like in Figure 5.2.

Figure 5.2(a) illustrates the situation of mapping three parallel applications into three sub-

meshes 5×3, 5×5, and 3×8 of an 8×8 mesh. Interestingly, if we use the XY DOR algorithm for

this network, the application running in the 5×3 sub-mesh will get benefited but the one running

in the 3×8 sub-mesh will be harmed. On the other hand, if the YX DOR algorithm is used, the

application running in the 3×8 sub-mesh will get benefited but the one running in the 5×3 sub-

mesh will be harmed. By using LEF, the performance of both applications in the two sub-meshes

will be boosted.

Figure 5.2(b) illustrates the situation of mapping three parallel applications into three sub-

meshes 4×2, 4×3, and 4×3 of a 4×8 mesh. According to the conventional wisdom explained

in Section 5.1, we should use the YX DOR algorithm for this network because the Y dimension

(8) is longer than the X dimension (4). However, for the mapping pattern in Figure 5.2(b), the

XY DOR algorithm is more suitable since every sub-mesh has the X dimension longer than

the Y dimension. By using LEF, this problem will disappear. This is because LEF is effective

regardless of which dimension is longer.

Besides the better load balancing, the preceding discussion reveals a major advantage of LEF

over the DOR algorithm: LEF is effective under any application mapping pattern. This advantage

is significant since the application mapping pattern often changes over time.

In the case that the nodes participating in communication lie on an asymmetric mesh, LEF can

be more effective than O1TURN because LEF causes a lower pressure on the channel buffers.

For simplicity, we assume that the X dimension of the asymmetric mesh is longer than the Y

dimension. In this case, a channel in the X dimension is potentially shared by more flows and thus

more heavily loaded than a channel in the Y dimension. Also, there are more source-destination

pairs of which the distance in the X dimension is greater than that in the Y dimension. Therefore,

in LEF, the majority of packets traverse the X dimension first and thus tend to move from a

heavily loaded channel to a lightly loaded one when turning to the Y dimension. This results in

a lower pressure on the channel buffers than in O1TURN where 50% of packets tend to move

from a lightly loaded channel to a heavily loaded one when turning from the Y dimension to the

X dimension.

5.2.2 Deadlock Avoidance

In the explanations below, a packet that is routed with the XY DOR is called an XY packet.

Similarly, a YX packet is the one routed with the YX DOR.

Since LEF combines XY DOR with YX DOR, dependency cycles involving XY packets and

YX packets may be formed, and thus deadlock may occur. This is the same as in O1TURN.
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Figure 5.3: O1TURN [7] avoids deadlock by completely separating XY packets and YX packets.
In each physical channel, half of the VCs are for XY packets while the other half for YX packets.

As shown in Figure 5.3, O1TURN avoids deadlock by completely separating XY packets and

YX packets. It requires two or more VCs per physical channel. In each physical channel, half of

the VCs are for XY packets while the other half for YX packets. In this way, it is clear that no

dependency cycle can be formed, and therefore, deadlock does not occur.

5.2.2.1 Proposed Deadlock Avoidance Method

This thesis proposes a new deadlock avoidance method in which the use of VCs is more flexible

than in the O1TURN’s method described above. The proposed method requires that the atomic

VC allocation policy is used. In this policy, a VC can be re-allocated to a new packet only when

it is empty. Thus, at any given time, a VC can be occupied by only one packet. This is also an

essential requirement for making fully adaptive routing algorithms deadlock-free [133].

Figure 5.4 shows two typical deadlock situations that occur when a non-atomic VC allocation

policy is used. In the first situation shown in the left-hand side of Figure 5.4, a deadlock occurs

because four packets P1, P2, P3, P4 form a dependency cycle. The second deadlock situation

shown in the right-hand side of Figure 5.4 involves eight packets P1, P2, P3, P4, P5, P6, P7, and

P8.

Like in the O1TURN’s method, the number of VCs per physical channel (v) in the proposed

method must be also greater than or equal to two (v ≥ 2). Two design options are provided:

1. Y-restricted: reserve k VCs (1 ≤ k ≤ v− 1) in each physical channel in the Y dimension

exclusively for XY packets (Figure 5.5(a)).

2. X-restricted – reserve k VCs (1 ≤ k ≤ v−1) in each physical channel in the X dimension
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Figure 5.4: Two typical deadlock situations that occur when a non-atomic VC allocation policy
is used, that is, a VC can be occupied by two or more packets at the same time.

exclusively for YX packets (Figure 5.5(b)).

The VCs that are reserved exclusively for XY packets and YX packets are called XY-exclusive

VCs and YX-exclusive VCs, respectively. In the Y-restricted approach, YX packets are prohibited

from using XY-exclusive VCs in the Y dimension while there is no restriction on VCs that XY

packets can use. Similarly, in the X-restricted approach, XY packets are prohibited from using

YX-exclusive VCs in the X dimension while YX packets can use any VC in both the X and Y

dimensions. The proof of deadlock freedom will be presented in Section 5.2.2.2.

The decision of which design option, Y-restricted or X-restricted, is chosen is taken according

to the shape of the network. In the case the X dimension is longer than the Y dimension, the Y-

restricted approach is chosen. This is because there are fewer Y channels than X channels. Also,

there is a high probability that a channel on the Y dimension is shared by fewer flows and thus

less heavily utilized than a channel on the X dimension. Thus, using the Y-restricted approach is

better. For the similar reasons, the X-restricted approach is chosen in the case the Y dimension

is longer than the X dimension. For symmetric networks, either approach can be chosen3.

As will be described in the proof of deadlock freedom in Section 5.2.2.2, exclusive VCs are

the keys that prevent potential deadlock situations from becoming real ones. The number of

exclusive VCs per channel k affects how fast a potential deadlock situation can be broken. Using

too few exclusive VCs may make it too slow to break potential deadlock situations, especially at

high loads, which may hurt the overall network performance. On the other hand, using too many

exclusive VCs may make the non-exclusive VCs in the same dimension with the exclusive VCs
3In the evaluation in Section 5.3, the Y-restricted approach is adopted for symmetric networks
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Figure 5.5: The use of VCs in the proposed deadlock avoidance method. Two design options are
provided: (a) Y-restricted and (b) X-restricted.

too congested, which in turn also leads to poor performance. Because of the above reasons, in

the evaluation in Section 5.3, k is set to v/2 where v is the number of VCs per channel.

Using the proposed method, a more effective utilization of VCs than in the O1TURN’s

method can be expected. This contributes to improving the overall performance, which we will

see in Section 5.3.

5.2.2.2 Proof of Deadlock Freedom

This section will prove that deadlock does not occur in LEF when the proposed deadlock avoid-

ance method in Section 5.2.2.1 is used. The proof for the X-restricted approach (Figure 5.5(b)) is

provided. The proof for the Y-restricted approach (Figure 5.5(a)) is almost the same. The proof
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Figure 5.6: Coordinates of nodes in an m×n mesh.

assumes an m×n mesh shown in Figure 5.6 and is organized in a series of three lemmas and one

theorem.

Lemma 5.2.1. Any YX-exclusive VC is eventually released.

Proof. As shown in Fig. 5.5(b), YX-exclusive VCs are located at the input ports +x and -x. They

can be occupied by only YX packets. Thus, there are only two cases for a packet that is currently

in a YX-exclusive VC.

• Case 1: the packet already arrived at its destination.

• Case 2: the packet will proceed to the next channel in the X dimension.

In case 1, the packet will be forwarded to the processing core of the current node. Thus, the

YX-exclusive VC that the packet is occupying will be released. Below we focus on case 2.

i) input port -x of node (m,1). First, we consider the YX-exclusive VCs in input port -x of

node (m,1). Case 2 never happens since output port +x of node (m,1) is not connected to any

other nodes. Thus, the YX-exclusive VCs in input port -x of node (m,1) are eventually released.

ii) input port -x of node (m-1,1). Next, we consider the YX-exclusive VCs in input port

-x of node (m-1,1). When case 2 happens, the packet should be transmitted to node (m,1). At

least, the YX-exclusive VCs in input port -x of node (m,1) are eventually released by i). Thus,

the packet will be certainly forwarded to node (m,1) and the YX-exclusive VC in input port -x of

node (m-1,1) currently occupied by the packet will be released.

iii) input ports -x of the remaining nodes in row 1 (nodes from (m-2,1) to (1,1)). With

similar arguments as in i) and ii), we can prove that the YX-exclusive VCs in the input ports -x

of nodes from (m-2,1) to (2,1) are surely released. Input port -x of node (1,1) is not connected to

any other nodes and thus can be ignored.
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iv) input ports -x of nodes in rows 2, 3, · · · , n. The proofs for rows 2, 3, · · · , n are similar

to that of row 1 (from i) to iii)).

v) input ports +x. By the similar arguments as from i) to iv), we can prove that the YX-

exclusive VCs in input ports +x of all nodes are also eventually released.

By i) – v), we can conclude that any YX-exclusive VC is eventually released.

Lemma 5.2.2. Any VC in the Y dimension is eventually released.

Proof. As shown in Fig. 5.5(b), all VCs in the Y dimension are non-exclusive VCs. Since both

XY packets and YX packets can utilize non-exclusive VCs, there are three cases for a packet that

is currently in a VC in an input port +y or -y.

• Case 1: the packet already arrived at its destination.

• Case 2: the packet will proceed to the next channel in the Y dimension.

• Case 3: the packet will proceed to the next channel in the X dimension.

As same as in the proof of Lemma 5.2.1, case 1 is trivial. Below we focus on case 2 and case

3.

i) input port -y of node (1,n). First, we consider the VCs in input port -y of node (1,n). Case

2 never happens since output port +y of node (1,n) is not connected to any other nodes. When

case 3 happens, the packet should be transmitted to the next channel via output port +x or -x

(note that output port -x of node (1,n) is not connected to any other nodes; we add it here for the

generality of explanations). In this situation, the packet can be surely sent to the X dimension

since at least the YX-exclusive VCs in input port -x or +x of the next node is surely released by

Lemma 5.2.1. Thus, the VCs in input port -y of node (1,n) are eventually released.

ii) input port -y of node (1,n-1). Next, we consider the VCs in input port -y of node (1,n-1).

When case 2 happens, the next node of the packet is (1,n). The VCs in input port -y of node (1,n-

1) are eventually released since the VCs in input port -y of node (1,n) are eventually released by

i). When case 3 happens, the VCs in input port -y of node (1,n-1) are also eventually released

as similarly discussed in i). Therefore, the VCs in input port -y of node (1,n-1) are eventually

released in every case.

iii) input ports -y of the remaining nodes in column 1 (nodes from (1,n-2) to (1,1)). As

similarly discussed in i) and ii), we can prove that the VCs in the input ports -y of nodes from

(1,n-2) to (1,2) are surely released. Input port -y of node (1,1) is not connected to any other nodes

and thus can be ignored.

iv) input ports -y of nodes in columns 2, 3, · · · , m. The proofs for columns 2, 3, · · · , m are

similar to that of column 1 (from i) to iii)).
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v) input ports +y. All VCs in the input ports -y of all nodes are eventually released by i)

– iv). In the same way, we can prove that all VCs in the input ports +y of all nodes are also

eventually released.

By i) – v), we can conclude that any VC in the Y dimension is eventually released.

Lemma 5.2.3. Any non-exclusive VC in the X dimension is eventually released.

Proof. This lemma will be proved using Lemma 5.2.1 and Lemma 5.2.2. There are three cases

for a packet that is currently in a non-exclusive VC in the X dimension.

• Case 1: the packet already arrived at its destination.

• Case 2: the packet will proceed to the next channel in the X dimension.

• Case 3: the packet will proceed to the next channel in the Y dimension.

As same as in the proof of Lemma 5.2.1, case 1 is trivial. For case 2, the VC is eventually re-

leased because at least the YX-exclusive VCs in input port +x or -x of the next node is eventually

released by Lemma 5.2.1. For case 3, the VC is also eventually released because all VCs in input

port +y or -y of the next node are eventually released by Lemma 5.2.2. Thus, any non-exclusive

VC in the X dimension is eventually released.

We can easily derive the following theorem using Lemma 5.2.1, Lemma 5.2.2, and Lemma 5.2.3.

Theorem 5.2.4. All VCs in the network are eventually released.

Since all VCs in the network are eventually released by Theorem 5.2.4, LEF is deadlock-free.

The proposed deadlock avoidance method can also be used for any other routing algorithms that

combine XY DOR and YX DOR. Section 5.3 will show that it helps to improve the performance

of O1TURN considerably.

5.2.3 Optimization on the Selection of XY DOR and YX DOR

Figure 5.7 shows the straightforward algorithm for selecting XY DOR and YX DOR. The behav-

ior of this algorithm is the same as that described in Section 5.2.1. This section will first show

that it may cause unnecessary restrictions on the VC usage of certain packets. Then a solution to

eliminate those restrictions is proposed.

When combining XY DOR and YX DOR together, if deadlock arises, it is caused by only

packets of which routed paths lie on both the X and Y dimensions. However, the VC usage

restriction in the deadlock avoidance method described in Section 5.2.2.1 is applied to all pack-

ets. According to the algorithm in Figure 5.7, packets of which routed paths lie only on the X

dimension (∆x > 0 and ∆y = 0) are determined as XY packets. If the X-restricted approach
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1: Input: source node S (xS , yS) and destination node D (xD, yD)

2: Output: routing method R

3: ∆x = |xD − xS |
4: ∆y = |yD − yS |
5: if ∆x > ∆y then
6: R = XY DOR

7: else if ∆x < ∆y then
8: R = YX DOR

9: else
10: R = Random(XY DOR or YX DOR)

11: end if

Figure 5.7: The straightforward algorithm for selecting XY DOR and YX DOR described in
Section 5.2.1.

(Figure 5.5(b)) is used, these packets will be prevented from using the YX-exclusive VCs which

are exclusively reserved for YX packets. Likewise, packets of which routed paths lie only on the

Y dimension (∆x = 0 and ∆y > 0) are determined as YX packets. Thus, if the Y-restricted

approach (Figure 5.5(a)) is used, these packets will be prevented from using the XY-exclusive

VCs which are exclusively reserved for XY packets. These restrictions are unnecessary and may

make the exclusive VCs underutilized while the non-exclusive VCs are congested, especially

when the traffic is dominated by packets of which routed paths lie on only one dimension.

The unnecessary restrictions described above are eliminated by slightly modifying the al-

gorithm for selecting XY DOR or YX DOR as shown in Figure 5.8. Here we assume that the

Y-restricted deadlock avoidance method (Figure 5.5(a)) is used. When the path of a packet lies

only on the Y dimension (∆x = 0), it is determined as an XY packet and thus can use all VCs in

the Y dimension. The algorithm for the case the X-restricted deadlock avoidance method (Figure

5.5(b)) is used is similar to that in Figure 5.8. We only have to modify lines 5 and 6 as follows:

if ∆y == 0 then

R = YX DOR.

This means that, when the path of a packet lies only on the X dimension (∆y = 0), it is de-

termined as a YX packet and thus can use all VCs in the X dimension. In both cases of the

deadlock avoidance method, the selection of XY routing and YX routing for packets that must

traverse both X and Y dimensions to reach their destinations is the same as in the straightforward

algorithm in Figure 5.7.
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1: Input: source node S (xS , yS) and destination node D (xD, yD)

2: Output: routing method R

3: ∆x = |xD − xS |
4: ∆y = |yD − yS |
5: if ∆x == 0 then
6: R = XY DOR

7: else
8: if ∆x > ∆y then
9: R = XY DOR

10: else if ∆x < ∆y then
11: R = YX DOR

12: else
13: R = Random(XY DOR or YX DOR)

14: end if
15: end if

Figure 5.8: The algorithm for selecting XY DOR and YX DOR in LEF for the case the Y-
restricted deadlock avoidance method (Figure 5.5(a)) is used. For the case the X-restricted dead-
lock avoidance method (Figure 5.5(b)) is used, lines 5 and 6 should be modified as follows: if
∆y == 0 then R = YX DOR.

5.2.4 LEF Implementation

The conventional input-queued VC router architecture with five pipeline stages described in

Chapter 2 is used as the baseline. The routing information is carried by the head flit.

LEF is implemented by adding one bit to the flit structure. This bit indicates whether a packet

is an XY or a YX packet, which is determined at the source node and passed along with the head

flit to all nodes of the route. In this way, every packet is always aware of its type (XY or YX), and

therefore, it always knows which VCs it can use since the information of which VCs are XY/YX-

exclusive and which VCs are non-exclusive is predetermined. In the router implementation, some

logic is added to ensure that an XY packet does not send requests for YX-exclusive VCs (and

similarly, a YX packet does not send requests for XY-exclusive VCs) to the VC allocator.

5.3 Evaluation

5.3.1 Evaluation Methodology

As mentioned in Section 5.1, the proposed FPGA-based NoC emulator is used in the evaluation.

Apart from the advantages of emulation speed and accuracy, the proposed NoC emulator supports
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Table 5.1: Emulation parameters

Middle-scale NoCs 8×8, 16×8, 16×16

Large-scale NoCs 64×64, 128×64

Router architecture Input-queued VC router

Router pipeline 5-stage

# of VCs per physical channel 4

VC size 4-flit

VC/Switch allocator iSLIP [122]

Arbiter type Round-robin

Flow control Wormhole & credit-based

Packet length 16-flit

Injection process Bernoulli process

Traffic pattern Uniform, hotspot, transpose

asymmetric networks which are not officially supported by some widely used software-based

NoC simulators like BookSim [5].

Table 5.1 shows the emulation parameters. Both symmetric and asymmetric meshes are

considered. The results for five network sizes are presented: 8×8, 16×8, 16×16, 64×64, and

128×64. Each physical channel has four VCs, each can hold four flits.

Three traffic patterns are considered: uniform, hotspot, and transpose. Under the uniform

traffic, the destination of each packet is randomly selected with equal probability among all

nodes in the network. Under the hotspot traffic, there are four hotspot nodes (a 2×2 cluster) in

the middle-scale NoCs and 256 hotspot nodes (a 16×16 cluster) in the large-scale NoCs. In every

case, the hotspot nodes are located at a corner of the network and receive four times more traffic

than the other nodes. The transpose traffic pattern is only used with symmetric meshes. Under

this traffic pattern, node (i, j) only sends messages to node (j, i).

For each traffic pattern, each of the NoCs is emulated with different flit injection rates: from

a low injection rate at which there is almost no contention in the network to a high injection

rate at which the network is saturated. The emulation at each injection rate is executed in three

phases: warm-up (middle-scale NoCs: 100,000 cycles; large-scale NoCs: 200,000 cycles), mea-

surement (middle-scale NoCs: 100,000 cycles; large-scale NoCs: 200,000 cycles), and drain.

The average packet latency is calculated based on latencies of all packets generated during the

measurement phase. The network throughput is calculated from the number of packets arriving

at their destinations during the measurement phase.
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5.3.2 LEF Performance

5.3.2.1 Middle-Scale NoCs

LEF is compared against the DOR algorithm (both XY DOR and YX DOR), O1TURN [7],

and a minimal adaptive routing algorithm based on the odd-even turn model [72]. In the adaptive

routing algorithm, when there are two available output ports, the selection strategy selects the port

with more free VCs. A more complicated selection strategy may provide better performance but

can also produce diminishing results if it makes the router critical path longer. In the description

below and in the result graphs, the adaptive routing algorithm is denoted by Odd-Even. The

results of Odd-Even are included to show that LEF can provide comparable or even slightly

better performance than complex adaptive routing algorithms. The main objective is to compare

LEF with O1TURN and the DOR algorithm which are in the same category of oblivious routing

algorithms as LEF.

Figures 5.9, 5.10, and 5.11 show the average packet latency and throughput results of three

network sizes 8×8, 16×8, and 16×16, respectively. The results vary with both the shape of the

network and the offered traffic pattern.

In the symmetric 8×8 NoC, the XY DOR and YX DOR algorithms provide almost the same

results regardless of the offered traffic pattern. They outperform the other routing algorithms un-

der the uniform traffic. This result is the same as those reported in [126] and [72] which indicate

the superiority of the DOR algorithm under the uniform traffic. The main reason for this is that

the DOR algorithm incorporates more global, long-term information about the characteristics of

the uniform traffic pattern and thus can make the traffic distribution more even [126, 72]. LEF,

O1TURN, and Odd-Even show their strengths with the non-uniform traffics. Under the hotspot

traffic, thanks to the adaptability of routing decisions to the state of the network, Odd-Even per-

forms better than the other routing algorithms. Under the transpose traffic, LEF, O1TURN, and

Odd-Even deliver by far better performance than the DOR algorithm. In this traffic pattern, since

all source-destination pairs have the distance in the X dimension equal to the distance in the Y

dimension, LEF randomly selects XY DOR and YX DOR for every packet, which is the same as

O1TURN. However, LEF is slightly better than O1TURN thanks to its effective deadlock avoid-

ance method described in Section 5.2.2.1. This will be discussed in more details in Section 5.3.3.

In summary, compared to the DOR algorithm, the throughput provided by LEF is around 3.3%

lower under the uniform traffic but around 13.7% and 43.4% higher under the hotspot and trans-

pose traffics, respectively. Compared to O1TURN, the throughput provided by LEF is around

5.7%, 10.8%, and 3.6% higher under the uniform, hotspot, and transpose traffics, respectively.

In the asymmetric 16×8 NoC, LEF is the best-performing routing algorithm. As expected,

the XY DOR is better than YX DOR since the X dimension of the network is longer than the

Y dimension. Under the uniform traffic, LEF delivers almost the same throughput as the XY
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Figure 5.9: 8×8 NoC: average packet latency and throughput results with three different traffic
patterns.

DOR and around 9.3%, 10.1%, and 7.8% higher than the YX DOR, O1TURN, and Odd-Even,

respectively. Under the hotspot traffic, the throughput provided by LEF is higher than all other

algorithms with the approximate differences of 11%, 38.3%, 28.3%, and 2.2% compared to the

XY DOR, YX DOR, O1TURN, and Odd-Even, respectively. Interestingly, O1TURN is outper-

formed by the XY DOR and LEF is slightly better than Odd-Even. The performance gain of LEF

comes from two sources. First, as explained in Section 5.1, LEF balances between distributing

the load over both XY and YX paths and reducing the pressure on the channel buffers by routing

a packet along the dimension in which the source-destination distance is longer first. Second,

LEF uses a more effective deadlock avoidance method than the conventional one which is used

by O1TURN.
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Figure 5.10: 16×8 NoC: average packet latency and throughput results with two different traffic
patterns.

The results in the 16×16 NoC are almost the same as those in the 8×8 NoC. However, there

is a phenomenon that does not occur in the 8×8 NoC. When Odd-Even is used, the network

becomes unstable at extremely high loads (Figures 5.11(a) and 5.11(b)). This phenomenon is

caused by the selection of using round-robin arbiters for VC and link allocation. At high loads,

it is likely that most VCs in the network are occupied at most the time. When Odd-Even is

used, packets tend to have to compete for VC and link allocation more than in the case the DOR

algorithm is used. For instance, with the XY DOR, a packet at input port +y or -y will not go

to output ports +x and -x since the packet is routed first in the X dimension and then in the Y

dimension to reach its destination. Because of this, when the XY DOR is used, there is less

competition for the VCs and links in the X dimension. However, this is not the case for Odd-

Even. Because of the higher competition for VCs and links, Odd-Even requires a better VC

and link allocation strategy, especially for large networks where there exist many long paths.

Currently, since round-robin arbiters are used, the VC and link arbitration is locally fair but

globally unfair. The latency of a long-path packet may be extremely high because it is treated the

same as short-path packets in every hop from source to destination.

Like Odd-Even, LEF also causes the 16×16 NoC slightly unstable at high loads. The reason

is the same as for Odd-Even. However, compared to Odd-Even, LEF is less affected by the

globally unfair resource allocation because half of the VCs in the X dimension are YX-exclusive.
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Figure 5.11: 16×16 NoC: average packet latency and throughput results with three different
traffic patterns.

The competition for these VCs is low since only YX packets can occupy them. Despite this, we

will see in Section 5.3.2.2 that the effect of the globally unfair resource allocation on LEF is

significant when the network is large.

5.3.2.2 Large-Scale NoCs

This section presents the preliminary results of evaluating LEF on large-scale NoCs. Figures

5.12 and 5.13 show the average packet latency and throughput results of two networks 64×64

and 128×64, respectively. In most cases, the trend of average packet latency is the same as in

the middle-scale networks. LEF is still particularly effective when the network is asymmetric.

However, the effect of the global unfairness of resource allocation makes LEF perform worse than
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Figure 5.12: 64×64 NoC: average packet latency and throughput results with three different
traffic patterns.

in the middle-scale networks. For instance, under the uniform traffic, LEF is outperformed by

O1TURN in the 64×64 NoC while the result in the 8×8 NoC is opposite. In terms of throughput,

we can see that the large-scale NoCs are unstable at high loads when LEF is used. The reason is

the same as that used to explain the behavior of Odd-Even in the 16×16 NoC in Section 5.3.2.1.

To alleviate the problem, it is necessary to use a different arbitration policy which can handle

long-path packets well.

O1TURN is less affected by the globally unfair resource allocation than LEF because it uses

the deadlock avoidance method in which the VCs are completely separated into two layers, one

for XY packets and the other for YX packets. In this way, there is less competition for each VC

in O1TURN than in LEF and the effect of the globally unfair resource allocation is smaller.
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Figure 5.13: 128×64 NoC: average packet latency and throughput results with two different
traffic patterns.

The results presented above make it clear that the performance of the routing algorithms is

strongly affected by the resource allocation policy in the network and the effects are different for

each algorithm. To promote the potential of LEF in large-scale NoCs, it is necessary to take into

account the design of the resource allocation policy. The details are left as future work.

5.3.3 The Effectiveness of the Proposed Deadlock Avoidance Method

Figure 5.14 illustrates the effectiveness of the proposed deadlock avoidance method over the

conventional method which is used by O1TURN [7]. The network size and traffic pattern here

are 16×8 and hotspot, respectively. As mentioned earlier, the proposed method can also be

applied to O1TURN. In the graphs in Figure 5.14, O1TURN++ indicates O1TURN with the

proposed deadlock avoidance method while LEF-- indicates LEF with the conventional deadlock

avoidance method. Thus, LEF and O1TURN++ use the same deadlock avoidance method. This

is also the case for LEF-- and O1TURN.

Figure 5.14 shows that the throughputs provided by LEF and O1TURN++ are around 18.1%

and 12%, respectively, higher than those provided by LEF-- and O1TURN. Therefore, the pro-

posed deadlock avoidance method is effective not only for LEF but also for O1TURN.

Another result obtained from Figure 5.14 is that, when using the same deadlock avoidance

method, LEF outperforms O1TURN. This indicates that the strategy of selecting the XY DOR
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Figure 5.14: Comparison of the proposed deadlock avoidance method and the conventional
method which is used by O1TURN [7]. In the graphs, O1TURN++ indicates O1TURN with the
proposed deadlock avoidance method while LEF-- indicates LEF with the conventional deadlock
avoidance method.

and YX DOR in LEF is better than that in O1TURN.

5.4 Summary

This chapter proposed LEF, a new oblivious routing algorithm for 2D meshes, and an effective

deadlock avoidance method for it. By routing a packet along the dimension in which it needs to

traverse more hops first, LEF balances between distributing the load over both XY and YX paths

and reducing the pressure on the channel buffers, which leads to better load balancing than other

oblivious routing algorithms like O1TURN. This, together with the proposed deadlock avoidance

method, enables LEF to achieve higher performance than the DOR algorithm and O1TURN and

provide comparable performance to a complicated adaptive routing algorithm. The evaluation

results showed that, in an 8×8 NoC, the throughput provided by LEF was from around 3.6% to

around 10.8% higher than O1TURN under three different traffic patterns. In a 16×8 NoC, LEF

delivered up to around 28.3% higher throughput than O1TURN and was even better than the

adaptive routing algorithm. The evaluation results also showed the effectiveness of the proposed

deadlock avoidance method over the conventional method. The use of the proposed FPGA-based

NoC emulator makes it possible to examine LEF and the other routing algorithms in NoCs with

thousands of nodes in a practical time. The preliminary results showed that the performance of

these routing algorithms was strongly affected by the resource allocation policy in the network

and the effects were different for each algorithm. To maximize the potential of LEF in such

large-scale NoCs, it is necessary to pay more attention to the resource allocation policy.

Like many previous studies on routing algorithms [72, 7, 134], the thesis presents evalua-

tion results under only synthetic traffics. Although synthetic workloads can provide a relatively

thorough coverage of the characteristics of the routing algorithms, evaluation results under real

traffics may be required for some certain application-specific optimizations. Therefore, in the
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next chapter, the thesis extends the proposed NoC emulator to support emulation under trace-

driven workloads that are based on trace data of real applications.



Chapter 6

Towards NoC Emulation under
Trace-Driven Workloads

6.1 Introduction

In the trace-driven emulation approach, a NoC emulator replays a sequence of messages, called

trace, captured from either a working system or an execution-driven simulation/emulation. How-

ever, due to the lack of trace data of large-scale NoC-based systems, using synthetic workloads

is presently the only feasible approach for emulating large-scale NoCs with thousands of nodes.

While synthetic workloads can provide a relatively thorough coverage of the characteristics of

the target NoCs, evaluation on trace-driven workloads is still required in some cases such as

assessing application-specific optimizations. The thesis takes this into account and extends the

NoC emulator proposed in Chapter 4 to support trace-driven emulation which will be useful

for research and development of large-scale NoCs in the future when trace data of large-scale

NoC-based systems are available.

Besides the necessity of emulation with workloads created from realistic applications’ trace

data, it is crucial for an FPGA-based NoC emulator to support trace-driven emulation due to

the following reason. Some synthetic workloads, especially those based on complex but effec-

tive synthetic workload generation methodologies like Synfull [120] and that proposed by Yin et

al. [121], are difficult to model on FPGAs because they require complicated probability density

functions and modulo, multiplication, division, and exponent operations. Even it is feasible to

implement these functions and operations on FPGAs, it is likely that the operating frequency of

the emulator drops substantially. Therefore, if the emulator supports trace-driven emulation, de-

veloping a software tool to generate trace data based on the descriptions of the complex synthetic

workloads and then using the trace-driven emulation mode of the emulator would be a better

approach.

102
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It is difficult to effectively support trace-driven NoC emulation on FPGAs because trace data

are often much larger than the total capacity of FPGA on-chip memory and thus must be stored

in off-chip memory. Most of the existing FPGA-based NoC emulators simplify the control of

loading trace data from the off-chip memory, generating messages based on the loaded trace data,

and injecting the messages to the NoC by using soft processors like Microblaze or hard processors

on SoC FPGAs. AcENoCs [62] and AdapNoC [67] use two Microblaze soft processors to be

able to alleviate the off-chip memory access time. Specifically, one processor is responsible

for loading trace data while the other is responding for generating and injecting messages to

the NoC. In this way, the trace load operation is overlapped with the message generation and

injection operations, and therefore, the effect of the off-chip memory access time is reduced.

DuCNoC [68] also adopts this approach but uses two ARM processors on a Xilinx Zynq-7000

SoC FPGA instead of the Microblaze soft processors. This is also the case for the NoC emulator

proposed by Drewes et al. [66]. While using processors (either soft or hard cores) makes the

implementation easy, it significantly degrades the emulation speed. For instance, in [66], Drewes

et al. report an average emulation speedup of around 39K cycles per second for an 8×8 NoC

with the trace data collected from the full-system simulation of the PARSEC benchmark suite

[73]. This is even slower than the speed of BookSim [5], one of the most widely used software-

based NoC simulators, measured on a Core i7 4770 PC; the measurement results of the thesis

shows that the average speed of BookSim when simulating an 8×8 NoC with the PARSEC traces

is around 62.5K cycles per second. Another problem with the approach of using processors is

that the emulation speed decreases even faster than software-based simulators with increasing

the target NoC size. For instance, DuCNoC reports a maximum speedup of 265× over BookSim

when emulating a 512-node NoC and the speedup is reduced to just 3× when the target NoC size

is 8,196-node (these numbers are obtained with a synthetic workload; the emulation speed with

trace-driven workloads has the similar trend). Therefore, to speed up the emulation of large-scale

NoCs, a new approach is required.

This chapter adopts the time-division multiplexing (TDM) scheme introduced in Chapter 3

and proposes an effective architecture for speeding up trace-driven emulation of NoCs with up

to thousands of nodes on FPGAs. The proposed architecture helps to virtually eliminate the

negative effect of the off-chip memory on the emulation performance and allows the emulator to

operate at a high frequency. The major contributions are as follows.

1. Most of the existing FPGA-based NoC emulators rely on soft or hard processors to support

trace-driven emulation. Because of this, their emulation speeds are limited, especially

when the target NoC is large. This thesis proposes an effective architecture which does not

include processors for speeding up trace-driven emulation of NoCs with up to thousands

of nodes.
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Figure 6.1: Traffic generator architecture for supporting trace-driven emulation.

2. The thesis introduces some methods to effectively hide the off-chip memory access time

and improve the scalability of the emulation architecture in terms of operating frequency

and FPGA resource requirements.

3. Using the proposed architecture, the thesis extends the NoC emulator proposed in Chapter

4 to support trace-driven emulation. The evaluation results show that the developed NoC

emulator is 260× faster than BookSim when emulating an 8×8 NoC with the PARSEC

traces, and the speedup is increased to 5,106× when emulating a 64×64 NoC with trace

data created based on the uniform random traffic.

This chapter focuses on emulation of 2D meshes. However, the proposed architecture can be

easily modified for emulation of k-ary n-trees as well.

6.2 Background

This section starts by describing the traffic generator architecture for supporting trace-driven

emulation. After that, the TDM scheme is briefly reviewed because it is tightly coupled to the

proposed architecture.

6.2.1 Traffic Generator Architecture

Figure 6.1 shows the traffic generator architecture for supporting trace-driven emulation. The

packet source gets trace data from a module called trace loader and sends back a control sig-

nal, called invalidate, which will be described in detail in Section 6.3. In this thesis, a trace is

defined as a set of packet descriptors, each encodes a message sent from one node to another

in the many-core system from which the trace was recorded. In the implementation presented

in Section 6.4, a packet descriptor is 64-bit length and composed of five fields: valid bit (1 bit),

packet generation timestamp (30 bits), source address (14 bits), destination address (14 bits), and

packet length (5 bits). These widths limit the maximum number of emulation cycles, the largest

NoC size, and the maximum number of packet lengths to 230, 214, and 25, respectively. However,

this is not a fundamental limitation; larger numbers of emulation cycles, NoC sizes, and numbers

of packet lengths can be supported with only minor changes in the source code. The packet gen-

eration timestamp, source/destination addresses, and packet length are the information necessary
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Figure 6.2: The TDM scheme for 2D meshes introduced in Chapter 3.

for carrying out the trace-driven emulation. Designers can add other information to the packet

descriptor structure for collecting their desired performance characteristics of the emulated NoC.

When a valid packet descriptor arrives at a traffic generator, the packet source stores it into

the source queue. When the network is ready, the flit generator reads a packet descriptor from

the source queue and compares the encoded packet generation timestamp with the current time

of the emulation to check whether it is time to generate a packet and inject it to the network. A

packet can be injected into the network when its generation timestamp is smaller than the current

time of the network. The flit generator tracks the status of the network based on the incoming

flow control credits.

6.2.2 Time-Multiplexed Emulation

Figure 6.2 shows the TDM scheme for 2D meshes introduced in Chapter 3. A network is em-

ulated using a small number of interconnected nodes called physical cluster. A node in the

physical cluster is called a physical node. In each time slot, the physical cluster processes a part

of the network which is called a logical cluster. The state of each logical cluster is stored in

one entry of the state memory. The physical cluster switches from processing a logical cluster to

processing another by changing its state with the state data loaded from the state memory. The in

buffer and the out buffer are responsible for storing communication data between logical clusters.

Two FPGA cycles are used for processing each logical cluster. Let Nphy be the number of

physical nodes; then emulating each cycle of a NoC withNnode nodes costs 2Nnode/Nphy FPGA

cycles. However, in the proposed architecture, because the emulation may be stalled when the
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speed of loading trace data from off-chip memory cannot keep pace with the emulation speed,

emulating a cycle of an Nnode-node NoC using a cluster of Nphy physical nodes may take more

than 2Nnode/Nphy FPGA cycles.

6.3 Proposed Trace-Driven Emulation Architecture

Before going into details of the proposed architecture, this section describes how a trace is or-

ganized on a host PC before it is sent to the FPGA side. As mentioned in Section 6.2.1, a trace

is a set of packet descriptors. The order of packet descriptors in a trace is decided by first their

source addresses and then their packet generation timestamps. Let pts be the packet descriptor

with source address s and packet generation timestamp t. For any two packet descriptors pt1s1
and pt2s2, if s1 < s2 then pt2s2 is behind pt1s1; in the case that the source addresses of the packet

descriptors are the same (s1 = s2), they are sorted by the packet generation timestamps.

6.3.1 Architecture Overview

Figure 6.3 shows the overview of the proposed trace-driven emulation architecture on a Xilinx

VC707 board in which the default 1GB DDR3 DRAM is replaced with a larger one (4GB DDR3

DRAM). The trace receiver is responsible for receiving packet descriptors from a host PC and

writing them to the DRAM on the FPGA board. Packet descriptors with the same source address

are stored in a continuous region of the DRAM and in the order of the packet generation times-

tamp. The emulation starts when the trace receiver finishes writing the whole trace data into the

DRAM.

Since packet descriptor pts describes a packet generated by node s, in the explanations below,

we say that pts belongs to s.

Each physical node in the physical cluster is connected to a trace loader which is responsible

for loading packet descriptors belonging to the nodes processed by that physical node. For ex-

ample, in Figure 6.2(a), because physical node 0 is responsible for processing nodes 0, 1, 2, 3, 8,

9, 10, and 11 of the network, trace loader 0 will load packet descriptors belonging to these nodes

during the emulation. Section 6.3.2 will describe in detail how packet descriptors are loaded.

In the current implementation, the DRAM controller returns a block of 512 bits for each

read request. Since the packet descriptor size is 64 bits, a trace loader will get eight packet

descriptors after issuing a read request to the DRAM controller. Asynchronous FIFOs and the

double flopping technique are used for passing data between different clock domains [135].
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Figure 6.3: Overview of the proposed trace-driven emulation architecture on a Xilinx VC707
board in which the default 1GB DDR3 DRAM is replaced with a larger one (4GB DDR3
DRAM).

6.3.2 Trace Loader Architecture

Figure 6.4 shows the datapath surrounding the trace loaders. In a trace loader, there are four

memory modules: data, offset, valid, and reqstatus. Each of these memories consists of Nlog

entries where Nlog is the number of logical clusters, each entry for a node processed by the

physical node which the trace data loader is connected to. For example, in Figure 6.2(a), we have

two physical nodes 0 and 1. Since physical node 1 processes nodes 4, 5, 6, 7, 12, 13, 14, and

15, trace loader 1 is responsible for loading packet descriptors belonging to these nodes. In trace

loader 1, data[0], offset[0], valid[0], and reqstatus[0] are for node 4; data[1], offset[1], valid[1],

and reqstatus[1] are for node 5; and so on.

Data: 512-bit-wide memory. Data stores packet descriptors loaded from the DRAM.

Offset: x-bit-wide memory where x depends on the size of the trace. Offset[i] stores a relative
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Figure 6.4: Datapath surrounding the trace loaders.

address which is used to calculate the address for loading the next data[i]; the base address is

determined by the ID of the node that data[i], offset[i], valid[i], and reqstatus[i] are for.

Valid: 1-bit-wide memory. Valid[i] indicates whether data[i] is valid or not. Valid[i] is initialized

with 0 and set to 1 each time data[i] is filled. For the simplicity of description, below, we assume

that data[i], offset[i], valid[i], and reqstatus[i] are for node s. In each emulation cycle, if valid[i]

is 1 and the source queue of the traffic generator in node s is not full, one packet descriptor will

be extracted from data[i] and put into the source queue by the packet source (Figure 6.1). In the

packet source, a counter is maintained to track the number of packet descriptors that have been

extracted from data[i]. When the packet source extracts the eighth packet descriptor (the last

one) from data[i], this counter is reset. At the same time, an invalidate request is issued to the

trace loader to reset valid[i] to zero.

ReqStatus: 1-bit-wide memory. A trace loader is not blocked after issuing a read request to

the DRAM controller. Instead of waiting for data from the DRAM controller, the trace loader

continues to issue more read requests if necessary and possible. In this way, the impact of the

DRAM access time on the emulation performance is effectively reduced. ReqStatus is used to
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make sure that there are no duplicate read requests. ReqStatus[i] indicates whether a read request

for data[i] has been issued to the DRAM controller. ReqStatus[i] is set to 1 when the DRAM

controller accepts the read request for data[i] and reset to 0 when data[i] is filled. The trace

loader issues a read request for data[i] when both valid[i] and reqstatus[i] are zero.

Both the data memory and the offset memory have only one write port and one read port and

can be efficiently implemented using FPGA on-chip block RAMs (BRAMs). However, this is

not the case for the valid memory and the reqstatus memory.

As described above, the valid memory has two write ports: one for the DRAM controller

side (update requests – active when new packet descriptors arrive) and the other for the physical

node side (invalidate requests). It also has two read ports: one for determining whether a read

request should be issued and the other is for determining the status of the packet descriptors sent

to the physical node.

The reqstatus memory has two write ports and one read port. One of the write port is for

updating when the DRAM controller accepts the read request of the trace loader. The other write

port is for updating when new packet descriptors arrive. The read port is for determining whether

a read request should be issued to the DRAM controller.

Since valid and reqstatus are 1-bit-wide memories, it seems that having multiple write ports

and read ports is not a serious problem. However, the experimental results show that the FPGA

resource requirements and the peak operating frequency are significantly affected when their

depth is high, that is, the number of logical clusters Nlog is large. This makes it difficult to

support emulation of large-scale NoCs.

The thesis proposes a method to make it possible to implement the valid memory and the

reqstatus memory efficiently. The proposed method is based on the following observations. In

the valid memory, it is not necessary to immediately process invalidate requests from the physical

node. An invalidate request can be stalled for 2Nlog FPGA cycles, which is the time needed

to emulate one cycle of the network. When we stall an invalidate request and all subsequent

ones (if there are any), there are at most Nlog − 1 update requests from the DRAM controller
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side. This is because a read request for data[i] is not issued until valid[i] is invalidated (reset

to zero). Therefore, we can reduce the number of write ports of the valid memory from two to

one using the idea illustrated in Figure 6.5. We store invalidate requests from the physical node

side in an Nlog-entry FIFO. Update requests from the DRAM controller side are always serviced

immediately. When there is no update request, an invalidate request is popped from the FIFO

and serviced. Similarly, we can also reduce the number of write ports of the reqstatus memory to

one. Since the valid memory is only 1-bit-wide, we simply duplicate it to reduce the number of

read ports from two to one. Consequently, all memories in the proposed architecture have only

one write port and one read port, and therefore, they can be implemented efficiently on FPGAs.

As shown in Figure 6.4, the read requests of the trace loaders are arbitrated by an Nphy:1

arbiter where Nphy is the number of physical nodes of the physical cluster used to emulate the

network. Packet descriptors provided by the DRAM controller are sent to the appropriate trace

loaders based on the source addresses encoded inside them.

6.3.3 Emulation Methodology

Similar to in emulation with synthetic workloads, the time of the network is separated from the

times of the traffic generators. Each traffic generator, as well as the network, has its own time

counter.

The time counter of a traffic generator is updated each time the traffic generator gets a packet

descriptor from the corresponding trace loader and puts it into the source queue. The value used

to update the time counter is the packet generation timestamp of the packet descriptor. For the

correctness, the emulation of the network is stalled when both of the following two conditions

hold: (1) the source queue is empty, and (2) the time counter of the traffic generator is smaller

than or equal to the time counter of the network. This occurs when the DRAM access speed is

too slow compared to the emulation speed.

With the above approach, the traffic generators are allowed to run ahead of the network. This

helps to minimize the impact of stalling the network on the emulation performance (that is, hiding

the DRAM access time). However, the source queues may contain packet descriptors with packet

generation timestamps larger than the current time counter of the network. To prevent incorrect

emulation, some logic is added to make sure that a packet descriptor is dequeued from the source

queue in which it is stored if and only if its packet generation timestamp is smaller than the

current time counter of the network.

One problem that might arise when the above emulation method is used is that the emulation

might not be finished successfully if the largest packet generation timestamp in a node is smaller

than the time to which we want to emulate. For example, assume that we want to emulate a

10,000-cycle trace and the largest packet generation timestamp in node 0 is 7,000. At emulation
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Table 6.1: Parameters of the target NoCs

Router architecture Input-queued VC router
Router pipeline 5-stage

Routing algorithm XY, odd-even
# of VCs per port 2, 4

VC size 4-flit
Flit size 30-bit, 31-bit, 32-bit

VC/Switch allocator iSLIP [122]
Arbiter type Round-robin

Flow control Wormhole & credit-based

cycle t (t > 7, 000) when the source queue in node 0 becomes empty, according to the emulation

method explained above, the network is stalled since the time counter of the traffic generator

in node 0 is 7,000 and smaller than t. If we do not provide any valid packet descriptors with

packet generation timestamp larger than t, the network will be stalled forever. To deal with this

problem, some dummy packet descriptors with the largest possible packet generation timestamp

are appended to the end of the trace of each node. The number of appended dummy packet

descriptors is set to L+ 1 where L is the source queue length to prevent the corresponding trace

loader from issuing unnecessary read requests to the DRAM controller.

6.4 Evaluation

Using the proposed architecture, the thesis extends FNoC, the NoC emulator proposed in Chapter

4, to support trace-driven emulation. As mentioned in Section, the default 1GB DDR3 DRAM

on the used Xilinx VC707 board is replaced with a larger one with a capacity of 4GB. Vivado

2017.4 is used for synthesizing, implementing, and generating FPGA bitstream files.

Table 6.1 shows the parameters of the NoCs evaluated in this chapter. Two routing algorithms

are implemented: the dimension-order routing algorithm (denoted by XY) and a minimal adaptive

routing algorithm based on the odd-even turn model (denoted by odd-even) [72]. In the odd-even

routing algorithm, when there are two available output ports, the port with more free VCs is

selected. The flit size depends on the routing algorithm used and the number of VCs per port.

When the routing algorithm and the number of VCs per port are XY and two, respectively, the

flit size is 30-bit. Increasing the number of VCs per port to four requires a flit size of 31-bit.

Changing the routing algorithm from XY to odd-even adds one more bit to the flit structure.

The trace data of the PARSEC benchmark suite [73] collected by Hestness et al. [74] are used

for evaluating the implemented 8×8 NoC. In these trace data, the packet length varies between

2-flit and 18-flit. In each trace, the focus is on the region which represents the parallel portion of

the application. To evaluate NoCs larger than 8×8, trace data of synthetic workloads are created.
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Figure 6.6: Results obtained when emulating an 8×8 NoC (the parameters are shown in Table
6.1) with the PARSEC traces.

6.4.1 Emulation Accuracy

The emulation accuracy of FNoC in trace-driven emulation is verified by running extensive em-

ulations with the PARSEC traces and various traces created based on synthetic workloads. The

evaluation results show that, like in the case of emulation with synthetic workloads, FNoC and

BookSim report exactly the same results in every case. This indicates that the NoC models of

FNoC are totally identical to those of BookSim.

Figure 6.6(a) shows the average packet latencies obtained when emulating an 8×8 NoC (the

parameters are shown in Table 6.1; the routing algorithm, number of VCs per port, and flit size

are XY, 2, and 30-bit, respectively) with the PARSEC traces. For each trace, the latency data are

collected over 20 million warm-up cycles and 20 million measurement cycles. We can see that

applications like x264, ferret, and dedup exhibit high average packet latencies. This is because
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Table 6.2: FPGA resource requirements and operating frequencies when emulating different NoC
sizes using a cluster of 16 nodes (4×4)

LUTs Regs Slices BRAMs Freq.

NoC # % # % # % # % [MHz]

8×8 65,913 21.71% 53,551 8.82% 22,233 29.29% 442 42.91% 130

16×16 66,377 21.86% 54,073 8.91% 22,247 29.31% 442 42.91% 130

32×32 66,624 21.94% 54,298 8.94% 21,993 28.98% 442 42.91% 120

64×64 69,020 22.73% 54,736 9.01% 23,837 31.41% 562 54.56% 120

128×64 70,847 23.34% 55,053 9.07% 23,828 31.39% 690 66.99% 120

they have a high degree of data sharing and data exchange during the executions.

Figure 6.6(b) shows how the average packet latency can be reduced when increasing the

number of VCs per port from 2 to 4 (4vc-xy) and using the odd-even routing algorithm (4vc-oe).

The figure shows that increasing the number of VCs helps to reduce an average of 8.61% packet

latency. However, changing the routing algorithm from XY to odd-even has only a slight impact.

6.4.2 Resource Requirements and Scalability

Table 6.2 shows the FPGA resource requirements and operating frequencies when emulating

different NoC sizes using a physical cluster of 16 nodes (4×4). The 8×8 NoC here is the one

evaluated in Figure 6.6(a). The other NoCs have the same parameters as the 8×8 NoC except for

the network size.

We can see that the numbers of required LUTs and registers are almost the same in every

case. Emulating a larger NoC only requires more BRAMs. The size of each BRAM is fixed.

When the emulated NoC is small, many occupied BRAMs are underutilized. This is the reason

why the number of required BRAMs does not change when increasing the NoC size from 8×8

to 32×32.

The above result indicates that the scalability of the proposed architecture depends on only

the total capacity of BRAMs on the FPGA used. Larger NoCs can be supported by using an

FPGA with more BRAMs. This result is similar to the result in the case of emulation with

synthetic workloads presented in Chapter 4.

As shown in Table 6.2, the proposed architecture can operate at very high frequencies, 130

MHz when the emulated NoC size is 8×8 and 16×16 and 120 MHz in the other cases. This helps

to improve the emulation performance.

Next, let us evaluate the impact of the method for efficiently implementing the valid and

reqstatus memories described in Section 6.3.2 on the overall FPGA resource requirement and

operating frequency. Figure 6.7 shows that, when the emulated NoC is small, there is almost



CHAPTER 6 114

0

20

40

60

80

100

120

140

0%

10%

20%

30%

40%

50%

60%

70%

8x8 16x16 32x32 64x64 128x64

F
re

qu
en

cy
 (

M
H

z)

%
 S

li
ce

 U
se

% Slice use (naïve) % Slice use (proposal)

Freq (naïve) Freq (proposal)

Figure 6.7: Impact of the method for efficiently implementing the valid and reqstatus memories
on the overall FPGA resource requirement and operating frequency.

no difference between using and not using the proposed method. However, as the NoC size in-

creases, the effectiveness of the proposed method is clearly established. When emulating the

128×64 NoC, the naïve approach of using the valid and reqstatus memories with multiple write

ports and read ports requires 49.2% of FPGA slices. In contrast, the proposed method requires

only 31.4% FPGA slices, which is almost the same as when emulating the 8×8 NoC. The pro-

posed method also helps to improve the operating frequency.

6.4.3 Emulation Performance

To evaluate the performance of FNoC in trace-driven emulation, this section first proposes a

performance model. Let Nnode, Nphy, and Nlog be the number of nodes of the emulated NoC,

the physical cluster size (the number of physical nodes), and the number of logical clusters,

respectively; then Nnode = Nphy × Nlog. We define α (0 < α ≤ 1) as a coefficient reflecting

the impact of DRAM on the emulation speed. α = 1 means that the DRAM access time is

completely hidden. α is smaller than 1 when the network is stalled during the emulation as

described in Section 6.3.3. Since two FPGA cycles are used for emulating each logical cluster,

the emulation speed S (emulation cycles per second) of FNoC is given by

S = α× F

2×Nlog
= α× F

2× Nnode
Nphy

, (6.1)

where F is the operating frequency (Hz).

Figure 6.8 shows the speed of FNoC when emulating the 8×8 NoC which is evaluated in Fig-

ure 6.6(a) with the PARSEC traces. The physical cluster size used here is 4×4, and the emulator

operates at a frequency of 130 MHz. Like in the case of emulation with synthetic workloads,
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Figure 6.8: Speed of FNoC when emulating the 8×8 NoC which is evaluated in Figure 6.6(a)
with the PARSEC traces. The physical cluster size used is 4×4.

a comparison with BookSim is made. In this comparison, BookSim is also run on a Core i7

4770 PC. The results show that the speed of FNoC is almost constant at around 16,250K emula-

tion cycles per second in every case. In contrast, BookSim’s speed varies with the applications.

This is because each application features a different traffic load and BookSim’s speed decreases

with increasing traffic load. Consequently, the speedup of FNoC over BookSim varies with the

applications. The average (geomean) speedup is 260×.

To the extent of the author’s knowledge, at the moment, there does not exist any traces of

realistic applications for emulation of large-scale NoCs with thousands of nodes. Since creating

such traces is not trivial and extremely time-consuming, the thesis adopts the approach of using

traces created based on synthetic workloads to estimate the speed of FNoC when emulating

large-scale NoCs.

Figure 6.9 shows the speed of FNoC when emulating the 64×64 NoC which has the same

parameters as the 8×8 NoC evaluated in Figure 6.6(a) with traces created based on the uniform

random traffic under different loads. The physical cluster size used here is 8×4, and the emulator

operates at a frequency of 105 MHz. Similar to the evaluation result of the 8×8 NoC above, the

speed of FNoC is almost constant at around 410K emulation cycles per second in every case. The

speedup over BookSim ranges from 2,235× to 9,005× with the average (geomean) of 5,106×.

Finally, let us discuss the impact of DRAM on the emulation speed, that is, the coefficient α

in formula (6.1). There are two factors that influence α. The first factor is the difference between

the DRAM read bandwidth required for an ideal emulation speed (Breq) and the maximum read

bandwidth that can be achieved with the proposed emulation architecture (Bmax). The second
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Figure 6.9: Speed of FNoC when emulating the 64×64 NoC which has the same parameters as
the 8×8 NoC evaluated in Figure 6.6(a) with traces created based on the uniform random traffic.
The physical cluster size used is 8×4.

factor is how well the DRAM read latency can be hidden. α is equal to 1 if Breq is not greater

than Bmax and the DRAM read latency can be completely hidden. Otherwise, α will be smaller

than 1.

The thesis provides a formula for calculating the required DRAM read bandwidthBreq. Let l

(flits/node/cycle), p (flits), and d (bits) be the traffic load accepted by the emulated NoC under the

offered trace-driven workload, the average packet length, and the size of each packet descriptor,

respectively. As same as in formula (6.1), Nnode, Nphy, and F (Hz) are the number of nodes of

the NoC, the physical cluster size (the number of physical nodes), and the operating frequency

of the emulator, respectively. Nphy is also the number of trace loaders. In each emulation cycle,

the NoC accepts (l × Nnode)/p packets; thus, (l × Nnode)/p packet descriptors, that is, (l ×
Nnode × d)/p bits need to be loaded from the DRAM. Since each emulation cycle is equivalent

to 2 × Nnode/Nphy FPGA cycles in the ideal case and each FPGA cycle is equivalent to 1/F

seconds, the required DRAM read bandwidth Breq can be calculated by

Breq =

l×Nnode×d
p

2× Nnode
Nphy

× 1
F

=
l × d×Nphy × F

2p
(bps). (6.2)

We can see thatBreq is proportional to the physical cluster sizeNphy and the operating frequency

F of the emulator. A larger physical cluster and a higher operating frequency will make Breq
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Figure 6.10: The DRAM read bandwidth required for an ideal speed (Breq) when emulating the
8×8 NoC which is evaluated in Figure 6.6(a) with the PARSEC traces. The physical cluster size
used is 4×4.

increase, and thus more pressure is put on the DRAM.

Figures 6.10 and 6.11 showBreq in the cases of emulating the 8×8 and 64×64 NoCs that are

used to evaluate FNoC’s emulation speed above. Here, Breq is measured according to formula

(6.2). In Figure 6.10, Breq varies from 5 Mbps to 320 Mbps. The analysis shows that the

variation is because each application exhibits a different traffic load l and an average packet size

p. In Figure 6.11, the packet size is fixed and thus the variation of Breq (from 54 Mbps to 441

Mbps) is caused by only the changes in the traffic load l.

The measurement results show that the sequential and random read bandwidths of the cur-

rently used DRAM are around 85,539 Mbps and 24,889 Mbps, respectively. Thus, the maximum

read bandwidth that can be achieved with the proposed emulation architecture Bmax is estimated

to be much larger than the required bandwidths shown in Figures 6.10 and 6.11. Therefore, the

DRAM can provide sufficient bandwidth for the emulation of the 8×8 and 64×64 NoCs with the

current parameters.

Figure 6.12 shows the estimation of the required DRAM read bandwidth Breq when emu-

lating the 64×64 NoC mentioned in Figure 6.11 with different physical cluster sizes. Here, the

traffic load l is 98% of the saturation load. The packet descriptor size d, the operating frequency

F , and the average packet length p are assumed to be fixed when the physical cluster sizeNphy is

changed. The estimation is performed using formula (6.2). We can see that the required DRAM

read bandwidth Breq becomes larger than the DRAM random read bandwidth when the physical
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Figure 6.11: The DRAM read bandwidth required for an ideal speed (Breq) when emulating the
64×64 NoC which has the same parameters as the 8×8 NoC evaluated in Figure 6.6(a) with
traces created based on the uniform random traffic. The physical cluster size used is 8×4.

cluster size Nphy is equal to 2,048.

As mentioned above, apart from the DRAM read bandwidth, the coefficient α also depends

on the DRAM read latency. In the proposed emulation architecture, there are three parameters

that may affect the DRAM read latency: the packet descriptor size, the bit-width of the data

memories in the trace loaders, and the length of the source queues in the traffic generators. In all

evaluations in this chapter, these parameters are set to 64 bits, 512 bits, and 2-entry, respectively.

The results show that, when emulating the 8×8 NoC, we always have α > 0.9999. Similarly,

when emulating the 64×64 NoC, α is always greater than 0.9997. Thanks to the effective emu-

lation architecture and methods proposed in Section 6.3, the negative impact of the DRAM read

latency is virtually eliminated.

6.4.4 Comparison with other FPGA-Based NoC Emulators

Among all of the FPGA-based NoC emulators mentioned in Section 2.4.2 in Chapter 2 that

support trace-driven emulation, only DuCNoC [68] reports results obtained when emulating a

NoC with traces of realistic applications and provides a comparison with a well-known simulator

which is also BookSim. The comparison results show that DuCNoC tracks BookSim closely.

However, the differences are not zero. In contrast, the results reported by FNoC are totally

identical to those reported by BookSim.

The thesis next compares the speed of FNoC with those of DART [65], AdapNoC [67], DuC-
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packet length p are assumed to be fixed when the physical cluster size Nphy is changed. The
estimation is performed using formula (6.2).

NoC [68], and the NoC emulator proposed by Drewes et al. [66]. These are the most recently

proposed FPGA-based NoC emulators that support trace-driven emulation. The comparison here

is not strictly quantitative but qualitative because of the following reasons. First, the router archi-

tectures modeled by the emulators are not the same. Second, the emulators are implemented on

different FPGAs. Third, although DART, AdapNoC, and DuCNoC support trace-driven emula-

tion, they only report the speeds of synthetic workload emulations.

When the emulated NoC size is 8×8, the emulation speed ranges of DART and AdapNoC are

around 5,500K–16,000K and 30K–200K emulation cycles per second, respectively. Although the

largest NoC sizes that can be emulated by these two emulators are 9×9 and 32×32, respectively,

their authors do not provide any results for NoCs larger than 8×8. DuCNoC’s speed for a 5×5

NoC varies from around 200K to around 375K emulation cycles per second. For larger NoCs,

the authors of DuCNoC do not report the absolute emulation speeds but instead the speedups

compared to BookSim. As mentioned in Section 6.1, DuCNoC’s speed decreases faster than

BookSim’s speed with increasing the target NoC size. DuCNoC achieves a maximum speedup

of 265× over BookSim when emulating a 512-node NoC but the speedup is reduced to just 3×
when the target NoC size is 8,196-node. Different from DART, AdapNoC, and DuCNoC, Drewes

et al. report the speed of their emulator in the case of emulation with trace-driven workloads,

which is around 39K emulation cycles per second for an 8×8 NoC with the PARSEC traces. As
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presented in Section 6.4.3, the speed of FNoC when emulating an 8×8 NoC with the PARSEC

traces is 16,250K emulation cycles per second. When the NoC size is increased to 64×64, the

speed is reduced to 410K emulation cycles per second. Contrary to DuCNoC, FNoC’s speed

decreases much slower than BookSim’s speed with increasing the target NoC size; the speedup

over BookSim when emulating the 64×64 NoC is 5,106×.

6.5 Summary

This chapter proposed an effective architecture for speeding up trace-driven emulation of NoCs

with up to thousands of nodes on FPGAs. The chapter introduced some methods to effectively

hide the off-chip memory access time and improve the scalability of the emulation architecture

in terms of operating frequency and FPGA resource requirements. The developed NoC emu-

lator achieved a speedup of 260× compared to BookSim, a widely used NoC simulator, when

emulating an 8×8 NoC with the PARSEC traces. The speedup was increased to 5,106× when

emulating a 64×64 NoC with trace data created based on a synthetic workload.
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Conclusions and Future Work

7.1 Conclusions

NoCs have become integral parts of modern many-core processors, MPSoCs, and many hardware

accelerators of intrinsically important applications. Research and development of NoCs play a

key role in designing future large-scale architectures with hundreds to thousands of components

that need to be interconnected. However, a major obstacle to research and development of large-

scale NoCs is the lack of fast modeling methodologies that can provide a high degree of accuracy.

The FPGA-based emulation approach has been shown promising but scaling to large-scale NoCs

is hard due to the FPGA logic and memory constraints. This dissertation proposed methods and

architectures to address this problem, thereby enabling fast and accurate emulation of NoCs with

up to thousands of nodes. Specifically, the dissertation has made the following contributions.

In Chapter 3, the dissertation proposed a novel use of time-division multiplexing where the

emulation cycle was decoupled from the FPGA cycle and a network was emulated by time-

multiplexing a small number of nodes. This approach helps to overcome the FPGA logic con-

straints, thereby enabling emulation of large-scale NoCs with hundreds to thousands of nodes

using a single FPGA. The dissertation discussed in detail methods for efficiently applying the

time-division multiplexing technique for both direct and indirect network topologies with the fo-

cus on 2D meshes and fat-trees (k-ary n-trees). Because these are the bases of almost all actually

constructed network topologies, it can be expected that the proposed methods can be extended

for a wide range of networks. While the proposed time-division multiplexing methods enable the

emulation of large-scale NoCs, they alone are not sufficient. To achieve a high emulation speed,

it is essential to address the memory constraints caused by modeling traffic workloads.

In Chapter 4, the dissertation addressed the memory constraints caused by modeling syn-

thetic workloads that are presently the only feasible workloads for emulating large-scale NoCs

with thousands of nodes due to the lack of trace data of large-scale NoC-based systems. Syn-
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thetic workloads are created based on mathematical modeling of common traffic patterns in real

applications and have been used to analyze NoCs in a wide range of situations. A set of carefully

designed synthetic workloads can provide a relatively thorough coverage of the characteristics of

the target NoCs. It has also been shown that evaluation on synthetic workloads is indispensable

in many cases. For instance, when designing a routing algorithm, the use of synthetic workloads

is mandatory for assessing the algorithm on possible corner cases like those under extremely

high loads. However, existing methods for modeling synthetic workloads require a large amount

of memory. The dissertation proposed a method to reduce the amount of required memory so

that it was not necessary to use off-chip memory even when emulating NoCs with thousands of

nodes. This method not only makes the overall design much simpler but also significantly con-

tributes to the improvement of emulation speed since accessing on-chip memory is much faster

than off-chip memory.

Also in Chapter 4, the dissertation developed a NoC emulator, called FNoC, on a Xilinx

VC707 FPGA board using the proposed time-multiplexed emulation methods and the method for

modeling of synthetic workloads. The evaluation results showed that (1) the size of the largest

NoC that could be emulated by FNoC depended on only the on-chip memory capacity of the

FPGA used; the largest NoCs that could be emulated by FNoC on the currently used FPGA were

a mesh-based NoC with 16,384 nodes (128×128 NoC) and a fat-tree-based NoC with 6,144

switch nodes and 4,096 terminal nodes (4-ary 6-tree NoC); (2) When emulating a 128×128

NoC and a 4-ary 6-tree NoC under a synthetic workload, FNoC was, respectively, 5,047× and

232× faster than BookSim, one of the most widely used software-based NoC simulators, while

providing the same results.

In Chapter 5, the dissertation showed the usability of FNoC by designing and modeling an

effective routing algorithm, called LEF, for 2D mesh NoCs and evaluating it for various net-

work sizes, from currently popular middle-scale sizes to future large-scale sizes. LEF has an

oblivious routing scheme and thus a low design complexity. It, however, can achieve high per-

formance by properly distributing the load over two network dimensions and using an efficient

deadlock avoidance method. FNoC enabled the evaluation of LEF and some other routing al-

gorithms for comparison in large-scale NoCs with thousands of nodes in a practical time. The

evaluation results showed that, in an 8×8 NoC, LEF provided 3.6%–10% higher throughput than

O1TURN, one of the best oblivious routing algorithms for 2D meshes known so far, and compa-

rable performance to a relatively complex adaptive routing algorithm under three different traffic

patterns. LEF is particularly effective when the network is asymmetric. In a 16×8 NoC, LEF

outperformed the adaptive routing algorithm and delivered up to 28.3% higher throughput than

O1TURN. However, as the NoC size increased, the performance of the routing algorithms was

strongly affected by the resource allocation policy in the network and the effects were different

for each algorithm. This result would not be obtained if modeling of large-scale NoCs could not
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be performed.

In Chapter 6, the dissertation extended FNoC to support trace-driven emulation which will

be useful for research and development of large-scale NoCs in the future when trace data of

large-scale NoC-based systems are available. While synthetic workloads can provide a relatively

thorough coverage of the characteristics of the target NoCs, evaluation on trace-driven workloads

is still required in some cases such as assessing some application-specific optimizations. In trace-

driven NoC emulation, trace data are often much larger than the total capacity of FPGA on-chip

memory and thus must be stored in off-chip memory. The dissertation proposed an effective trace

data loading architecture and some methods to hide the off-chip memory access time and improve

the scalability of the emulation architecture in terms of operating frequency and FPGA resource

requirements. These proposals are tightly coupled to the time-multiplexed emulation methods

introduced in Chapter 3. The evaluation results showed that the extended NoC emulator achieved

a speedup of 260× compared to BookSim when emulating an 8×8 NoC with the PARSEC traces

while also providing the same results; and the speedup was increased to 5,106× when emulating

a 64×64 NoC with trace data created based on a synthetic workload.

The work in this dissertation contributes directly to the formation of infrastructures for re-

search and development of large-scale NoCs, which is crucial for developing more powerful and

efficient many-core processors, MPSoCs, and hardware accelerators in the future.

7.2 Future Work

The focus of this dissertation is on proposing effective methods and architectures for emulating

NoCs with up to thousands of nodes on FPGAs. The dissertation does not aim at proposing a

complete NoC emulation environment. For such purpose, some extensions, such as adding the

ability to change some important parameters (e.g., the number of VCs per port, VC size) without

re-synthesizing the design, are required.

The time-multiplexed emulation methods described in this dissertation are limited to homo-

geneous NoCs where all routers have the same hardware components. For heterogeneous NoCs,

the methods need to be modified. Fortunately, a heterogeneous NoC is often composed of only

several types of routers, and the routers of the same type are often positioned according to a spe-

cific pattern. Thus, by time-multiplexing on at least one router for each type, we can emulate the

behavior of the entire network.

Besides the advantages of accuracy and speed, the author believes that the FPGA-based ap-

proach has the following limitations that need to be tackled. First, developing and debugging

FPGA-based systems are generally difficult. Second, since the FPGA synthesis time is long,

methods for avoiding re-synthesizing as much as possible are required. Third, observing inter-

mediate states of FPGA-based emulators in detail is technically possible but requires more effort
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to implement than in the case of using software simulators.

While emulations with synthetic workloads and trace-driven workloads have their unique

roles in the design cycle and are effective in assisting architects to make their design decisions,

execution-driven emulation is still required in many cases. Therefore, supporting execution-

driven emulation is also an important issue that needs to be addressed.
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