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We study Bi-adsorbed In atomic chains on Si(111) in order to design a one-dimensional (1D) Rashba system
using first-principles calculations. From the band dispersions and spin textures, we find that this system shows
1D giant Rashba splittings. The Rashba parameters of several structures in this system are comparable with other
Rashba systems. Depending on the adsorption structure, this system also shows remarkable features such as a
large out-of-plane spin polarization, the reversal of spin polarization in the Rashba bands, and a metal-insulator
transition. We propose a mechanism to generate a nondissipative spin current by the gap opening due to an
avoided crossing of Rashba bands. This mechanism is suitable for spintronic applications without requiring an
external magnetic field.

DOI: 10.1103/PhysRevB.98.241409

The Rashba-Bychkov effect (hereafter referred to as simply
the Rashba effect) [1] is a momentum-dependent spin splitting
of surface or interface bands due to spin-orbit coupling and
inversion asymmetry. There has been a growing interest in
the effect because it is a candidate for operating principles
in spintronic devices [2–5]. Two-dimensional (2D) Rashba
systems have been studied extensively [6–15] ever since the
initial observations in metal surfaces [16–18]. Furthermore,
recently, peculiar spin structures have been found in several
Rashba systems [19–23]. The Rashba effect, therefore, has re-
ceived more attention in terms of fundamental physics as well.

There has been a development in another course regarding
this effect—it is the one-dimensional (1D) Rashba effect.
The 1D Rashba effect has been observed in atomic chains
(nanowires) [24–27] and the surface edge states of Bi [28]. In
recent years, it has been reported that many Rashba systems,
regardless of whether they are 2D [19,29–32] or 1D systems
[24,28], show a finite out-of-plane spin polarization. The
peculiar spin polarization cannot be understood by the simple
Rashba picture based on a 2D electron gas model [1]. A
previous study revealed that the cause of the out-of-plane
spin polarization is the in-plane potential gradients due to the
anisotropy [33]. The 1D Rashba systems are preferred from
the large-spin-splitting point of view; the in-plane potential
gradients in the 1D Rashba systems can potentially be larger
than those of the 2D systems because of lower symmetry.
Moreover, previous studies suggested that the 1D Rashba
effect has the possibility of overcoming the limitations of
the 2D Rashba effect. A pure spin current using an external
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magnetic field is an example of the nature peculiar to the
1D Rashba effect [34]. The external magnetic field which
is applied to a 1D Rashba system removes the degeneracy
of the Rashba band at the time-reversal symmetry point. If
the Fermi level lies within the gap by applying the voltage,
a pure spin current is expected to exist. In addition, this is
a nondissipative spin current because of the Fermi surface
which has a unidimensional dispersion peculiar to 1D sys-
tems. A nondissipative spin current is an ideal feature for
spintronic devices. For these reasons, the 1D Rashba effect
becomes increasingly important.

In this Rapid Communication, we predict a candidate for
1D Rashba systems computationally. We study Bi-adsorbed
In/Si(111)-4 × 1 quasi-1D surfaces using first-principles cal-
culations. Our results reveal that this system exhibits 1D giant
Rashba splittings. The Rashba parameters of this system are
comparable with other previously reported Rashba systems.
This system also shows a large out-of-plane spin polarization,
the reversal of spin polarization in the Rashba bands, and a
metal-insulator transition depending on the adsorption struc-
ture. We propose a mechanism to generate a nondissipative
spin current by the gap opening due to an avoided crossing
of Rashba bands. Our mechanism is suitable for spintronic
applications, having an advantage that it does not require
an external magnetic field to generate a nondissipative spin
current.

Our first-principles calculations were based on density
functional theory as implemented in the OpenMX code [35].
We used pseudoatomic orbital basis sets and norm-conserving
pseudopotentials. For taking relativistic effects into account,
the pseudopotentials were generated based on the Dirac
equation, and the spin-orbit coupling for valence electrons
is incorporated in self-consistent calculations. The general-
ized gradient approximation proposed by Perdew, Burke, and
Ernzerhof [36] was used to treat the exchange-correlation
electron interactions.

The In/Si(111) substrate was simulated as a slab model
consisting of three Si bilayers and an In-Si top layer with
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FIG. 1. (a) Stable Bi-adsorbed structures at each Bi coverage. As an exception, the Q2 structure is metastable in the 1/4 ML. Notations
“E,” “Q,” and “H” in the structure names are assigned based on the Bi coverage, 1/8 (eighth), 1/4 (quarter), and 1/2 (half) ML, respectively.
(b) Adsorption free energies per 4 × 1 surface as a function of the Bi chemical potential �μBi.

a 12-Å vacuum layer in between the slabs. The in-plane
lattice constants are

√
6a0 and a0/

√
2 at the 4 × 1 unit cell

which were determined by optimizing the lattice parameter
of the diamond Si structure (a0 = 5.48 Å). The bottom Si
layer was terminated by hydrogen atoms. As basis sets, s2
configurations were adopted for H atoms, s2p2d1 for Si and
In atoms, and s2p2d2 for Bi atoms. The semicore orbitals
of 4d in In as well as 5d in Bi are treated as valence states.
The cutoff radii are 6.0 bohrs for H, 11.0 bohrs for In, 12.0
bohrs for Bi, 7.0 bohrs for Si in the bottom two bilayers, and
9.0 bohrs for Si in the surface region, respectively [see also
Fig. 1(a)]. We used an energy cutoff of 400 Ry and 23 × 7 × 1
k-point grid per first Brillouin zone of the 4 × 1 periodic
surface cell. The geometry optimization was carried out with
the constraint of the bottom Si bilayer coordinates. We opti-
mized structures without considering the spin-orbit coupling.
After the optimization, the spin-orbit coupling was taken into
account. Convergence criteria for the maximum force on each
atom and the total energy are 10−4 hartree/bohr and 10−7

hartree, respectively. We also used the VASP code [37,38] with
the projector augmented-wave method [39,40] considering the
spin-orbit coupling to calculate spin textures. The consistency
of the computational results of the two simulation codes was
confirmed by the agreement of band dispersions.

We first identified stable atomic structures in various cov-
erages by geometry optimization. Considered coverages are
1/2, 1/4, and 1/8 monolayers (ML). As initial positions,
Bi atoms are placed at 13 high-symmetry sites proposed by
Guerrero-Sánchez and Takeuchi [41]. The stable structures
of each coverage are shown in Fig. 1(a). Even though the
Q2 structure is not the most stable structure, we display
it for reference. We can see that the adsorbed Bi atoms
prefer threefold coordinated sites composed of In atoms.
This is because a Bi atom has five valence electrons be-
longing to 6s and 6p orbitals. The Bi atom creates the
sp3 hybridization at the site for bonding with neighbor-
ing three In atoms. As a result, these Bi atoms have no
dangling bond.

To compare the stability of the structures having different
coverages, we evaluated the adsorption free energy by the
following equation [42],

Gads � Eslab − [Eclean + nBiμBi(T , p)], (1)

where Eslab and Eclean are the total energies of Bi-adsorbed
surface structure and the clean In/Si(111) surface, respec-
tively. The number of Bi atoms per 4 × 1 unit cell and the
chemical potential of a Bi atom are represented by nBi and
μBi(T , p), respectively. The temperature (T ) and pressure (p)
dependence of the Gads is considered only in the term of the
Bi chemical potential. The Bi chemical potential μBi(T , p)
consists of two parts: (i) the total energy of a Bi atom in the
relaxed rhombohedral structure Ebulk

Bi and (ii) the temperature-
and pressure-dependent part �μBi(T , p). Hence the Bi chem-
ical potential μBi(T , p) can be written as

μBi(T , p) = Ebulk
Bi + �μBi(T , p). (2)

Treating the �μBi(T , p) as a variable, the adsorption free
energies are given in Fig. 1(b). In conditions with a low
Bi chemical potential, the clean In/Si(111) surface is most
stable. With increasing the chemical potential, the Q1 and
H1 structures have the most stable range of the Bi chemical
potential. From these results, we mainly discuss the electronic
structure of the H1 structure as a stable structure. The Q2
structure is also discussed as a reference for the H1 struc-
ture, because the behavior of the spin polarization makes a
remarkable contrast to the H1 structure. The Q1 structure (one
of the most stable structures) shows an interesting nature,
a metal-insulator transition. However, the results of the Q1
structure are shown in Sec. III of the Supplemental Material
[43], because they are different from the main subject of this
Rapid Communication.

Band dispersions with spin textures of the Q2 structure are
shown in Fig. 2. We found Rashba splitting bands [dashed
lines in Fig. 2(a)] crossing the Fermi level. The Rashba
bands consist mainly of the px orbital of the Bi atom. We
confirmed negligibly small dispersion toward a perpendicular
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FIG. 2. Spin-polarization components parallel to the (a) y axis
and (b) z axis as open circles of the Q2 structure with the band
dispersion. The radius of each circle is proportional to the magnitude
of the spin component. The circles are drawn only for bands which
are crossing εF. Spin-polarization components parallel to the x axis
are exactly zero on the band path because of the mirror symmetry
with respect to the x direction. (c) The definition of the band
parameters ER and �kR for the Rashba parameter αR.

direction to the atomic chains (i.e., ky direction) on the Fermi
surface. The Fermi surface and band characters of the Q2
structure are shown in Sec. I of the Supplemental Material
[43]. These results indicate the band splitting is a 1D Rashba
splitting. In addition, the Q2 structure shows an out-of-plane
spin polarization which is even larger than the in-plane spin
polarization [Fig. 2(b)].

As described earlier, the out-of-plane spin polarization was
observed in other 1D Rashba systems [24,28]. For example,
Okuda et al. determined the cause of the out-of-plane spin
polarization in a Si(557)-Au 1D Rashba system as the asym-
metry of the partial charge density to the y (in-plane) direction
(Fig. 4 in Ref. [24]). These out-of-plane spin polarizations are
reasonable, because 1D systems usually show lower in-plane
symmetry. As a result, the in-plane potential gradient remains.
The Q2 structure has only the mirror symmetry with respect
to the x direction. Therefore, the potential gradient to the y

direction remains.
We evaluated the Rashba parameter αR of the 1D Rashba

splitting in the Q2 structure. The Rashba parameter is used
as an indicator of the magnitude of a Rashba splitting. The
Rashba parameter is defined as αR = 2ER/�kR, where ER

is the Rashba energy and �kR is the Rashba momentum
offset [12]. These two band parameters are illustrated in
Fig. 2(c). Following the definition, the αR of the Q2 structure
is 2.1 eV Å.
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FIG. 3. Spin-polarization components parallel to the (a) y axis
and (b) z axis as open circles of the H1 structure with the band
dispersion. The radius of each circle is proportional to the magnitude
of the spin component. (c) The definition of the band parameters ER

and �kR for the Rashba parameter αR.

Band dispersions with spin textures of the H1 structure are
shown in Fig. 3. Unlike a conventional Rashba splitting, the
direction of the spin polarization reverses near the �̄ point
[indicated by black arrows in Fig. 3(a)]. To clarify the origin
of the spin reversal, we constructed a hypothetical surface
model shown in Fig. 4(a). We call it an H1-like undistorted
structure. In the H1 structure, the surface atoms (In and Bi)
are slightly distorted due to the effect of Si stacking inside
the substrate. In other words, the influence of the potential
from the Si atoms inside the substrate is different on both
sides of the In atomic chain. As a result, the atoms on both
sides of the In atomic chain are inequivalent. The H1-like
undistorted structure was constructed to investigate the effect
of the distortion by comparing with the H1 structure. The
H1-like structure was obtained according to the following
procedures. First, the Si underlayers were removed from the
H1 structure. The new bottom Si atoms were terminated by
hydrogen atoms. Next, the coordinates of the atoms on both
sides of the In atomic chain were adjusted to be equivalent.
Finally, geometry optimization was carried out while main-
taining the equivalence.

Spin textures of the H1-like structure are shown in
Figs. 4(b) and 4(c). We can see that the spin polarizations
are reversed in the vicinity of the region where the avoided
crossing of the Rashba bands occurs [red arrows in Fig. 4(b)].
To clarify the cause of the spin-reversal phenomenon, we clas-
sified four Rashba bands into two irreducible representations
with a group-theoretical analysis. Details of the analysis are
shown in Sec. II of the Supplemental Material [43]. The anal-
ysis revealed that the avoided-crossing Rashba bands, which
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FIG. 4. (a) Atomic structure of the H1-like undistorted structure. Spin-polarization components parallel to the (b) y axis and (c) z axis as
open circles of the structure with the band dispersion. The radius of each circle is proportional to the magnitude of the spin component. The
labels for the four Rashba bands and the classification into the irreducible representations (�3 and �4) are also shown in (b). The inset in (c)
shows the definition of the band parameters ER and �kR for the Rashba parameters αR.

are labeled |ψ�1↑〉 and |ψ�2↓〉 in Fig. 4(b), belong to the same
irreducible representation �3. It means that the energy gap
around the spin-reversal point is due to the hybridization of
the Rashba bands. In the case of the H1 structure, we consider
that the degree of hybridization is changed by the structure
distortion. As a result, the width of the gap becomes wider
than that of the H1-like structure.

The spin-reversal phenomenon in Rashba bands is worthy
of special remark in terms of the generation of the spin
current. If the Fermi level lies within the gap around the
spin-reversal point by applying the voltage, the spin current
can exist. The energy range of the gap is shown as a hori-
zontal shaded gray background in Fig. 3(a). Furthermore, if
we ignore the outer two bands in the H1 structure [α1-2 in
Fig. 3(a)], the spin current has a nondissipative nature. The
schematic concept is shown in Fig. 5; the hybridization of
the crossing Rashba bands yields the energy gap which gener-
ates the nondissipative spin current. This condition prohibits
backscattering, because the Rashba states with opposite sign

ε

×

εF

kxkx

ky ky

Fermi surface

band dispersion ε

εF

kx kx

FIG. 5. Mechanism to generate a nondissipative spin current
without requiring an external magnetic field. The crossing points
(dashed circles) are repelled due to hybridization between the Rashba
bands. If the Fermi level lies within the gap by applying the voltage,
the nondissipative spin current is expected to exist.

momentum are spin polarized oppositely (the right side of
Fig. 5). We would like to emphasize the significant difference
between this mechanism and a previously proposed one [34].
The previous system requires an external magnetic field to
open the energy gap which generates a nondissipative spin
current. In contrast, our mechanism does not require an exter-
nal magnetic field to open the gap. This is a great advantage
for energy efficiency and the simplification of spintronic
devices.

We have to state a problem in our mechanism for the
nondissipative nature of the spin current. When the structure
distortion which is the cause of widening the gap involves a
change in symmetry, an out-of-plane spin polarization could
exist. This out-of-plane polarization is also seen in the H1
structure [Fig. 3(b)]. The induced out-of-plane spin polariza-
tion deviates from the complete antiparallel spin polarization
of electrons with opposite sign momentum. The deviation
allows a slight backscattering of electrons [44,45]. However,
our group-theoretical analysis presents a way to avoid this
problem. As mentioned above, the gap around the spin-
reversal point is due to hybridization of the Rashba states.
If one adjusts the degree of hybridization with appropriate
symmetry, the gap becomes wider without an out-of-plane
spin polarization (an artificial structure for testing this sugges-
tion is shown in Fig. S6). Therefore, it is attractive to explore
systems that satisfy the above conditions in other 1D systems.

A similar spin-reversal phenomenon was reported in a
Bi/Cu(111) surface alloy [20], where the spin-reversal mech-
anism is the change of the character of orbitals within the
Rashba band. In contrast, the present Bi on In/Si(111) sys-
tem exhibits spin reversal due to the hybridization of two
Rashba bands consisting of px orbitals of two Bi atoms in
the unit cell, as is demonstrated in Sec. II of the Supplemental
Material [43].

We evaluated the Rashba parameters of the H1 and H1-
like structure as is the case in the Q2 structure. Obtaining
ER and �kR is illustrated in Figs. 3(c) and 4(c) in order
to determine αR. The Rashba parameters were evaluated to
be 2.7 and 3.5 eV Å for upper and lower Rashba bands in
the H1 structure, respectively. We also evaluated the Rashba
parameters of the H1-like structure: 2.8 and 3.1 eV Å for the
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TABLE I. Parameters characterizing spin splitting: Rashba en-
ergy (ER), Rashba momentum offset (�kR), and Rashba parameter
(αR) for the present study, together with previously reported Rashba
systems.

Rashba systems ER (meV) �kR (Å−1) αR (eV Å)

Bi on In/Si(111)-4 × 1 (1D)
Q2 78.2 0.073 2.1
H1 upper band 106 0.079 2.7
H1 lower band 139 0.079 3.5
H1-like upper band 83.9 0.054 2.8
H1-like lower band 59.6 0.042 3.1
Bi/InAs(110) (1D) [27] 290 0.105 5.5
Pt/Si(111) (1D) [25] 81 0.12 1.36
Bi(111) edge (1D) [28] 68 0.17 0.80
Bi/Ag(111) (2D) [8] 200 0.13 3.05
BiTeI bulk (3D) [14] 100 0.052 3.8

upper and lower Rashba bands, respectively. These values are
comparable with other Rashba systems (Table I).

Compared with the Q2 structure, the out-of-plane spin
polarization of the H1 structure is small. We consider that
the cause of the small out-of-plane spin polarization is the
offset of the potential gradient parallel to the y direction due
to the placement of the Bi atoms; the Bi atoms of the H1
structure are placed on both sides of the atomic chains. It
is also understood from the result of the spin polarization
of the H1-like structure [Fig. 4(c)]. There is no out-of-plane

spin polarization in the H1-like structure, because the in-plane
potential gradient is completely canceled out as the atoms on
both sides of the atomic chain were made equivalent. The
result of the H1-like structure supports the hypothesis that the
Bi atoms on both sides offset the in-plane potential gradient.

In conclusion, we have predicted 1D giant Rashba split-
tings in Bi-adsorbed In atomic chains. The Rashba parameters
are comparable with other 1D Rashba systems examined
previously. This system also shows a large out-of-plane spin
polarization (Q2 structure), spin reversal in the Rashba bands
(H1 structure), and a metal-insulator transition (Q1 structure).
In particular, the spin-reversal phenomenon by the gap open-
ing due to the avoided crossing of Rashba bands suggests a
mechanism to generate a nondissipative spin current with-
out requiring the external magnetic field. Our study should
be important for energy-efficient spintronic applications
and stimulating further exploration of different 1D Rashba
systems.
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