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Chapter 1.  Introduction 

1.1. Background 

In recent years, the increase in the number of mobile phone users, especially smart phone users, 

and the diversification of mobile services, e.g. video streaming service, have significantly 

changed the situation for mobile communication in the world. For example, an amount of mobile 

data traffic has grown 4,000-fold from 2005 to 2015 [1]. Due to further increase of smart phone 

users and expected familiarization of IoT (Internet of Things) / M2M (Machine-to-Machine) 

devices/services in future, it is predicted that the amount of the mobile data traffic continuously 

increases 1.47-fold per year from 2016 to 2021 [2]. Therefore, countermeasure to deal with this 

traffic explosion, i.e. system capacity enhancement of mobile communication system, is urgently 

needed. 

Recently, the Third Generation Partnership Project (3GPP) standardized the radio interface 

specifications for the fourth-generation mobile communication system, called Long-Term 

Evolution (LTE) [3, 4]. The first release of LTE was finalized in 2008 as LTE Release 8 (simply 

LTE hereafter) [5]. One key feature for LTE is multi-antenna techniques, i.e., multiple-input 

multiple-output (MIMO) techniques. It was theoretically proven that the capacity of the MIMO 

channel increases linearly with the number of transmit and received antennas by data stream 

multiplexing in the spatial domain [6, 7]. In LTE downlink, therefore, multiplexing of maximally 

4 data streams was supported to improve a peak data rate [8]. Furthermore, orthogonal frequency 

division multiplexing (OFDM) based radio access was adopted in LTE downlink [5], while code 

division multiplexing (CDM) based radio access was utilized in the third-generation mobile 

communication system [9]. This is because OFDM has inherent immunity to multipath 

interference (MPI) through a low symbol rate by utilizing a cyclic prefix (CP) [10], and OFDM 

has naturally a high affinity to different transmission bandwidth arrangements. In order to improve 

system capacity, standards development for LTE is continued toward establishing an enhanced 
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LTE radio interface, which is called LTE-Advanced. The first release of LTE-Advanced was 

finalized in 2010 as LTE Release 10 (simply LTE-Advanced hereafter) [11], which has backward 

compatibility with LTE for smooth migration from LTE based service. One of the key 

technologies of LTE-Advanced is utilization of wider spectrum compared with LTE. In LTE-

Advanced, up to 100 MHz can be utilized as a system bandwidth, while up to 20 MHz can be 

used in LTE. This technique is called carrier aggregation since the multiple carriers, up to 5 

carriers, of LTE are aggregated to achieve wider spectrum.  

To date, various commercial services based on LTE and LTE-Advanced have been launched 

in many countries. In Japan, NTT DOCOMO launched a commercial LTE service in December 

2010 under the new service brand of “Xi” (crossy) [12]. To develop LTE further, the commercial 

service of LTE-Advanced started in March 2015 under the service brand “PREMIUM 4G” [13]. 

In order to address mobile traffic explosion in future, development of LTE-Advanced is further 

required. 

Generally, the following three approaches can be considered to improve system capacity of 

mobile communication system (see Fig. 1-1): 

i) Utilization of wider spectrum 

ii) Dense cell deployment (e.g. small cell deployment) 

iii) Archiving higher spectrum efficiency 

For the first approach, i.e., utilization of wider spectrum, further enhancement of carrier 

aggregation was specified in LTE Release 13, and up to 640 MHz, i.e., the aggregation of 32 LTE 

carriers can be utilized as a system bandwidth [14]. Since spectrum allocation for a mobile 

network operator is regulated by governments in most countries, the system bandwidth of LTE-

Advanced will be further extended taking the frequency situation of each country into account. 

For the second approach, there has been intensive investigation of technologies to deal with the 

dense cell deployment, e.g., [15, 16]. Especially in 3GPP, dense deployment of “small cell”, 

which has lower transmission power compared with existing cell (macro cell), was investigated 

and specified in LTE Release 12 [17]. Small cell environments have different characteristics from 

the conventional macro cell environments: fewer users per cell, significantly good signal 

reception quality due to receiving signals directly from nearby base stations, and ability to 

accommodate users with low mobility only. Those characteristics can improve system capacity 

of the mobile communication system, however, spectrum efficiency of users especially at the 

cell-edge area would be degraded without appropriate management/mitigation of strong inter-

cell interference from adjacent cells due to dense cell deployment. To do this, for example, inter-

cell interference coordination (ICIC) [18, 19], coordinated multi-point transmission (CoMP) [20, 

21] and interference mitigation at mobile terminal side have been investigated. For improving the 

spectrum efficiency, i.e., for the third approach, there are various candidate technologies in  
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Figure 1-1. Approaches for improving system capacity 

addition to above inter-cell interference management/mitigation technologies. For example, 

enhancement of MIMO technologies, channel coding schemes and multiple access schemes, such 

as multi-user MIMO [22], Polar coding [23] and non-orthogonal multiple access (NOMA) [24], 

are promising candidates.  

1.2. Overview and Objectives 

As previously stated, archiving higher spectrum efficiency is the important issue for improving 

system capacity of mobile communication system. Especially, handling of an inter-cell 

interference is significantly important to enable dense cell deployment without any performance 

degradation at the cell-edge area. 3GPP has been studying a variety of technologies in recent years 

to mitigate the inter-cell interference at mobile terminal. In particular with LTE-Advanced 

downlink, advanced radio signal processing for receivers has been investigated. In LTE Release 

11, the interference rejection combining (IRC) receiver, which can suppress the inter-cell 

interference based on minimum mean square error (MMSE) criteria [25], was investigated and 

specified [26, 27]. In LTE Release 12, the network assisted interference cancellation and 

suppression (NAICS) receiver, which is a further enhancement of the interference mitigation 

technology based on successive interference cancellation (SIC) receiver [28] and maximum 

likelihood detector (MLD) such as complexity reduced MLD with QR decomposition and M-

algorithm (QRM-MLD) [29], was investigated and specified [30, 27]. Those receives are expected 

to improve system capacity especially in the cell-edge area. In addition, further capacity gain can 

be expected by utilizing the IRC and NAICS receivers together with other techniques, e.g. ICIC 

and CoMP. For example, in CoMP transmission, an interference alignment technique [31] can 

Macro cell

Small cell

iii) Higher spectrum efficiency

ii) Dense cell deployment 

(e.g. small cell)

Small cell

frequency

i) Utilization of wider spectrum

Macro cell

Mobile terminal
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align the two interference signals so that the receiver can treat these sources of interference as one 

source. As a result, the IRC receiver expends only one degree of freedom to suppress two sources 

of interference. To investigate such a combination of the IRC receiver and ICIC/CoMP 

transmission techniques, a system level simulation needs to be developed rather than a link level 

simulation for the IRC receiver. This is because the system capacity, which includes the effect of 

the user pairing algorithm and the tradeoff relationship between the cell-edge and cell center user 

throughput, should be investigated. 

Generally, in order to reduce the computational complexity of the system level simulation 

employing the multi-cell environment where multiple sets of mobile terminals (UEs: user 

equipment hereafter) are distributed, the demodulation process at the receiver is not implemented. 

For this purpose, the block error rate (BLER) is estimated directly from the received signal 

qualities. This kind of the BLER estimation scheme is usually called link performance modeling 

(or link abstraction, etc). It is highly depending on simulation assumptions how much 

computational complexity can be reduced by employing link performance modeling, but in 

general the computational complexity is incredibly high if such link performance modeling is not 

employed and the demodulation process at the receiver is explicitly implemented in the system 

level simulation. This is because the large number of UEs (and base stations) is generally 

distributed in the system level simulation. If totally 1000 UEs are distributed in the cells, for 

example, all of the demodulation process, e.g., channel estimation, channel equalization/signal 

decomposition and channel decoding for all 1000 links need to be explicitly calculated to obtain 

just one sample in time domain, and generally several hundreds to thousands of the samples are 

required to converge system performance. Hence, in order to reduce the computational complexity, 

the link performance modeling is usually needs to be implemented. When no channel coding 

scheme is employed, the bit error rate (BER) of the modulated symbols in the respective 

subcarriers is independent. Therefore, the resultant BLER is simply estimated from the BER of 

all modulated symbols. However, some channel coding schemes are employed in actual systems, 

e.g., turbo coding is specified in LTE/LTE-Advanced. In this case, the BLER depends on the 

variation in the channel qualities during one coded block, which is derived from the frequency-

selective fading channel. In [32]-[34], several link performance modeling methods were proposed 

to estimate the BLER including the channel coding gain. In these models, the BLER is defined as 

a function of the signal-to-interference-plus-noise power ratio (SINR) for the respective 

modulated symbols, i.e., the respective subcarriers in OFDM-based radio access. Therefore, for 

the link performance modeling of the IRC receiver, the SINR including the capability of inter-cell 

interference suppression needs to be appropriately modeled. Hence, the first objective of this 

dissertation is to investigate the link performance modeling of the IRC receiver for evaluating its 

system capacity. Note that the link performance modeling scheme for the NAICS receiver was 



 

8 

 

developed and system capacity analysis was summarized in [30]. 

On the other hand, as described above, the OFDM based radio access was adopted as a multiple 

access scheme in LTE/LTE-Advanced. This type of orthogonal multiple access scheme is a 

reasonable choice for achieving good system capacity in packet-domain services such as 

LTE/LTE-Advanced with simple single-user detection. When considering advanced (non-linear) 

multi-user interference canceller, however, there is room for achieving higher performance using 

NOMA [24]. In 3GPP, as a further enhancement of the NAICS receiver, NOMA were investigated 

and specified in LTE Release 13 and 14 [35, 27]. There are multiple candidate receivers as a multi-

user interference canceller for NOMA. In [36, 37], it has been shown by the link level simulation 

that the BLER performances of those receivers are almost the same. On the other hand, each 

receiver has different advantage and disadvantage from the system level perspective, e.g. user 

scheduling flexibility and signaling overhead, as reported in [38]. To investigate those system 

level aspects, system capability of NOMA employing the candidate receiver should be 

investigated by the system level simulation. Therefore, the second objective of this dissertation is 

to investigate the most efficient interference canceller for NOMA form the view point of the 

system capacity.  

1.3. Structure of the Dissertation 

This dissertation is organized as follows. Chapter 2 gives a detail of the IRC receiver. Both link 

and system level analysis are provided. Firstly, the signal transmission model and link level 

analysis of the IRC receiver are described in detail. After that, system level analysis of the IRC 

receiver is provided. For the system level analysis, the link performance modeling is developed 

for the IRC receiver. Chapter 3 gives a system level analysis of NOMA employing various multi-

user interference cancellers. To do this, the link performance modeling of the interference 

canceller is developed. Finally, Chapter 4 provides the dissertation summary.  
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Chapter 2.  Interference Rejection Combining 

Receiver 

2.1. Introduction 

To improve the cell edge user throughput especially in dense cell deployment, reception 

processing should suppress the inter-cell interference signals in addition to detecting the desired 

signal as shown in Fig. 2-1 since the cell edge user throughput is severely deteriorated by inter-

cell interference. The IRC receiver, which can suppress the inter-cell interference with the aid of 

multiple receiver antenna branches, is considered to be a promising approach. To suppress the 

interference signals with a feasible level of complexity, linear filtering based on the MMSE 

criterion is investigated for the IRC receiver in [1]. This filtering can be extended to iterative 

signal detection such as a turbo equalizer using soft interference cancellation [2, 3], which can 

possibly improve the detection performance. Regarding such signal processing based on an 

iterative manner, the enhancement of the detection performance in the first stage can possibly 

bring about improvement in the final attainable performance in the last stage. Therefore, this 

dissertation focuses on linear filtering based on the MMSE criteria, as a signal processing 

technique for the first stage. Hereafter, this type of receiver is simply referred to as the “IRC 

receiver.” 

This chapter provides two analyses for the IRC receiver. Firstly, Sect. 2.2 shows the detailed 

signal processing and the link level performance of the IRC receiver. Especially, RS structure in 

the serving and interfering cell(s) have an impact on the link performance of the IRC receiver. 

Therefore, we deeply analyze the reason and that impact. Furthermore, Sect. 2.3 shows the system 

level analysis of the IRC receiver. As described in chapter 1, the link performance modeling of 

the IRC receiver, which is required to conduct system capacity analysis of the IRC receiver, is 

developed. Finally, the conclusion of this chapter is described in the Sect. 2.4. 
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Figure 2-1. IRC receiver concept 

2.2. Link Level Analysis 

In order to suppress the inter-cell interferences, the IRC receiver requires knowledge of the such 

interference signals, i.e., the covariance matrix including the interference signals, in addition to 

knowledge of the desired signal, i.e., the channel matrix of the serving cell. Therefore, to achieve 

a gain from the IRC receiver, highly accurate estimation schemes of these matrices are important. 

In practical applications such as LTE/LTE-Advanced, the channel matrix of the serving cell can 

be estimated using downlink reference signals (RSs). For covariance matrix estimation, the RS 

based scheme proposed in [4] is effective as an accurate estimation as described in [4] and [5]. 

This scheme separates the serving cell part and the interference and noise part from the covariance 

matrix. The former part, i.e., the covariance matrix of the serving cell, can be obtained using the 

channel amplitudes and phases of the serving cell, which are estimated using the RS of the serving 

cell. In contrast, the latter part, i.e., the covariance matrix including only the interference and 

noise, can be estimated by subtracting the replica symbols of the serving cell based on the 

estimated channel matrix and the known RS sequence from the received RSs. In particular, the 

estimation accuracy of the latter is more sensitive to the suppression of the interference signals 

than the former. 

In LTE/LTE-Advanced, various transmission modes are supported. To achieve this, multiple 

RSs, e.g., the cell-specific RS (CRS) and demodulation RS (DMRS) [6], are defined. In this 

section, we focus on the transmission modes using the CRS. The properties of the CRS are 

different from those of the data signals, especially when precoding transmission is assumed for 

the data signals, since the CRS is transmitted without precoding. This difference between the CRS 

and the data signals poses two problems to the IRC receiver. First, it results in different levels of 

accuracy for the covariance matrix estimation. More precisely, although the estimated covariance 

IRC receiver

Null beamforming toward interference signal

Desired signal

Serving cell

Interfering cell
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matrix including the interference and noise is accurate when the data signals from the interfering 

cell interfere with the CRS of the serving cell, it is inaccurate when the CRS from the interfering 

cell collides with the CRS of the serving cell as illustrated in Fig. 2-2. This is because the 

covariance matrix including the interference and noise should include the properties of the data 

signals from the interfering cell in order for the IRC receiver to suppress the interference of the 

data signals. Second, assuming the case where the CRS from the interfering cell collides with the 

desired data signals of the serving cell as illustrated in Fig. 2-2, the effect of suppressing 

interference signals for the IRC receiver is expected to degrade compared to the case where the 

data signals interfere among cells. This is because the IRC receiver suppresses the interference 

data signals from the interfering cells. Therefore, we investigate these two factors that degrade 

the performance of the IRC receiver. 

As the CRS based transmission modes in LTE/LTE-Advanced, closed-loop and open-loop 

MIMO multiplexing including transmit diversity, i.e., single-stream transmission, are mainly 

supported. For the closed-loop MIMO system, single-stream precoding transmission is employed 

based on the Rel. 8 codebook [6]. For the open-loop MIMO system, space-frequency block code 

(SFBC) using Alamouti coding [7] or large delay cyclic delay diversity (CDD) transmission is 

employed according to the number of transmission streams, i.e., transmit diversity or MIMO 

multiplexing [6]. In this section, both of these transmission modes are evaluated in order to clarify 

the impact due to the CRS-to-CRS collision among the serving and interfering cells. Note that 

only transmit diversity is employed in the serving cell since the IRC receiver can improve the 

cell edge user throughput, and the transmit diversity is mainly used at the cell edge due to the low  

Received SINR. We conduct a link level simulation that can be set to an arbitrary number of 

interfering cells, and evaluate the performance for the IRC receiver from the viewpoints of the 

output SINR after IRC reception and the user throughput. 

2.2.1. CRS and Data Signal Transmission Model 

In this section, a signal model is described focusing on the IRC receiver assuming the closed-loop 

MIMO system employing a precoding transmission. Regarding the open-loop transmit diversity 

employing SFBC, details of the signal model are described in [8].  

Figure 2-3 illustrates the transmit frame structures assuming two transmitter antenna branches. 

One resource block (RB) is shown in the figure, which is the minimum assignment unit defined 

as 12 subcarriers × 14 OFDM symbols (one subframe). Hereafter, a synchronous network where 

the transmission timing of each subframe is aligned in all cells is assumed. The first two OFDM 

symbols are assumed to be used for control signaling and the CRS. The CRS is assumed to be 

multiplexed with the insertion density of 16 resource elements (REs) per RB and transmitted 

independently from each transmitter antenna branch. 
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Figure 2-2. Inter-cell CRS interference 

 

Figure 2-3. Transmit frame structure of CRS based transmission mode 

The CRS is transmitted by shifting one subcarrier according to the cell ID; therefore, assuming 

a synchronous network, the CRSs transmitted from the interfering cells collide with those 

transmitted from the serving cell every three cells as illustrated in Fig. 2-2. In contrast, when there 

is no collision of CRSs among the three cells including the serving and dominant interfering cells, 

the CRSs transmitted from the interfering cells always interfere with the desired data signals from 

the serving cell. In the following, the signal models for each case in addition to more general 

cases, i.e., the desired-data-signal-with-data-signal-interference and the desired-CRS-with-data-

signal-interference cases, are expressed assuming a multi-cell environment. 
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i) For desired-data-signal-with-data-signal-interference 

As a general case, the case where the interfering data signal interferes with the desired data signal 

of the serving cell is assumed here. Assuming the number of receiver antenna branches as NRx, 

the NRx-dimensional received signal vector of the k-th subcarrier and the l-th OFDM symbol, 

yDtoD(k,l), is expressed as follows. 

Cell

DtoD Tx,( , ) ( , ) ( , ) ( , ) ( , )




 
N

q q q
q

k l k l k l k l k ly H W s n , (2.1) 

where Hq(k,l) represents the (NRx  NTx) channel matrix between the q-th cell and the set of user 

equipment (UE), WTx,q(k,l) represents the (NTx  NStream) precoding weight matrix of the q-th cell, 

sq(k,l) represents the NStream-dimensional information signal vector of the q-th cell, and n(k,l) is 

the NRx-dimensional noise vector. Here, NStream and NCell are the numbers of transmission streams 

for the UE, i.e., transmission ranks, and the total number of cells, respectively. The 0-th cell (q = 

0) is defined as the serving cell for the UE. As mentioned above, NTx is assumed to be two. In the 

section, the total transmit data signal power per symbol, PData, is defined as Data [ ( , ) ]


 qP E k ls . 

Here, E[] denotes the expectation operation. Note that WTx,q(k,l) is the unitary matrix, i.e., 

Tx, Tx,( , ) ( , ) H
q qk l k lW W I where I is the identity matrix, when the open-loop MIMO multiplexing 

employing large delay CDD in LTE/LTE-Advanced [8] with two transmitter antenna branches is 

assumed. Furthermore, when open-loop transmit diversity employing SFBC is assumed, 

WTx,q(k,l) is the identity matrix and the channel matrix, Hq(k,l), is expressed including the SFBC 

[8]. 

ii) For desired-CRS-with-data-signal-interference 

In regard to the case where the interfering data signal interferes with the received CRS of the 

serving cell, the received signal vector, yCtoD(k,l), is expressed as follows. 

Cell

CtoD Tx, CRS( , ) ( , ) ( , ) ( , ) ( , ) ( , ) ( , )  ( , )


 


   
N

q q q
q

k l k l k l k l k l k l k l k ly H d H W s n M , (2.2) 

where MCRS is the CRS RE group in the serving cell. When the NRx-dimensional channel vector 

regarding the m-th transmitter antenna branch is estimated based on the CRS, the following 2-

dimensional CRS sequence vector, d0(k,l), is used as the transmitted signals. 

CRS ,

CRS ,

( , ),  Tx #
( , )

, ( , )  Tx #

 



 

  
 


  
 

T

T

P d k l for
k l

P d k l for

d , (2.3) 

where PCRS is the transmit power of the CRS and dm,q(k,l) is the CRS sequence at the m-th 

transmitter antenna branch of the q-th cell. Here, PCRS, is defined as CRS [ ( , ) ]


P E k ld  . 

Superscript T denotes the transpose.  
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iii) For CRS-to-CRS collision 

As mentioned earlier, CRS-to-CRS collision occurs between the serving and interfering cells. 

When the CRS of the interfering cells, e.g., q = 1, is assumed to collide with one of the serving 

cells, the received signal vector, yCtoC(k,l), is expressed as follows. 

Cell

CtoC Tx, CRS( , ) ( , ) ( , ) ( , ) ( , ) ( , ) ( , ) ( , ) ( , )   ( , )


   


    
N

q q q
q

k l k l k l k l k l k l k l k l k l k ly H d H d H W s n M , (2.4) 

iv) For desired-data-signal-to-CRS collision 

For the last case, it is considered that the CRS of the interfering cell, e.g., q = 1, collides with the 

data signal of the serving cell. The received signal vector, yDtoC(k,l), is expressed as follows. 

Cell

DtoC Tx,
,

( , ) ( , ) ( , ) ( , ) ( , ) ( , ) ( , )


 
 

  
N

q q q
q q

k l k l k l k l k l k l k ly H W s H d n , (2.5) 

2.2.2. IRC Receiver Weight Matrix Using Estimated Covariance Matrix 

In this section, an IRC receiver weight matrix generation scheme is described focusing on the 

closed-loop MIMO system. Regarding open-loop transmit diversity employing the SFBC, the 

IRC receiver should be considered in terms of the space and code domains [9]. Details of the 

receiver weight matrix generation scheme are described in [8]. 

2.2.2.1. IRC Receiver Weight Matrix Generation 

The recovered signal vector of the data signals at the UE, ˆ ( , ) k ls , is detected by multiplying the 

(NStream  NRx) receiver weight matrix, WRx,0(k,l), to the received signal vector, yDtoD(k,l) or 

yDtoC(k,l), in Eq.(2-1) or Eq.(2-5) as follows. 

Rx,0 DtoD

Rx,0 DtoC

( , ) ( , )
ˆ ( , )

( , ) ( , )



 


k l k l
k l

k l k l

W y
s

W y
, (2.6) 

To obtain the IRC receiver weight matrix, the RS based covariance matrix estimation scheme 

[4] is employed. As the RS, the CRS is assumed in this dissertation, as described in Sect. 2.2. 

Using the CRS sequence of the serving cell, which is known at the receiver, the covariance matrix 

including only the interference and noise component, RI+N, is estimated using the received CRS 

vector, yCtoD(k,l) or yCtoC(k,l), in Eq.(2-2) or Eq.(2-4) as follows. 

, CRSsp

( , ) ( , )



 

H

I N
k l

k l k l
N M

R y y , (2.7) 
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CtoD

CRS

CtoC

ˆ( , ) ( , ) ( , )
( , )   ( , )

ˆ( , ) ( , ) ( , )

 

 

 
 



k l k l k l
k l k l

k l k l k l

y H d
y M

y H d
, (2.8) 

where ˆ ( , ) k lH  is the estimated channel matrix based on the CRS, Nsp is the number of CRSs for 

averaging in Eq.(2-7). Superscript H denotes the Hermitian transpose. Note that the UE is informed 

of the information of the precoding matrix in the serving cell, WTx,0(k,l), in the CRS based closed-

loop MIMO system in LTE/LTE-Advanced. Using the estimated RI+N and ˆ ( , ) k lH , the covariance 

matrix, Ryy(k,l), is estimated using the following equation.  

Data
Tx, Tx,

Stream

ˆ ˆ( , ) ( , ) ( , ) ( , ) ( , )     H H

yy I N

P
k l k l k l k l k l

N
R H W W H R , (2.9) 

Assuming equal power allocation for each data stream, the IRC receiver weight matrix is 

calculated using Ryy(k,l) as follows. 

 Data
IRC Tx,

Stream

ˆ( , ) ( , ) ( , ) ( , )

 
H

yy

P
k l k l k l k l

N
W H W R , (2.10) 

Note that the averaging in Eq.(2.7) is usually conducted within one or a few continuous RB(s). 

This is because the averaging over wider time/frequency resources can mitigate the estimation 

error caused by the white noise when the channel matrices of the interference cells are constant 

within those resources. When assuming a strong frequency (or time) selective channel, however, 

it is expected that the channel matrices of the interference cells is not constant within the such 

resources. In this case, the estimation accuracy of the covariance matrix of the interference cells 

would be degraded due to the inconsistency of the channel, and the performance the IRC receiver 

expected to be degraded. Therefore, the tradeoff between the effectiveness of noise mitigation and 

the impact of channel selectivity needs to be considered to decide the range of averaging. 

2.2.2.2. Impact on Estimation Accuracy of Covariance Matrix for CRS-to-CRS Collision 

In this section, we discuss the impact on the estimation accuracy of the covariance matrix for the 

CRS-to-CRS collision compared to that for the desired-CRS-with-data-signal-interference. 

i) For desired-CRS-with-data-signal-interference 

First, the case where the data signals of the interfering cells interfere with the CRS of the serving 

cell is assumed. Using the RS based estimation scheme expressed in Eq.(2-7) and Eq.(2-8), the 

covariance matrix that only includes the interference and noise, RI+N, for the closed- and open-

loop MIMO systems can be estimated in principle by using the received CRS vector, yCtoD(k,l) in 

Eq.(2-2) as follows. 
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Cell
Data

Tx, Tx,

Stream

Cell
Data

   -

                      -


















 



  
 

N
H H

I N q q q q
q

N
H

I N q q
q

P
for closed loop

N

P
for open loop

R H W W H I

R H H I

, (2.11) 

where 2 is the noise power. Note that the channel fluctuations in the time and frequency domains 

are assumed to be negligible within 1 RB and the description of (k,l) is omitted for simplicity. 

Furthermore, regarding the open-loop MIMO multiplexing and transmit diversity, Tx, Tx, H
q qW W I

and Tx, qW I  are considered, respectively. Each data signal power is also assumed to be PData/2 

for both 1 and 2-stream transmissions. 

ii) For CRS-to-CRS collision 

In contrast, the CRS-to-CRS collision among the serving and interfering cells is assumed. 

Substituting the received CRS vector, yCtoC(k,l), in Eq.(2-4) into Eq.(2-7) and Eq.(2-8), the 

estimated covariance matrix that includes only the interference and noise becomes the following 

expression in principle. 

CRS

Cell
Data

Tx, Tx,

Stream

Cell
CRS Data

          -

   -





  









  



 




 



  
 

H

I N

N
H H

q q q q
q

N
H H

I N q q
q

P

P
for closed loop

N

P P
for open loop

R H H

H W W H I

R H H H H I

, (2.12) 

Note that this equation can be formulated when the number of CRSs for each transmitter antenna 

branch is the same as that illustrated in Fig. 2-3. 

When comparing Eq.(2-11) and Eq.(2-12), the property of the estimated covariance matrix is 

changed due to the CRS-to-CRS collision when WTx,q is not the unitary matrix, i.e., 

Tx, Tx, H
q qW W I  , for the closed-loop MIMO system. Since a change in the property of the 

covariance matrix means that the accuracy of the covariance matrix estimation becomes degraded, 

the performance for the IRC receiver is expected to be degraded in this system. On the other hand, 

regarding the open-loop MIMO system, no degradation of the performance for the IRC receiver 

is expected since the property of the estimated covariance matrix is not changed under the 

assumption PData = PCRS. 

2.2.2.3. Impact on Effect of Suppressing Interference for Desired-Data-Signal-to-CRS 

Collision 

Considering the desired-data-signal-to-CRS collision expressed in Eq.(2-5), the CRSs transmitted 

from the interfering cells interfere with the data signals transmitted from the serving cell, i.e., 
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non-precoded interference signals affect the desired data signals. The IRC receiver can suppress 

the interference of data signals transmitted from the interfering cells. Therefore, especially in the 

closed-loop MIMO system employing precoding, the effect of suppressing the interference for 

the IRC receiver is expected to degrade due to the different properties of the interference signals, 

i.e., precoded or non-precoded signals. However, the number of desired data signals that incur 

interference from the CRSs transmitted from one interfering cell is limited, i.e., only 12 RE/RB 

under the assumptions of the CRS insertion density as illustrated in Fig. 2-3 and a synchronous 

network. Therefore, the impact on the IRC receiver due to the inter-cell interference of the CRS 

is expected to be small compared to that due to the CRS-to-CRS collision. 

2.2.3. Simulation Conditions 

To investigate the impact on the IRC receiver due to the CRS interference, the output SINR and 

the throughput performance for the IRC receiver are evaluated. In the next section, the output 

SINR and throughput performance levels are evaluated for both CRS-to-CRS collision and CRS-

to-CRS non-collision cases as illustrated in Fig. 2-2. Note that each case includes the following 

cases and influences as described in the previous sections. 

・ CRS-to-CRS collision case: 

Includes both the CRS-to-CRS collision case as in Sect. 2.2.1 iii) and the desired-data-signal-

with-data-signal-interference case as in Sect. 2.2.1 i). The former case impacts the estimation 

accuracy of the covariance matrix as described in Sect. 2.2.2.2. The latter case impacts the 

effect of suppressing interference as described in Sect. 2.2.2.3. 

・ CRS-to-CRS non-collision case: 

Includes both the desired-CRS-with-data-signal-interference case as in Sect. 2.2.1 ii) and the 

desired-data-signal-to-CRS collision case as in Sect. 2.2.1 iv). In addition to the CRS-to-CRS 

collision case, the former case impacts the estimation accuracy of the covariance matrix as 

described in Sect. 2.2.2.2. The latter case impacts the effect of suppressing interference as 

described in Sec. 2.2.2.3. 

Here, the number of the interfering cells is assumed to be two, i.e., the three-cell model is assumed. 

For the CRS-to-CRS collision case, the CRSs transmitted from the most dominant interfering cell 

collide with the CRSs transmitted from the serving cell. In contrast, for the CRS-to-CRS non-

collision case , it is assumed that there are no collisions of CRSs among the three cells. 

Regarding the output SINR, since we assume that only transmit diversity, i.e., single-stream 

transmission, is employed in the serving cell, a single output SINR is obtained. For calculating 

the output SINR, the following formula is used when the closed-loop MIMO system is assumed. 
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Rx Tx, Tx, Rx

cell

Rx Tx, Tx, Rx

SINR



   







 

 
 

H H H

N
H H H

q q q q N
q

P

P

W H W W H W

W H W W H I W

, 
(2.13) 

Where  

N  indicates noise power. Here, the description of (k,l) is omitted for simplicity. When 

the open-loop MIMO multiplexing is assumed, Tx, Tx,
H

q qW W   is the identity matrix in this 

dissertation due to the assumption of the two transmitter antenna branches. Furthermore, if open-

loop transmit diversity employs the SFBC, the channel matrix, Hq(k,l), is expressed including the 

SFBC. 

For the performance evaluation, a link level simulation employing the multi cells is conducted. 

Note that a link level simulation is performed between each UE and its serving cell as well as the 

neighboring cells in this simulation.  

The numbers of transmitter and receiver antenna branches are assumed to be two and two, 

respectively. Therefore, the spatial degree of freedom is one when transmit diversity is assumed. 

Fifty consecutive RBs, i.e., 9 MHz, are assigned to the UE in the serving cell. However, the 

assignment granularity of each UE in the interfering cells is assumed to be six consecutive RBs. 

Furthermore, 50 consecutive RBs are all assigned to 9 UEs in the interfering cells. In the 

evaluation, although the insertion density of the CRS is 16 RE/RB as illustrated in Fig. 2-3, the 

CRSs located in the data signal region are only used for the RS based covariance matrix estimation 

in order to exclude the impact of the interference of control signals. This is because a synchronous 

network is assumed. The covariance matrix is estimated within 1 RB. Therefore, the number of 

averaging samples, Nsp, equals 12 in Eq.(2-7). The channel estimation scheme for the CRS is 

assumed to be the 2-dimensional MMSE channel estimation scheme [10]. For the MMSE channel 

estimation filter, a uniform delay power spectrum within the cyclic prefix length of 4.69 s is 

assumed in the frequency domain, and a uniform Doppler power spectrum with the maximum 

Doppler frequency of 5.55 Hz is assumed in the time domain. The total data signal power per 

symbol, PData, is assumed to be same as the CRS power, PCRS. 

For the throughput evaluation, hybrid automatic repeat request (ARQ) with incremental 

redundancy is employed and the maximum number of retransmissions is assumed to be four. 

Outer-loop link adaptation [11] is employed with the target BLER of 10%. Furthermore, MIMO 

multiplexing with two-stream transmission is used in the interfering cells in addition to the 

transmit diversity for the practical throughput evaluation. The probability of transmit diversity is 

assumed to be 80% every 6 RBs assigned to each UE in the interfering cells. 

The assumption for the closed-loop MIMO system is that the two transmitter antenna 

codebooks defined in [6] are used for precoding transmission. Regarding the serving cell, based 

on the estimated channel matrix using the CRS, the UE selects the precoding weight matrix, which 

maximizes the received SINR from the codebook, and then the selected precoding weight matrix  
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Table 2-1. Simulation parameters 

 

information at the UE is fed back to the serving cell. In this evaluation, the precoding granularity 

is assumed to be the whole bandwidth, i.e., 50 RBs, in the frequency domain and every subframe, 

i.e., 1 ms, in the time domain. Furthermore, we assume that there is no feedback error. Note that 

the precoding weight matrix is randomly selected from the codebook for every subframe in the 

interfering cells for simplicity. Regarding the open-loop MIMO multiplexing employing the large 

delay CDD, the precoding weight matrix is defined in [6]. In the evaluation, the performance for 

not only the IRC receiver but also the conventional maximal ratio combining (MRC) receiver, 

which is equal to the MMSE receiver assuming transmit diversity, is evaluated for comparison. 

The other simulation parameters are given in Table 2-1. 

2.2.3. Link Evaluation Results 

2.2.3.1. Output SINR Performance Evaluation 

In the output SINR evaluation, transmit diversity is employed at all the cells and the received 

signal-to-interference power ratios (SIRs) for the interfering cells are assumed to be 0 dB and 6 

dB. Furthermore, the average received signal-to-noise power ration (SNR) is assumed to be 10 

dB. 

i) CDF of output SINR 

First, to investigate which impact is the dominant degrading factor, i.e., the CRS-to-CRS collision 

case or the CRS-to-CRS non-collision case, the cumulative distribution function (CDF) of the 

output SINR of each RE within 50 RBs is evaluated.  

Figures 2-4(a) and (b) show the CDF results of the output SINR for open- and closed-loop 

transmit diversity, respectively. Focusing on open-loop transmit diversity in Fig. 2-4(a), the 

performance for the IRC receiver is almost the same regardless of the CRS-to-CRS collision and  

Carrier frequency / System bandwidth 2 GHz / 10 MHz
Resource allocation 50 RBs

MIMO antenna configuration 2 x 2 (uncorrelated)
Channel model

(RMS delay spread)
9-path EVA channel model

(357 ns)
Maximum Doppler frequency 5.55 Hz

Modulation and coding scheme 
(MCS)

QPSK (R = 0.11 – 0.61)
16QAM (R = 0.33 – 0.54)
64QAM (R = 0.39 – 0.93)

MCS transmission granularity 
on interfering cells

Randomly changing every 1 ms 
Frequency granularity: 6 RBs

Channel estimation 2D-MMSE channel estimation
Hybrid ARQ (Round trip delay) Incremental Redundancy (8 ms)

Scheduling / Feedback delay 8 ms / 5 ms
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(a) Open-loop transmit diversity using SFBC 

 

(b) Closed-loop transmit diversity using precoding 

Figure 2-4. CDF of output SINR 
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CRS-to-CRS non-collision cases. Therefore, we can say that the impacts of the CRS-to-CRS 

collision and CRS-to-CRS non-collision cases, i.e., the estimation accuracy of the covariance 

matrix and the effect of suppressing the interference, are negligible when open-loop transmit 

diversity is assumed. However, focusing on closed-loop transmit diversity in Fig. 2-4(b), the 

performance for the CRS-to-CRS collision case is degraded compared to that for the CRS-to-CRS 

non-collision case. Therefore, it is clear that the impact on the estimation accuracy of the 

covariance matrix for the CRS-to-CRS collision case is dominant compared to the impact on the 

effect of suppressing interference for the CRS-to-CRS non-collision case when closed-loop 

transmit diversity is assumed. To investigate the reasons for these phenomena, the average output 

SINR for each subcarrier is evaluated in the following sections. 

ii) Average output SINR for each subcarrier focusing on open-loop transmit diversity 

To investigate the reason why the impacts of the CRS-to-CRS collision and CRS-to-CRS non-

collision cases are negligible for open-loop transmit diversity, the output SINR performance is 

evaluated focusing on the OFDM symbol where the CRS is not transmitted. This evaluation 

clarifies the impact of the estimation accuracy of the covariance matrix due to the CRS-to-CRS 

collision case. Note that when assuming the CRS-to-CRS non-collision case as mentioned in Sect. 

2.2.3, only the case where the interfering data signal interferes with the desired CRS can be 

considered. 

Figure 2-5(a) shows the performance results of the average output SINR for each subcarrier 

within 3 RBs extracted from 50 RBs assuming the open-loop transmit diversity. In this dissertation, 

we define the average output SINR per subcarrier on a logarithmic scale for 10,000 subframes in 

an i.i.d. fading channel. From the results in Fig. 2-5(a), the performance for the IRC receiver is 

almost the same regardless of the CRS-to-CRS collision and CRS-to-CRS non-collision cases 

since the property of the estimated covariance matrix, RI+N, does not change for either case, which 

is discussed in Sect. 2.2.2.2. Additionally, to clarify the impact on the effect of suppressing 

interference for the desired-data-signal-to-CRS collision, i.e., the CRS-to-CRS non-collision case, 

we evaluate the average output SINR focusing on the OFDM symbol where the CRS is 

transmitted. Figure 2-5(b) shows the performance results of the average output SINR for each 

subcarrier in the above case. Note that the CRSs are transmitted every three subcarriers; therefore, 

there are no performance results for the subcarrier indices of 3k (k ≥ 0). From the results in Fig. 

2-5(b), the performance for the IRC receiver is almost the same regardless of the CRS-to-CRS 

collision case, CRS-to-CRS non-collision case, or the previous evaluation results. Therefore, 

from these results, we can say that the impacts on the IRC receiver due to the CRS-to-CRS 

collision and CRS-to-CRS non-collision cases are negligible when assuming the open-loop 

transmit diversity. for the CRS-to-CRS non-collision case. The reason for this phenomenon is 

considered to be that the channel estimation accuracy Note that the performance fluctuation  
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(a) OFDM symbol in CRS non-transmission 

 

(b) OFDM symbol in CRS transmission 

Figure 2-5. Average output SINR for each subcarrier (open-loop transmit diversity) 

0

0.2

0.4

0.6

0.8

1

-10 -5 0 5 10 15 20

Output SINR (dB)

C
D

F

CRS-to-CRS 
collision case

CRS-to-CRS 
non-collision case

Conv. MRC 
receiver

IRC receiver

Average received SNR = 10 dB
Average received SIR = 0 dB, 6 dB

0

0.2

0.4

0.6

0.8

1

-10 -5 0 5 10 15 20

Output SINR (dB)

Conv. MRC 
receiver

IRC receiver

Average received SNR = 10 dB
Average received SIR = 0 dB, 6 dB

CRS-to-CRS 
collision case

CRS-to-CRS 
non-collision case



 

26 

 

for the CRS-to-CRS collision case is large compared to that fluctuates based on the CRS from the 

serving cell since the CRS sequence does not change among subframes, i.e., the CRS from the 

serving cell suffers from the same CRS interference signal among all subframes. 

iii) Average output SINR for each subcarrier focusing on closed-loop transmit diversity 

To investigate the reason why the impact of the CRS-to-CRS collision is larger than that for the 

non-CRS-to-CRS collision case for closed-loop transmit diversity, we evaluate the average output 

SINR considering the same evaluation assumptions described in the previous section except for 

open-loop transmit diversity. 

Figures 2-6(a) and (b) show the performance results of the average output SINR for each 

subcarrier within 3 RBs extracted from 50 RBs focusing on the OFDM symbol where the CRS is 

not transmitted and transmitted, respectively. Focusing on the results in Fig. 2-6(a), the 

performance for the CRS-to-CRS collision case is degraded compared to that for the CRS-to-CRS 

non-collision case. This is because the property of the estimated covariance matrix is changed due 

to the CRS-to-CRS collision as formulated in Eq.(2-11) and Eq.(2-12), i.e., the estimated 

covariance matrix does not include the precoding weight matrix for the CRS-to-CRS collision 

case as described in Sect. 2.2.2.2. However, when comparing the results for the IRC receiver and 

MRC receiver, a gain from the IRC receiver can be achieved for all cases. Note that the reason 

why the performance for the IRC receiver is periodical every RB, i.e., every 12 subcarriers, is that 

the covariance estimation period is assumed to be 1 RB in this evaluation.  

In contrast, focusing on the results in Fig. 2-6(b), the performance for the IRC receiver 

assuming the CRS-to-CRS non-collision case is degraded especially for subcarrier indices (3k + 

1). This is because the CRS transmitted from the most dominant interfering cell (SIR = 0 dB) 

interferes with the desired data signals. When comparing the performance results for the CRS-to-

CRS collision case, the results for subcarrier indices (3k + 1) assuming the CRS-to-CRS non-

collision case are severely degraded. Therefore, for only the REs that collide with the CRS from 

the interfering cell, it is clear that there is a large impact on the effect of suppressing the 

interference for the CRS-to-CRS non-collision case due to the CRS interference on the desired 

data signals. However, based on the previous CDF results of the output SINR in Fig. 2-4(b), we 

can say that this impact on the IRC receiver due to the inter-cell interference of the CRS is small 

compared to that due to the CRS-to-CRS collision, i.e., the degradation of the covariance matrix 

estimation accuracy, when closed-loop transmit diversity is assumed. We consider that this is 

because the number of desired data signals that incur interference from the CRSs transmitted from 

one interfering cell is limited, which is expected as described in Sect. 2.2.2.3.  

 



 

27 

 

 

(a) OFDM symbol in CRS non-transmission 

 

(b) OFDM symbol in CRS transmission 

Figure 2-6. Average output SINR for each subcarrier (closed-loop transmit diversity) 
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2.2.3.2. Throughput Performance Evaluation 

The throughput performance is evaluated in this section. Figures 2-7(a) and (b) show the 

performance results for the IRC and MRC receiver assuming open- and closed-loop transmit 

diversity, respectively. Note that the average received SIRs and SNR are assumed to be the same 

as those for the output SINR evaluation. In regard to the open-loop MIMO system in Fig. 2-7(a), 

the results show that the gain from the IRC receiver compared to that for the MRC receiver is 

almost the same regardless of the CRS-to-CRS collision and CRS-to-CRS non-collision cases, 

which corresponds to the above discussion. Furthermore, regarding the closed-loop MIMO 

system in Fig. 2-7(b), the gain from the IRC receiver in the CRS-to-CRS collision case is degraded 

compared to the gain in the CRS-to-CRS non-collision case. The gain however, can be achieved 

even when the CRS-to-CRS collision case is assumed. 

To confirm the previous observations in various environments, i.e., various average received 

SNRs and SIRs, we additionally evaluated the throughput performance. In the additional 

evaluation, the average received SNR is assumed to be from 0 dB to 30 dB under the assumption 

of the average received SIR for each interfering cell of 0 dB and 6 dB, respectively. Figures 2-

8(a) and (b) show the results of the throughput versus the average received SNR for open- and 

closed-loop transmit diversity, respectively. Focusing on the low SNR region for both results, the 

gain from the IRC receiver is reduced compared to that in the middle and high SNR regions 

regardless of the CRS-to-CRS collision case or the CRS-to-CRS non-collision case. This is 

because the effect of the null beamforming at the IRC receiver is degraded due to the noise-limited 

environment. However, assuming the case where the average received SNR is over 0 dB, the 

tendency of the throughput performance corresponds to the previous observations. Specifically, 

although the gain from the IRC receiver is almost the same regardless of the CRS-to-CRS 

collision and CRS-to-CRS non-collision cases assuming open-loop transmit diversity, the gain 

from the IRC receiver for the CRS-to-CRS collision case is degraded compared to that for the 

CRS-to-CRS non-collision case assuming closed-loop transmit diversity. Furthermore, we 

confirmed that a gain is achieved even for the CRS-to-CRS collision case when the average 

received SNR is over 0 dB. 
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(a) Open-loop transmit diversity using SFBC 

 

(b) Closed-loop transmit diversity using precoding 

Figure 2-7. Throughput performance. 
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(a) Open-loop transmit diversity using SFBC 

 

(b) Closed-loop transmit diversity using precoding 

Figure 2-8. Throughput vs. average received SNR. 
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Finally, we evaluated the throughput performance when the average received SIR for the 

dominant interfering cell is assumed to be from -3 dB to 6 dB under the assumption of the average 

received SIR for the other interfering cell of 6 dB and the average received SNR of 10 dB. In this 

evaluation, the case where the received signal power from the interfering cell is stronger than that 

of the serving cell is also considered, i.e., SIR of less than 0 dB. This is because a handover margin 

called a hysteresis is considered in this dissertation to avoid an excess number of handovers, i.e., 

a ping-pong effect in which the user is handed back and forth several times from one base station 

to the other when the user moves around the cell boundary. Note that this handover hysteresis is 

assumed to be set to 3 dB as an example case in this dissertation. 

Figures 2-9(a) and (b) show the results of the throughput versus the average received SIR for 

the dominant interfering cell, assuming open- and closed-loop transmit diversity, respectively. 

The results show that the performance tendency also corresponds to the previous observations 

regardless of the average received SIR for the dominant interfering cell. 

Based on all the results, we can say that the gain from the IRC receiver is achieved even for 

the CRS-to-CRS collision case when the transmitter and receiver antenna branches are assumed 

to be two and two, respectively, although the impact on the estimation accuracy of the covariance 

matrix for the CRS-to-CRS collision case is dominant compared to that on the effect of 

suppressing interference for the CRS-to-CRS non-collision case assuming closed-loop transmit 

diversity. 
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(a) Open-loop transmit diversity using SFBC 

 

 

(b) Closed-loop transmit diversity using precoding 

Figure 2-9. Throughput vs. average received SIR from dominant interfering cell 
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2.3. System Level Analysis 

In the previous section, the link evaluation results of the IRC receiver are provided. From the 

results, it is expected that the IRC receiver can achieve better system capacity compared with the 

conventional receiver. Further performance improvement is expected by utilization the IRC 

receiver together with other techniques, e.g. CoMP transmission technique, as described in Chap. 

1. To analyze the system capacity of such a combination of the IRC receiver and other technique, 

the link performance modeling is developed for the IRC receiver in this section. 

2.3.1. Link Performance Modeling 

First, overall procedure of the link performance modeling for the conventional receiver is 

described in this section. As the interface between the link and system level simulations, the BLER 

versus the average SINR performance has been widely used [12]-[14]. Therefore, the actual SINR 

should be modeled in the system level simulation. Figure 2-10 illustrates a methodology for the 

system level evaluation using link performance. At the system level, multiple UEs are distributed 

in the assumed multi-cell deployment. Based on the position of the UE, the channel matrix is 

generated for each UE including the effect of distance-dependent path loss, shadowing, and 

multipath fading. When MIMO transmission and reception techniques, e.g., precoding 

transmission and IRC reception, are assumed, the output SINR of the n-th transmission stream 

for the k-th subcarrier and the l-th OFDM symbol, SINRout,n(k,l), after reception processing is 

required [13]. This is calculated using the following formula. 
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, (2.14) 

Here, Gq(k,l) represents the (NRx  NStream) composite channel matrix defined as Hq(k,l)WTx,q(k,l) 

between the q-th cell and the UE. Term wRx,n(k,l) is the n-th row vector of the (NStream  NRx) 

receiver weight matrix of the serving cell, WRx,0. Term PData,q is the transmission power of the data 

signal in the q-th cell. From this formula, the actual receiver weight matrix including the 

estimation errors must be calculated to obtain the actual output SINR. 
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Figure 2-10. Outline of link to system mapping scheme 

To address the frequency selective fading channel, the effective SINR of the n-th transmission 

stream, SINReff,n, within the transmission bandwidth must be translated from SINRout,n(k,l) using a 

model function, f. Once SINReff,n is calculated for each transmission stream, it can be used to find 

the block error probability for different modulation and coding schemes (MCSs) from the BLER 

performance for additive white Gaussian noise (AWGN) in the link level simulation. Using the 

block error probability, the throughput performance can be calculated in the system level 

simulation. 

As a model function, f, Exponential Effective SINR Mapping (EESM) or Mutual Information 

based Exponential SINR Mapping (MIESM) is widely utilized. It was shown that MIESM has 

greater prediction accuracy especially when assuming a higher modulation order, but both 

schemes are sufficiently accurate to predict the link performance [15, 16]. Therefore, we focus on 

EESM in this dissertation. The model function for EESM is basically derived from Chernoff 

bound of bit error probability for BPSK (Binary Phase Shift Keying) over AWGN channel without 

any channel coding scheme. For a certain subcarrier, it is well known that the bit error probability 

for BPSK over AWGN channel assuming SNR r and a symbol distance 1, Pe(1,r) , is described as 

below. 
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where  Q x  is the Q-function, which is the probability that a standard normal random variable X 

takes a value larger than x > 0 defined as below. 

  exp
x

tQ x dt


       . (2.16) 

It is also well known that the Q-function can be upper bounded by Chernoff bound as follows. 

  exp xQ x
 

   
. (2.17) 

Therefore, the Eq. (2-15) is upper bounded as follows: 

   , expeP r r   . (2.18) 

Without channel coding scheme, the BLER can be considered as a probability of at least one error 

over Nsubcar subcarriers with corresponding SNR rk. The probability is described as follows: 

  ,
Nsubcar

e k
k

BLER P r


   , (2.19) 

where Nsubcar represents the total number of allocated subcarriers k. Applying Eq.(2-18) to Eq.(2-

19) followed by expanding the polynomial and discarding the second order items, the following 

Eq.(2-20) can be obtained: 

 exp
Nsubcar

k
k

BLER r


  . (2.20) 

The goal of EESM is find an equivalent SNR, SNReff, which has the same BLER as Eq.(2-20) over 

AWGN channel, i.e.,  

   exp exp
Nsubcar

subcar eff k
k

N SNR r


   . (2.21) 

From Eq.(2.21), we can finally obtain the following equation. 

  

 ln exp
Nsubcar

eff k
ksubcar

SNR r
N 

   
 

. (2.22) 

By similar approach, the effective SNR for QPSK (Quadrature Phase Shift Keying) can be 

obtained as follows: 
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ln exp
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k
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r
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N 

       
. (2.23) 

For higher order modulation such as 16QAM, however, the same approach is not straightforward, 

then the generalized EESM is proposed as follows [14]: 

ln exp
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k
eff opt
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r
SNR

N




       
  

, (2.24) 

where the parameter opt is training parameter that can be adjusted to minimize prediction error. 

The value of opt is optimized by link level simulation according to the following criteria.  

, ,log log 



  t t

t actual predictedMSE BLER BLER , (2.25) 

,argmin
NTrial

opt t
tTrial

MSE
N 






  , (2.26) 

where t

actualBLER  represents the actual BLER performance with a given modulation order in trial 

t, and ,
t

predictedBLER  represents the predicted BLER performance by given  in trial t. Term NTrial 

represents total number of trials for the training process. Note that ,
t

predictedBLER  is calculated by 

mapping the effective SNR in Eq.(2.24) to the AWGN curve. 

For the current mobile communication system, on the other hand, channel coding scheme such 

as turbo coding is usually employed, and it is not straightforward to directly derive the effective 

SNR including the effectiveness of channel coding by closed form. For such system, therefore, 

the same approach in Eqs.(2.24)-(2.26) can be utilized to derive the effective SNR, and the 

parameter  can adjust the impact of the channel coding scheme. The parameter  is derived for 

each MCS and transmission MIMO stream, hence the effective SINR after channel equalizing 

and transmission signal decomposition can be calculated as follows [17]: 

,

eff, ,
,

( , )
ln exp

Nsubcar out n

n MCS rank
ksubcar MCS rank

SINR k l
SINR

N




        
  

, (2.27) 

where MCS, rank is a training parameter for the given MCS and rank. Note that rank means the 

number of transmission MIMO streams, and the OFDM symbol index l is an arbitrary value.  

2.3.2. IRC Receiver for System Level Evaluation 

In order to estimate the BLER including the channel coding gain for the IRC receiver, the output 
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SINR after IRC reception including an effect of interference suppression, i.e. the output SINR in 

Eq. (2.14) when the IRC receiver weight is applied, needs to be modeled. Furthermore, the output 

SINR after IRC reception should include estimation errors to evaluate the accurate system 

capacity by the system level simulation. Therefore, to model the output SINR for the IRC receiver, 

two modeling schemes are required: covariance matrix estimation error modeling and channel 

estimation error modeling. Regarding the former, the scheme using the complex Wishart 

distribution was proposed in [18, 19]. It was shown that the covariance matrix can be 

approximated accurately assuming a frequency flat fading channel by this scheme. However, 

when assuming a frequency selective fading channel, there is a problem in that the accuracy of 

this modeling scheme is expected to degrade since the frequency selectivity is not considered in 

this scheme. Regarding the latter, i.e., the channel estimation error, a scheme using statistics of 

the mean square error (MSE) of the estimated channel coefficients was proposed in [20]. However, 

since this scheme does not consider the channel fading fluctuations in the time and frequency 

domains, there is a problem in that the accuracy of this modeling scheme is also expected to 

degrade. Therefore, this dissertation investigates and proposes modeling schemes to address the 

above problems. One modeling scheme is for the covariance matrix. It averages the conventional 

approximation using the complex Wishart distribution in the frequency domain. The other is an 

accurate modeling scheme for the channel estimation error derived according to the ideal channel 

response of all cells and a channel estimation filter. To clarify the effectiveness of the proposed 

schemes, we conduct a multi-cell link level simulation assuming two-cell and three-cell model 

environments, and evaluate the performance of the IRC receiver employing the proposed 

modeling schemes from the viewpoints of the output SINR and BLER performance. 

2.3.2.1. Signal Model and IRC Receiver Weight Generation 

As descried in Sect. 2.2, various transmission modes and RS structures are supported in LTE/LTE-

Advanced. When considering CRS-based transmission mode, the performance gain of the IRC 

receiver is slightly degraded in the CRS-to-CRS collision case due to inadequate interference 

covariance as shown in the previous section. When considering DMRS-based covariance 

estimation, on the other hand, such problem is not occurred since the DMRS is transmitted with 

the same transmit precoding as the data signal, while CRS is transmitted without any transmit 

precoding. Therefore, collision/non-collision of DMRS within the cells does not have an impact 

on the performance of the IRC receiver. Hence, for the sake of the simplicity of the analysis, 

hereafter we assume DMRS-based transmission mode. 

i) Signal model 

Assuming the number of receiver antenna branches is NRx, the NRx-dimensional received signal 

vector of the k-th subcarrier and the l-th OFDM symbol, y(k,l), is expressed as follows. 
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The recovered signal vector at the UE, ˆ ( , )k ls , is detected by using the receiver weight matrix, 

WRx,0(k,l), as follows. 

Rx,
ˆ ( , ) ( , ) ( , ) k l k l k ls W y , (2.29) 

ii) IRC receiver weight generation with estimation errors 

The IRC receiver weight matrix, WIRC(k,l), is expressed as follows. 

 Data
IRC

Stream

ˆ ˆ ˆ ˆ( , ) ( , ) ( , ) ( , ) ( , )
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    H H

I N

P
k l k l k l k l k l

N
W G G G R , (2.30) 

where ˆ ( , ) k lG  is the estimated channel matrix of the serving cell using DMRS that estimates 

G0(k,l) without the precoding matrix information, and ˆ ( , )I N k lR   is the estimated covariance 

matrix that includes only interference and noise. Using WIRC(k,l) as WRx,0(k,l), the recovered 

signal vector is detected while suppressing the interference signals. Assuming the (NRx  NStream) 

estimation error matrix to be Zc(k,l) due to the DMRS, the estimated channel matrix of the serving 

cell, ˆ ( , ) k lG , can be expressed as follows. 

c
ˆ ( , ) ( , ) ( , )  k l k l k lG G Z , (2.31) 

In regard to the covariance matrix that includes only interference and noise, the DMRS-based 

covariance matrix estimation scheme [19] is employed. Applying this scheme, the estimated 

covariance matrix, ˆ ( , )I N k lR , can be expressed as follows in principle. 
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(2.32) 

where d0(k,l) is the DMRS sequence of the serving cell and Data[ ( , ) ]


 E k l Pd  . Note that the 

subcarrier index and OFDM symbol index belong to MDMRS, which is the DMRS RE group of the 

serving cell. Furthermore, we assume that the data signal vectors of different cells, sq(k,l), the 

DMRS sequence vector of the serving cell, d0(k,l), and the noise vector, n(k,l), are uncorrelated. 

Furthermore, Data Stream[ ( , ) ( , )] ( )H
q qE k l k l P Ns s I  , Data Stream[ ( , ) ( , )] ( )  HE k l k l P Nd d I  , and 

[ ( , ) ( , )]HE k l k ln n   N I  are defined in the derivation. In a practical application, the number of 

averaged samples is limited. Therefore, ˆ ( , )I N k lR   is averaged using multiple DMRS resource 

elements (REs) as follows. 

  
, DMRSsp

ˆ ˆ( , ) ( , ) ( , ) ( , ) ( , ) ( , )    



  

H

I N
k l

k l k l k l k l k l k l
N M

R y G d y G d . (2.33) 

Note that Nsp is the number of averaged samples (DMRSs) within a resource block (RB) or 

continuous RBs. When applying this estimation scheme, the IRC receiver utilizes the same 

covariance matrix that includes only interference and noise within some RBs. Therefore, the 

maximum gain from the IRC receiver cannot be achieved. However, from the cell-edge user 

throughput evaluation results summarized in [6], the IRC receiver can achieve enough 

performance gain as shown in Sect. 2.2.3.2.  
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In the system level simulation, the estimated covariance matrix, I NR  , and the channel 

estimation error, Zc, must be modeled since the actual data signals and DMRSs are not generated. 

Both modeling schemes are described in the next section. 

2.3.1.3. Covariance Matrix Estimation Error Modeling 

i) Conventional method assuming frequency flat fading channel 

As the covariance matrix estimation error modeling scheme, a scheme using the complex Wishart 

distribution was proposed in [18, 19]. In [19], the scheme for applying the complex Wishart 

distribution for DMRS based covariance matrix estimation was proposed assuming a frequency 

flat fading channel. From the Eq.(2-33), we can see that the covariance matrix of the interference 

cells, ˆ ( , )I N k lR  , is derived by summing the channel covariance matrix of the q-th cell, 

( , ) ( , )H
q qk l k lG G  . Therefore, when assuming a frequency flat fading channel, i.e., the 

channel covariance matrix is constant within the DMRS samples for averaging, it can be 

approximated using the complex Wishart distribution with Nsp degrees of freedom as follows. 

 sp

sp

ˆ ( , ), 


I N N I NRx

W k l N
N

R R , (2.34) 

where  spRx
ˆ ( , ),N I NW k l NR   is a random matrix that obeys the NRx-variate complex Wishart 

distribution with scale matrix ˆ ( , )I N k lR   and Nsp degrees of freedom. Furthermore,

 spRx
ˆ ( , ),N I NW k l NR  can be modeled using the Bartlett decomposition [21] as follows. 

 sp
ˆ ( , ),  H H

N I NRx
W k l NR QAA Q , (2.35) 

where Q is calculated using the Cholesky decomposition of ˆ ( , )I N k lR . Term A is the lower-

triangle matrix generated according to the complex Wishart distribution as follows. 

Rx Rx Rx

/

/

/



 

 

   
 

 
  

 
 
 N N N

c

n c

n n c

A , (2.36) 

where ci follows the Chi-square distribution, i.e., sp( ( ))ic N i     ,and nij follows a complex 

Gaussian random variable, i.e., ( , )ijn CN   . 

Following the approximation in Eq.(2.34), the estimated covariance matrix is modeled 

assuming that the frequency flat fading channel model, i.e., scale matrix, ˆ ( , )I N k lR , is the same 

regardless of the subcarrier and OFDM indices. Therefore, when a frequency selective fading 

channel is assumed, the accuracy of this modeling scheme is expected to degrade. 
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i) Proposed method assuming frequency selective fading channel 

To address the problem of a frequency selective fading channel, we propose a modified scheme 

based on the complex Wishart distribution. In this scheme, the approximation in Eq.(2.34) is 

applied to each DMRS RE and averaged in the frequency domain as follows. 

 
freq

freq

sp freq DMRSRx
freq sp

ˆ ( , ), ,  ( , ) 



 

N

I N N I N u v u v
u

N
W k l N N k l

N N
R R M , (2.37) 

where Nfreq is the number of the DMRSs in the frequency domain, and the ku-th subcarrier (1 ≤ u 

≤ Nfreq) and the lv-th OFDM symbol (1 ≤ v ≤ Ntime: number of the DMRSs in the time domain) 

represent the DMRS RE position. Using the Cholesky decomposition of ˆ ( , )I N u vk lR  as Qu the 

lower-triangle matrix generated according to the complex Wishart distribution as Au, Eq.(2.32) 

can be modeled using the Bartlett decomposition as follows. 

freq

sp


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
 

N
H H

I N u u u u
uN

R Q A A Q , (2.38) 

Since the fluctuations of the estimated covariance matrix in the frequency domain are included in 

the modeling result from Eq.(2.38), the accuracy of the modeling is expected to be improved 

compared to the conventional method. 

2.3.1.4. Channel Estimation Error Modeling 

In this section, the modeling scheme of the channel estimation error, Zc, is discussed. First, we 

investigate the second-order statistic of Zc, i.e., c c[ ( , ) ( , )]HE k l k lZ Z   in Eq.(2.32), to model the 

channel estimation error. Term c c[ ( , ) ( , )]HE k l k lZ Z   is expressed using its coefficient, zij(k,l), as 

follows. 
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c c
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j j N j

N
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N j j N j

E z k l E z k l z k l

E k l k l

E z k l z k l E z k l

Z Z , (2.39) 

It is assumed that the elements of Zc as AWGN, i.e., ( , ) ( , [ ( , ) ])ij ijz k l CN E z k l


 . Therefore, there 

are two parameters to model the channel estimation error, i.e., the auto-covariance, [ ( , ) ]ijE z k l


 , 

and cross-covariance, *[ ( , ) ( , )]  ( )ij i jE z k l z k l i i  . To derive these parameters, the scheme using the 

MSE statistic of the estimated channel coefficients based on a channel estimation filter was 

proposed in [20]. This scheme is described as Method 1 hereafter. Furthermore, we propose 

another modeling scheme according to the ideal channel response of all cells and a channel 

estimation filter to model the fluctuations in the estimation error due to the channel fading 

fluctuations in the time and frequency domains. This scheme is referred to as Method 2 hereafter. 
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i) Method 1 - using MSE statistic of estimated channel coefficients 

In this dissertation, the channel estimation is performed using a channel estimation filter, e.g., 2-

dimensional MMSE channel estimation filter [22]. When NRS is the number of DMRSs for 

estimating the channel coefficient and the NRS-dimensional channel estimation filter vector for 

estimating the channel coefficient for the k-th subcarrier and the l-th OFDM symbol is defined as

CE
( , )k lw , the auto-covariance of the estimation error in Eq.(2.40), i.e., the MSE of the estimated 

channel coefficient, is derived as follows. 

22

0, ,0,

* * *

( , ) ( , ) ( , )

( , ) ( , ) ( , ) ( , )

   
      

   

T

ij ij CE RS ij

T T T

g CE CE CE CE

E z k l E g k l k l

P k l k l k l k l

w g

w Φw θ w w θ

, (2.40) 

where Pg is the average channel amplitude, g0,ij(k,l) is the channel coefficient of the k-th subcarrier 

and the l-th OFDM symbol between the i-th receiver antenna branch and the j-th transmission 

stream at the serving cell. Term RS, , ijg  is the NRS-dimensional estimated channel vector based on 

the least square between the i-th receiver antenna branch and the j-th transmission stream at the 

serving cell consisting of the estimated channel coefficients at the DMRS RE. Terms   and Tθ

are the auto-covariance matrix of RS, , ijg  and the cross-covariance vector between 0, ( , )ijg k l  and 

RS, , ijg , respectively. 

2
2

,0, ,0,



 

    
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 

H N
RS ij IRS ij

g

E
P

Φ g g I , (2.41) 

0, ,0,
( , ) 

 
T H

ij RS ij
E g k lθ g , (2.42) 

Here, RS, , ijg   is the NRS-dimensional ideal channel vector of the serving cell comprising the 

channel coefficients at the DMRS RE. Term 2
I  is the average received interference signal power. 

Note that the interference signals are assumed to be whitened sufficiently. Therefore, non-

diagonal elements of the covariance matrix of the interference signal are assumed to be zero, i.e., 

2
I  I. This is because the transmitted signals, i.e., data signals, reference signals, and control 

signals are assumed to be scrambled using a length-31 Gold sequence specified according to the 

cell ID [6], which is a pseudo-random sequence with a low cross-correlation [23]. More preciously, 

Eq.(2.30) is derived from , ,RS ijg  which is the estimated channel vector based on multiplying the 

DMRS sequence of the serving cell. In this case, the interference signals are also multiplied by 

the DMRS sequence of the serving cell. Therefore, non-diagonal elements of the covariance 

matrix of the interference signal are whitened sufficiently due to the different Gold sequences 

between the serving and interfering cells. Terms    and Tθ  are calculated using the channel 
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model and the maximum Doppler frequency, i.e., using the statistic of the channel coefficients. 

The cross-covariance in Eq.(2.39), i.e., *[ ( , ) ( , )]  ( )ij i jE z k l z k l i i   , is expressed using the 

correlation coefficient between the receiver antenna branches, Rx, as follows. 

2*

RX( , ) ( , ) ( , )ij i j ijE z k l z k l E z k l
       

, (2.43) 

From Eq.(2.40) and Eq.(2.41), the auto-covariance and cross-covariance of the channel 

estimation error include only the statistic of the channel and the channel estimation filter; 

therefore, this modeling scheme does not correspond to the fluctuations in the estimation error in 

the time and frequency domains. 

ii) Method 2 (proposed) - modeling error according to channel fluctuations 

We propose Method 2 that uses the ideal channel response of all cells to model the fluctuations 

in the estimation error in the time and frequency domains. Specifically, the auto-covariance and 

the cross-covariance of the estimation error for Method 1 shown in Eq.(2.40) and Eq.(2.43) are 

replaced by Eq.(2.44) and Eq.(2.45). Note that the interference signals are assumed to be whitened 

sufficiently by the scrambling sequence for deriving Eq.(2.44) and Eq.(2.45); therefore, the terms 

regarding the interference signals are expressed as a diagonal matrix. 
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(2.45) 

In the following, we show the derivation of those equations. First, Zc(k,l) is expressed using the 

channel coefficient of the serving cell, g0,ij(k,l), the channel estimation filter, wCE, and the 

estimated channel vector of the serving cell, , ,RS ijg . 
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From Eq.(2.43), the second order statistic of Zc(k,l), i.e., c c[ ( , ) ( , )]HE k l k lZ Z  , is expressed as 

follows. 
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(2.47) 

The diagonal and non-diagonal elements in Eq.(2.47) are expressed as follows. 
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(2.49) 

Here, the estimated channel vector, , ,RS ijg , is expressed as follows. 
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(2.50) 

where sq,j'(k,l) and ni(k,l) are the transmitted symbol of the j'-th transmission stream at the q-th 

cell and the noise coefficient at the i-th receiver antenna branch on the k-th subcarrier and the l-

th OFDM symbol, respectively. The expectation of , ,RS ijg  is calculated as follows. 
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(2.51) 

In the derivation of Eq.(2.51), the cross-correlations between the DMRS sequence of the serving 

cell and the data signals from the interfering cells are assumed to be zero due to the different Gold 

sequences between the serving and interfering cells. 

Here, we derive Eq.(2.44). The (m, m) diagonal elements of , , , ,[ ] 
H

RS ij RS ijE g g in Eq.(2.48) are 
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calculated as in Eq.(2.52).  
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The (m, m') non-diagonal elements of , , , ,[ ] 
H

RS ij RS ijE g g in Eq.(2.48) are calculated as in Eq.(2.43).  
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From Eq.(2.52) and Eq.(2.53), , , , ,[ ] 
H

RS ij RS ijE g g is expressed as follows. 
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By substituting Eq.(2.51) and Eq.(2.54) into Eq.(2.48), Eq.(2.44) is derived.  

Next, we derive Eq.(2.45). The (m, m) diagonal elements of , , , ,[ ] 
H

RS ij RS i jE g g  in Eq.(2.49) are 

calculated as in Eq.(2.55).  
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(2.55) 

The (m, m') non-diagonal elements of the second order statistic of , , , ,[ ] 
H

RS ij RS i jE g g in Eq.(2.49) are 

calculated as in Eq.(2.56).  
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From Eq.(2.55) and Eq.(2.56), , , , ,[ ] 
H

RS ij RS i jE g g is expressed as in Eq.(2.57).   
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By substituting Eq.(2.51) and Eq.(2.57) into Eq.(2.49), Eq.(2.45) is derived.  

 

iii) Combination of Methods 

Term Zc, i.e., the channel estimation error matrix, is included in both Eq.(2.31) and Eq.(2.32), i.e., 

the channel matrix of the serving cell and the covariance matrix including interference and noise. 

Therefore, there are four combinations for applying the two methods of the channel estimation 

error modeling. We define these four combinations as follows. 

• Method 1-1: Method 1 is applied to both the channel matrix and covariance matrix. 

• Method 1-2: Method 1 is applied to the channel matrix, and Method 2 is applied to the 

covariance matrix. 

• Method 2-1: Method 2 is applied to the channel matrix, and Method 1 is applied to the 

covariance matrix. 

Method 2-2: Method 2 is applied to both the channel matrix and covariance matrix. 

2.3.3. Simulation Conditions 

Figure 2-11 shows the transmit frame structure. One RB is shown in the figure. The first two 

OFDM symbols are assumed to be used for control signaling and the CRS. The channel state 

information-RS (CSI-RS) is assumed to be multiplexed in the 10th and 11th OFDM symbols. Note 

that the CRS is transmitted at each transmit antenna branch. The CSI-RS is transmitted using 

CMD every two transmit antenna branches. Here, the CRS is the reference signal used to 

demodulate the control signaling and perform mobility measurement. The CSI-RS is a reference 

signal used to obtain accurate CSI associated with each transmitter antenna branch. The DMRS, 

which is transmitted using CDM every two transmission streams, is assumed to be multiplexed 

with the insertion density of 12 RE/RB. 

To clarify the validity of the modeling schemes for the IRC receiver, a multi-cell link level 

simulation is performed. Note that a link level simulation is performed between each UE and the 

neighboring cells as well as the serving cell in this simulation. In addition to the IRC receivers to 

which the modeling schemes are applied, the realistic IRC receiver that estimates the covariance 

matrix and the channel matrix of the serving cell using the DMRS is also evaluated for comparison. 

The numbers of the interfering cells are assumed to be one and two, i.e., two-cell and three-cell 

models. A synchronous network is assumed. 
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The simulation conditions for the serving cell are described here. As the channel model, a 

one-path frequency flat fading channel model and six-path exponentially decayed channel model, 

in which the average received power of each path is reduced by 2 dB in descending order from 

the first path, are assumed. In the evaluation, each path delay between adjacent paths is assumed 

to be the same and this path delay, i.e., RMS delay spread, is parameterized for the six-path 

exponentially decayed channel model. As the transmission scheme, we assumed the closed-loop 

transmit diversity using precoding single-stream transmission for the serving cell. The numbers 

of the transmitter and receiver antenna branches are assumed to be two and two, respectively; 

therefore, the spatial degree of freedom is one. The transmitter and receiver spatial correlations 

are assumed to be 0.0, i.e., uncorrelated. Therefore, Rx in Eq.(2.43) is assumed to be 0.0. Fifty 

consecutive RBs, i.e., 9 MHz, are assigned to the UE in the serving cell. The covariance matrix 

is estimated within 1 RB; therefore, the number of averaging samples, Nsp, equals 12 and the 

number of the DMRSs in the frequency domain, Nfreq, equals 3. The channel estimation scheme 

is assumed to be the 2-dimensional MMSE channel estimation scheme [22]. For the MMSE 

channel estimation filter, a uniform delay power spectrum within the cyclic prefix length of 4.69 

s is assumed in the frequency domain, and a uniform Doppler power spectrum with the 

maximum Doppler frequency of 5.55 Hz is assumed in the time domain. As the precoding scheme, 

the two transmitter antenna codebooks defined in [6] are used. Based on the estimated channel 

matrix using the CSI-RS, the UE selects the precoding weight matrix that maximizes the received  

SINR from the codebook, and then the selected precoding weight matrix information at the UE is 

fed back to the serving cell.  

Next, the simulation conditions for the interfering cells are described here. In this simulation, 

we assume that the conditions for the interfering cells are almost the same as those for the serving 

cell excluding the following three points. First, the received SIR from each interfering cell is 

assumed to be 0 dB for the two-cell model and 3 dB for the three-cell model. Second, in the 

interfering cells, we assume that the assignment unit for a UE is set to 3 RBs to reduce the control 

signal bits for assignment of RBs. Since the total number of RBs is set to 50 RBs, the assignment 

unit becomes 2 RBs at the edge of the system bandwidth. Furthermore, 9 UEs are assumed to be 

assigned in the interfering cells. Therefore, 6 RBs are assigned to 8 UE and 2 RBs are assigned 

to a UE as illustrated in Fig. 2-12. Finally, in the interfering cell, the precoding weight matrix 

selection must be modeled since the precoding weight matrix selection is not performed for the 

UE connected to the interfering cell in order to reduce the computational complexity. Therefore, 

we assumed that the precoding weight matrix is randomly selected from the codebook for every 

subframe in the interfering cells for simplicity. The other simulation conditions are given in Table 

2-2. 
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Figure 2-11. Transmission frame structure 

 

Figure 2-12. Resource allocation in the i-th interfering cell. 

Table 2-2. Simulation parameters 
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Frequency Resource block (RB)

Carrier frequency / System bandwidth 2 GHz / 10 MHz

Resource allocation size 50 RB

MIMO antenna configuration 2 x 2 (uncorrelated)

Transmission scheme Closed-loop transmit diversity

Maximum Doppler frequency 5.55 Hz

Modulation and coding scheme (MCS)

transmission granularity 

on interfering cells

Randomly changing every 1 ms 

Frequency granularity: 6 RBs

Channel estimation 2D-MMSE channel estimation
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2.3.4. Validation Results of Link Performance Modeling 

2.3.3.1. Evaluation of Covariance Matrix Estimation Error 

To clarify the validity of the modeling schemes of the covariance matrix estimation error, which 

are discussed in Sec. 2.3.1.3, the CDF performance of the output SINR of each subcarrier is 

evaluated. Note that the time fluctuations are sufficiently small within the RB in this dissertation. 

In the evaluation, ideal channel estimation is assumed since only the accuracy of the covariance 

matrix estimation error modeling is evaluated. 

Figure 2-13 shows the CDF of the output SINR performance for the two-cell model. We 

assume frequency flat fading and frequency selective fading channel models (RMS delay spread 

of 1.3 s, which is aligned within the CP duration) with the average received SNR of 20 dB. 

Focusing on the frequency flat fading channel model, the results show that all the performance 

levels are almost the same. Therefore, both modeling schemes based on the complex Wishart 

distribution can accurately model the covariance matrix estimation error. However, focusing on 

the frequency selective fading channel model, the performance for the conventional method is 

severely degraded compared to that for the realistic IRC receiver. This is because the conventional 

method does not take into account the channel fluctuations in the frequency domain. In contrast, 

the performance for the proposed method achieves almost the same performance for the realistic 

IRC receiver even when the high frequency selective channel model is assumed. 

Figures 2-14(a) and (b) show the median of the output SINR as a function of the RMS delay 

spread up to 1.3 s for the average received SNR of 10 dB and 20 dB, respectively. In this 

evaluation, the two- and three-cell models are assumed. Furthermore, for comparison we evaluate 

the performance of the ideal IRC receiver, which suppresses the interference signal perfectly 

using the ideal covariance matrix for each RE. From the results of all the cases, the degradation 

in the conventional method compared to the realistic IRC receiver becomes large according to 

the increase in the RMS delay spread. However, the performance of the proposed method is 

almost the same for the realistic IRC receiver regardless of the RMS delay spread. Therefore, we 

can say that the proposed method is a robust modeling scheme for the covariance matrix 

estimation error even for a frequency selective fading channel model. Note that the improvement 

using the proposal method assuming the three-cell model is less than that assuming the two-cell 

model. This is because the impact on the covariance matrix estimation error in the two-cell model 

is greater than that in the three-cell model. More preciously, in the two-cell model, the IRC 

receiver can suppress the interfering signal effectively since the number of spatial degrees of 

freedom at the receiver is equal to the number of sources of interference. Therefore, the accuracy 

of the IRC receiver weight matrix, i.e., the covariance matrix, is very important in suppressing 

the interference signal. In contrast, in the three-cell model, the IRC receiver cannot suppress all  
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Figure 2-13. CDF of output SINR with ideal channel estimation. 

 

the interfering signals perfectly due to a lack of the spatial degrees of freedom at the receiver. 

Therefore, the impact on the accuracy of the covariance matrix is relatively small compared to 

the two-cell model. Furthermore, the ideal IRC receiver achieves the highest performance 

regardless of the RMS delay spread. On the other hand, the performance of other receivers 

decreases according to the increase in the RMS delay spread. This is because the covariance 

matrix is estimated by averaging in the time and frequency domains, i.e., within 1 RB. Therefore, 

the estimated covariance matrix is degraded compared to the ideal covariance matrix using ideal 

channel matrices of all cells, due to especially the channel fluctuations in the frequency domain. 
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(a) Average received SNR = 10 dB 

 

(b) Average received SNR = 20 dB 

Figure 2-14. Median output SINR with ideal channel estimation 
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2.3.3.2. Evaluation of Channel Estimation Error 

To clarify which combination of channel estimation error modeling schemes that are discussed in 

Sect. 2.3.1.4 can yield accurate approximations, the CDF performance of the output SINR of each 

subcarrier is evaluated. In the evaluation, realistic channel estimation based on the DMRS is 

assumed for the realistic IRC receiver. Using the results of the modeling schemes, we employ the 

proposed method of covariance matrix estimation error modeling. For comparison, the 

performance of the IRC receiver that employs only the covariance matrix estimation error 

modeling, i.e., when the channel estimation error is not taken into account, is also evaluated. 

Figure 2-15 shows the CDF of the output SINR performance for the two-cell model. Here, the 

frequency flat fading channel model and average received SNR of 20 dB are assumed. The results 

show that when the channel estimation error is not taken into account, the output SINR 

performance is higher than that for the realistic IRC receiver. Therefore, the channel estimation 

error should be taken into account to achieve the actual IRC receiver modeling. Focusing on the 

results for the four modeling methods of the channel estimation error, the performance for Method 

2-2, which applies the proposed channel estimation error modeling of Method 2 to both the 

channel matrix and the covariance matrix, is the closest to that for the realistic IRC receiver. This 

is because the proposed modeling scheme of the channel estimation error takes into account the 

error according to the channel fading fluctuations in the time and frequency domains. 

Next, we focus on the performance of Method 1-1 and Method 2-1, which apply the channel 

estimation error modeling of Method 1 to the covariance matrix. Figures 2-16(a) and (b) show the 

median of the output SINR as a function of the RMS delay spread up to 1.3 s for the average 

received SNRs of 10 dB and 20 dB, respectively. In this evaluation, the two- and three-cell models 

are assumed. The results show that the performance levels for Method 1-1 and Method 2-1 are 

severely degraded especially for the SNR of 20 dB assuming the two-cell model. In the two-cell 

model, the interference signal can be perfectly suppressed when the ideal IRC receiver weight is 

assumed. Therefore, it is considered that the accuracy of the covariance matrix estimation error 

modeling is more important than the accuracy of the channel estimation error modeling. Since 

Method 1 does not take into account the error according to the channel fluctuations, the impact 

on the modeling error of the covariance matrix becomes large. In contrast, focusing on the three-

cell model, the results show that the performance levels for all receivers are less than that in the 

two-cell model. This is because the interference signal is not perfectly suppressed by the IRC 

receiver in the three-cell model due to the lack of the spatial degrees of freedom at the receiver, 

i.e., there are more sources of interference than spatial degrees of freedom. We focus on the 

performance for Method 1-2 and Method 2-2, which apply the proposed channel estimation error 

modeling of Method 2 to the covariance matrix. Figures 2-17(a) and (b) show the median of the 

output SINR as a function of the RMS delay spread up to 1.3 s for the average received SNRs 
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of 10 dB and 20 dB, respectively. The results for Method 1-2 and Method 2-2 exhibit performance 

that is close to that for the realistic IRC receiver for all cases. Especially, the modeling error of 

Method 2-2 is less than that for Method 1-2 in the low RMS delay spread region. Therefore, we 

can say that Method 2-2 is a robust modeling scheme for the channel estimation error. 

Finally, to confirm the BLER modeling base on the output SINR derived from the proposed 

covariance and channel matrices modeling schemes, we evaluate the BLER performance when a 

channel coding scheme is employed. In this case, the channel coding gain needs to be taken into 

account. For this purpose, there are several modeling methods such as the EESM as mentioned in 

Sect. 2.3.1. Therefore, to take the channel encoding/decoding into account, the EESM is employed.  

In the evaluation, turbo coding with the channel coding rate of R = 0.48 or 0.61, and the 

constraint length of 4 is employed. Here,  = 1 is used and QPSK is assumed as the modulation 

scheme. This is because optimum  becomes almost 1 when the QPSK data modulation is used 

[12], which is the typical situation for cell-edge users. As the covariance matrix modeling scheme, 

the proposed scheme is applied. Regarding the channel estimation error modeling scheme, the 

proposed channel estimation error modeling scheme applied to both the channel matrix of the 

serving cell and the covariance matrix, i.e., Method 2-2 in the dissertation, and the performance 

for the conventional channel estimation error modeling scheme applied to both the channel matrix 

of the serving cell and the covariance matrix, i.e., Method 1-1 in the dissertation, are assumed. 

Figure 2-18 shows the evaluation results for the BLER performance. From the results, the 

performance for the proposed scheme, i.e., Method 2-2, is similar to that for the realistic IRC 

receiver that includes the actual estimation errors. However, the performance tendency for the 

conventional scheme, i.e., Method 1-1, is slightly different from that for the realistic IRC receiver. 

Therefore, we can say that the proposed covariance matrix and channel estimation error modeling 

schemes can model a realistic IRC receiver accurately even when the channel encoding/decoding 

is taken into account. 
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Figure 2-15. CDF of output SINR with realistic channel estimation 
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(a) Average received SNR = 10 dB 

 

(b) Average received SNR = 20 dB 

Figure 2-16. Median output SINR with realistic channel estimation using Method 1-1 and 

Method 2-1  
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(b) Average received SNR = 10 dB 

 

(b) Average received SNR = 20 dB 

Figure 2-17. Median output SINR with realistic channel estimation using Method 1-2 and 

Method 2-2  
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(c) QPSK, R = 0.48 

 

(b) QPSK, R = 0.61 

Figure 2-18. BLER performance based on EESM (b = 1) 
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2.3.5. System Capacity of IRC Receiver 

Based on the proposed link performance modeling, the system level analysis was conducted in 

[24]. Specifically, in the study, a combination of the IRC receiver and ICIC in heterogeneous 

network (HetNet) was evaluated. In this section, we briefly summarize the analysis in [24].  

HetNet deployment employing cell range expansion (CRE) [25, 26] was assumed in this study. 

In this deployment, the UEs originally connect to the microcell, which have the higher received 

signal power than the picocells, but it is offloaded to the picocells by biasing the signal power 

from the picocells as illustrated in Fig. 2-19(a). The such bias is called “CRE offset”. Due to CRE, 

however, the UEs in picocells suffer the severe interference mainly from the microcell. Therefore, 

especially for the such UEs, the effect of the IRC receiver is expected to be high. On the other 

hand, authors also assumed the ICIC technique. In order to protect the UEs from the severe 

interference from the microcell, signal transmission in the microcell is stopped in some subframes 

as illustrated in Fig. 2-19(b). The subframe without signal transmission of the microcell is called 

“protected subframe”. In the protected subframe, the effect of the IRC receiver is expected to be 

low. 

Assuming above deployment scenario, authors conducted the system level evaluation, and 

compared the performance of the conventional MMSE and IRC receivers. Note that the link 

performance modeling proposed in this dissertation (Sect. 2.3.2) was assumed for the IRC receiver. 

As the evaluation assumption, a 19 hexagonal macrocell site model with 3 macrocells per 

macrocell site was assumed, and the numbers of transmitter and receiver antenna branches are 

assumed to be two and two, respectively. Furthermore, the CRE offset value of 16 dB. See [24] 

for the detailed simulation assumption.  

Figure 2-20 (a), (b) and (c) show the CDF of the user throughput for the UEs connected to the 

macrocell and picocells corresponding to the protected subframe ratio, i.e., 0.125, 0.5, and 0.875. 

Note that the ratio of UEs connected to macrocells (picocells) to all UEs is 0.348 (0.652). Based 

on the results, we can see that the CDF curves are shifted in parallel according to the increase in 

the protected subframe ratio when focusing on the user throughput for the UEs connected to the 

macrocell. On the other hand, when focusing on the user throughput for the UEs connected to the 

picocells, the gain from the IRC receiver is decreased according to the increase in the protected 

subframe ratio. Other detailed analysis can be seen in [24]. 
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Figure 2-19. Inter-cell interference in heterogeneous network [24] 
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(b) Protected subframe ratio: 0.5 

 

(c) Protected subframe ratio: 0.875   

Figure 2-20. CDF of user throughput for UEs connected to macrocell or picocell [24] 
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2.4. Conclusion 

This chapter provides both the link level and system level analysis. 

Regarding the link level analysis, we investigated which factor, i.e., the impact of the CRS-to-

CRS collision among cells or the impact of the CRS interference on the desired data signals, was 

dominant in both closed- and open-loop MIMO multiplexing systems. The simulation results 

assuming the LTE/LTE-Advanced downlink with two transmitter and receiver antenna branches 

showed that the impact of the CRS-to-CRS collision among cells was larger than the impact of 

the CRS interference on the desired data signals especially for the closed-loop system although 

these impacts did not seriously affect the performance of the open-loop MIMO system, from the 

viewpoint of the output SINR. Even when CRS-to-CRS collisions among cells occurred in the 

closed-loop MIMO system, the IRC receiver could improve the throughput by more than 20% 

compared to that for the conventional MRC receiver under the simulation assumptions in this 

chapter. Furthermore, this chapter provides the evaluation results of the throughput performance 

assuming various average received SNRs and SIRs. The results showed that the observations for 

the impact of inter-cell interference of the CRS are verified in various environments from the 

viewpoint of the throughput performance. 

Regarding the system level analysis, especially we proposed the link performance modeling 

of the IRC receiver including the effect of the covariance matrix and channel estimation error 

assuming DMRS based transmission mode. As the modeling scheme of the covariance matrix, we 

proposed a scheme that averages the conventional approximation using the complex Wishart 

distribution in the frequency domain to address frequency selective fading. Furthermore, we 

proposed a modeling scheme that models the channel estimation error according to the ideal 

channel response of all cells and a channel estimation filter to address channel fading fluctuations. 

The results of simulations assuming the LTE/LTE-Advanced downlink with two transmitter and 

receiver antenna branches showed that the proposed modeling scheme for the covariance matrix 

estimation error accurately approximates the performance of a realistic IRC receiver, which 

estimates the covariance matrix and channel matrix of the serving cell based on the DMRS, even 

in a frequency selective fading channel. Furthermore, the results also showed that the proposed 

modeling scheme for the channel estimation error is a robust scheme in RMS delay spread of a 

channel model compared to the scheme using the MSE statistic of the estimated channel 

coefficients based on a channel estimation filter. Based on the proposed link performance 

modeling, the system capacity of the IRC receiver can be accurately evaluated by the system level 

simulation. 
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Chapter 3.  Non-Orthogonal Multiple Access 

3.1. Introduction 

In the LTE/LTE-Advanced downlink, OFDM based radio acces was adopted as a multiple access 

scheme. This type of orthogonal multiple access (OMA) scheme is a reasonable choice for 

achieving good system-level throughput performance in packet-domain services with simple 

single-user detection. When considering advanced multi-user detection however, there is room 

for achieving higher performance using non-orthogonal multiple access (NOMA) [1]. 

In NOMA, multiple UEs are multiplexed in the power dimension, and the inter-user 

interference due to such non-orthogonal user multiplexing is mitigated by advanced multi-user 

detection technology as shown in Fig. 3-1. From an information-theoretical point of view, it is 

well-known that NOMA using such a kind of superposition coding at the transmitter and multi-

user detection at the UE side not only outperforms OMA, but is also optimal in the sense of 

achieving the capacity region of the downlink broadcast channel [2]. Up to now, several studies 

have reported that NOMA can significantly outperform OMA, e.g., in [1, 3-6]. 

Recently, the 3GPP has also investigated the performance of NOMA in the LTE/LTE-

Advanced downlink [7], and the specification of NOMA was completed targeting a high traffic 

load case in LTE Release 14, called LTE-Advanced Pro [8]. As a realistic multi-user detection 

technology (referred to as “receiver” hereafter), the following two receivers have been studied in 

[7]. 

i) R-ML (Reduced complexity-Maximum Likelihood detector) 

ii) CWIC (Codeword Level Interference Canceller) 

In the R-ML, the desired and interfering signals are jointly detected under the maximum 

likelihood (ML) criteria, and some complexity-reduction algorithms such as QRM-MLD [9] are 

applied. In the CWIC, successive interference cancellation, which performs channel 

equalization/signal decomposition, channel decoding/re-encoding, and replica signal subtraction 
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Figure 3-1. Non-orthogonal multiple access (NOMA) 

processes for interference signal(s), is applied. In [10-11], it has been shown that the block error 

rate (BLER) performance of the R-ML is almost the same as that for the CWIC in NOMA by the 

link level simulation when the same precoder is applied to multiplexed UEs for the R-ML. From 

the system performance perspective, on the other hand, other aspects must be taken into account 

as reported in [12]. For the CWIC, information on channel coding of the interfering MS(s) needs 

to be known by the receiver and control signaling overhead is increased. Furthermore, in order to 

minimize the increase in the control signal overhead and receiver complexity, the codewords of 

multiplexed UEs must share the same scheduled resources, which reduces the scheduling 

flexibility. On the other hand, for the R-ML, information on channel coding of the interfering UE 

is not required and the same level of scheduling flexibility as that for OMA is retained. One 

potential disadvantage for the R-ML is that only the UEs using the same precoder can be 

multiplexed to achieve a similar BLER to that for the CWIC. Details regarding these aspects are 

described in Sect. 3.2. Hence, the R-ML has some advantages (and a disadvantage) over the CWIC 

as given in Table 3-1. To verify the impact of these aspects, system level throughput performance 

of the R-ML in NOMA should be investigated. 

In order to evaluate the system level performance, as described in the previous sections, a 

system level simulation is typically utilized [13-15]. For the system level simulation, a link 

performance modeling, which is the BLER estimation (prediction) from the SINR, is a key 

technology to ensure the accuracy of the evaluation. The EESM [16] or MIESM schemes [17] 

are typically utilized as conventional link performance modeling for the conventional MMSE 

receiver in OMA. As a further enhancement of these schemes, various modeling schemes for the  
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Table 3-1. Receiver comparison in NOMA 

 

R-ML and CWIC in OMA have been proposed, e.g., in [18-20]. For the link performance 

modeling for NOMA, the worst case model was proposed to emulate error propagation by the 

CWIC in [3]. However, the effect of the imperfect inter-user interference mitigation due to the R-

ML cannot be taken into account by the worst case model. Furthermore, a link performance 

modeling for the R-ML in NOMA was proposed in [12]. However, ideal channel estimation is 

assumed in the paper, and how to model the channel estimation error is not clear. Hence, we still 

have room for improvement in the link performance modeling for the R-ML. 

In this section, we firstly propose a new link performance modeling for the R-ML in NOMA 

considering both the effect of imperfect inter-user interference mitigation and channel estimation. 

Second, we present system capacity analysis, i.e. the system level throughput performance of the 

R-ML in NOMA, and show that it is higher than that for the CWIC in the LTE downlink of NOMA 

due to the scheduling flexibility. 

3.2. Signal Transmission Model for NOMA 

3.2.1. Signal Transmission Model 

As shown in Fig. 3-1, multiple UEs are multiplexed in the power dimension in NOMA. Assuming 

that the number of receiver antenna branches is NRx, the NRx-dimensional received signal vector 

of the k-th subcarrier and the l-th OFDM symbol for user u, yu(k,l), is expressed as follows. 

Tx,

1

( , )
userN

u u j j j

j

k l p


 y H W s n , (3.1) 

where Hu, WTx,j, and sj represent a (NRx x NTx) channel matrix, (NTx x NStream) transmission 

precoding matrix, and NStream-dimensional transmission signal vector of user u or j, respectively. 

Note that we omit the subcarrier index k and the OFDM symbol index l for simplicity. Terms NTx, 

NStream, and Nuser represent the number of transmission antenna branches, transmission streams and 

multiplexed users, respectively. Term n represents the NRx -dimensional noise vector including 

inter-cell interference signals and thermal noise, and pj represents the transmission power of user 

Attributes R-ML CWIC

Signaling overhead Low Middle ~ High

User scheduling  flexibility Flexible Not flexible

Transmission precoder 

assignment

Not flexible

(Only same among users)
Flexible



 

67 

 

j and it is constrained by Nuser
jj p  . Note the inter-cell interference(s) is not explicitly expressed 

in this equation for simplicity, and it is assumed to be included in the noise vector, n. In this 

dissertation, we assume NRx = NTx = Nuser = 2, and NStream can be set to maximally two. In addition, 

we assume p p   and inter-user interference mitigation is applied for only user 1 (UE1).  

3.2.2. Transmission Precoder Restriction for R-ML 

For the R-ML, the same transmission precoder should be applied to multiplexed users in order to 

achieve a high throughput performance. In this section, we show the details of this aspect. 

In the R-ML, the desired and interfering signals, i.e., multiple sj for all users are jointly 

detected based on the ML criteria. Since the dimension of each sj is maximally NStream, at most 

NSream x Nusers data streams are received at the R-ML. Hence, when assuming NSream x Nusers > NRx, 

the performance of the R-ML is severely degraded due to the lack of spatial degrees of freedom. 

To maintain the performance of the R-ML, the same transmission precoder, WTx, can be applied 

to all users as shown in Eq. (3-2). 
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where 
1

ˆ userN

j jj
p


s s , and the dimension of ŝ  is maximally NStream. When assuming that ŝ  is 

detected by the R-ML, clearly the performance can be maintained because Strea Rm xN N . We note that joint 

modulation among the multiplexed users was proposed in [10-11] to improve the performance of the R-

ML. More specifically, the coded bits from multiplexed users are jointly modulated such that the signal 

constellation of ŝ  becomes Gray code as shown Figs. 3-2 and 3-3. In the following, we assume such joint 

modulation to improve the performance of the R-ML. However, the transmission precoder restriction, 

i.e., a user can be multiplexed only with the users that have the same optimal precoding matrix, 

could degrade the system level throughput performance due to a lack of flexibility in the user-

multiplexing. On the other hand, the CWIC does not have the transmission precoder restriction. 

Without this restriction, the CWIC can maintain the detection performance thanks to the channel 

decoding process for the interference signals and intentionally introduce a transmission power 

difference for each user. 
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Figure 3-2. Joint modulation among multiplexed users 

 

Figure 3-3. Example of joint signal constellation (QPSK for both UEs). 

3.2.3. Scheduling Flexibility and Signaling Overhead 

As described in Sect. 3.1, the CWIC requires channel decoding and re-encoding processes for 

interfering user(s), whereas R-ML does not require such processes. Consequently, the CWIC 

requires more signaling information than the R-ML as shown in Table 3-2. Note that similar 

aspects were also pointed out in [12]. In NOMA, the optimal pair of multiplexed users is expected 

to vary dynamically given the channel environment of each user. Hence, dynamic configuration 

of user pairings should be allowed in order to improve the system level throughput performance 

of NOMA. To do this, the information in Table 3-2 should be signaled to the desired user in a 

dynamic manner, e.g., using the Physical layer Downlink Control CHannel (PDCCH) in the LTE 

[21]. In this case, the amount of signaling overhead of the CWIC becomes too large to ignore 

compared to the R-ML. One way to reduce the signaling overhead of the CWIC is resource 

alignment among multiplexed users as shown in Fig. 3-4(a). Since the allocated resources of each  
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Table 3-2. Example of required signaling Information 

 

 

Figure 3-4. Scheduling methodologies 

user are aligned, signaling information for only one interfering user is required. On the other hand, 

since the signaling overhead of the R-ML is very low, the same level of scheduling flexibility as 

that for OMA is retained as shown in Fig. 3-4(b). Details of the subband scheduling methodology 

for NOMA are described in Sect.3.4.2. In this case, since multiple users can be allocated to each 

subband, the performance of NOMA can be improved due to the frequency selective scheduling 

gains. 

3.3. Link Performance Modeling for NOMA 

As described above, in terms of scheduling flexibility and transmission precoder assignment, the 

R-ML has some advantages/disadvantage over the CWIC. In order to evaluate the impact of these 

aspects, the system level throughput performance of the R-ML should be investigated. In this 

section, we propose a link performance modeling for the R-ML to conduct a system level 

evaluation. Note that the general description of link performance modeling is shown in Sect. 2.3.1. 
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3.3.1. Proposal Link Performance Modeling for R-ML 

For the link performance modeling for the CWIC in NOMA, the worst case model was proposed 

to emulate error propagation in [3]. In this model, the signal for the high power UE (UE2) is first 

decoded by the conventional link performance at the low power UE (UE1). If such a signal can 

be correctly decoded, the output SINR of UE1 is calculated assuming an ideal inter-user 

interference canceller. Hence, for the R-ML, this model cannot be utilized because the residual 

inter-user interference after the R-ML processing cannot be taken into account. In [12], on the 

other hand, an MIESM based scheme for the R-ML in NOMA was proposed. By utilizing this 

scheme, the residual inter-user interference can be accurately modeled. However, ideal channel 

estimation was assumed in this study, and how to model the channel estimation error is not clear. 

In general, modeling of the channel estimation error is a very important to evaluate the realistic 

performance of NOMA. Therefore, we propose a modified EESM for the R-ML in this section. 

The proposed scheme can model the link performance of the R-ML together with channel 

estimation error in a simple scheme. 

The goal is to predict the BLER performance of the R-ML in NOMA. The key issue is how to 

calculate the output SINR of the R-ML. It is well known that there is some difficulty in the 

calculation of the output SINR of the R-ML, e.g., [18-19]. Hence, in these studies, it was proposed 

that the output SINR of the R-ML in OMA is calculated using the SINRs of the MMSE receiver 

and the ideal inter-stream/cell interference canceller. The SINRs are interpreted as lower and 

upper bounds of the SINR of the R-ML, and an internally dividing point between those SINRs is 

selected to fit the actual performance of the R-ML using a link level simulation. In OMA, such 

an approach is reasonable since the efficiency of the inter-stream/cell interference mitigation by 

the R-ML is diverse according to the channel environment. In NOMA, however, the R-ML has 

basically similar efficiency in terms of the inter-user interference mitigation capability as the ideal 

inter-user interference canceller (ideal IC) [10]. Therefore, we propose the following simplified 

link performance modeling scheme for the R-ML in NOMA using only the output SINR of the 

ideal IC as follows. 

Step 1) Calculate the output SINR of the ideal IC as follows. 
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 
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ideal H H

Rx u n u u n u u u Np p 


 w g G G I . (3.4) 

Where Gu = HuWTx,u, and gu,n represents the 𝑛-th column of Gu. Terms. Note that the output SINR 
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of the MMSE receiver in NOMA can be calculated using Eqs.(3.5)-(3.6). 
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When assuming that the inter-user interference is perfectly canceled by the ideal IC, Eqs.(3.5)-

(3.6) can be written as Eqs. (3.3)-(3.4). 

Step 2) Optimize the training parameter, MCS, rankcombi,pu, for each combination of MCS, rank and 

transmission power ratio. 

In NOMA, the following rank combination of multiplexed users can be considered. 

– Rank (1-1): rank 1 for UE1, rank 1 for UE2  

– Rank (1-2): rank 1 for UE1, rank 2 for UE2 

– Rank (2-1): rank 2 for UE1, rank 1 for UE2 

– Rank (2-2): rank 2 for UE1, rank 2 for UE2 

In each rank combination, the R-ML has a different efficiency for inter-user interference 

mitigation. Furthermore, transmission power pu also has an impact on the performance of the R-

ML. Therefore, training parameter  should be optimized for each combination of MCS, rank and 

transmission power ratio. 

Step 3) Calculate the effective SINR of the R-ML as follows. 

, , ,
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. (3.7) 

In Step 2, training parameter MCS, rankcombi,pu is optimized by the following criteria similar to the 

conventional EESM. 

, R-ML ,MSE log BLER log BLERt t

t predicted 



   , (3.8) 
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p
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i
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


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  , (3.9) 

where R-MLBLERt  represents the actual BLER performance of the R-ML receiver including or not 
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including channel estimation error with a given MCS, rank combination and transmission power, 

and ,BLERt

predicted   represents the predicted BLER performance by mapping the effective SINR in 

Eqs. (3-3)-(3-4) and (3-7) to the AWGN curve in the trial t. In the proposed scheme, we can simply 

use the output SINR of the ideal IC in Steps 1 and 3 instead of the output SINR of the MMSE 

receiver. The difference in performance between the R-ML and ideal IC can be compensated by 

MCS, rankcombi,pu trained in Step 2. 

3.3.2. Validation Results of Link Performance Modeling 

In this section, we show the accuracy of the link performance modeling described in Section 3.3.1 

based on the link level simulation. In this evaluation, we assume the closed-loop single user 

MIMO system defined in LTE downlink, i.e. transmission mode (TM) 4 [25], as the baseline 

OMA scheme. The following combination of rank and transmission precoder index [21] is 

assumed. 

– Case 1: Rank (1-1) with codebook index 0 for both users 

– Case 2: Rank (2-1) with codebook index 1 for UE1 and 0 for UE2 

– Case 3: Rank (2-2) with codebook index 1 for both users 

In Case 2, we note that the first column of transmission precoder index 1 for UE1 is the same as 

transmission precoder index 0 for UE2 with power scaling of   . In this case, joint modulation 

such as Eq. (3-2) can be applied to the first transmission stream. The modulation order of the 

interfering user is set to QPSK and the transmission power ratio for UE1, i.e., p1 is set to 0.14, 

0.23, and 0.36 as examples. For the proposed EESM for the R-ML, MCS, rankcombi,pu  is adjusted 

such that 
,BLERt

predicted   is well aligned with R-MLBLERt =0.1. Other parameters are summarized in 

Table 3-3. 

Figures 3-5, 3-6 and 3-7 show the validation results for UE1 when assuming QPSK, 16QAM 

and 64QAM respectively. Note that the modulation order used in these figures is an example, and 

any modulation order can be utilized for each case. In the figures, the gray line indicates the 

reference AWGN curve and the other black lines represent the predicted BLER performance of 

the R-ML. To investigate the impact of the channel estimation, we show the results with both 

ideal and realistic channel estimation (2-dimensional MMSE channel estimation [22]). The beta 

values used in Figs. 3-5 to 3-7 are shown in Table 3-4. Figure 3.5 shows that the proposed scheme 

accurately models the link performance of the R-ML in an ideal channel estimation case, and the 
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Table 3-3. Link level assumptions for validation 

 

prediction error due to channel estimation error is at most 0.2 dB. On the other hand, Figs. 3-6 

and 3-7 show that there is no significant difference between the ideal and realistic channel 

estimation cases. This is because the channel estimation errors in these cases are not large since 

the MCS levels are high, i.e., the operating SINR region is high. However, Fig. 3-7 also shows 

that some prediction error remains even for the ideal channel estimation. For EESM, it is known 

that there is some prediction error in the higher modulation order and code rate case, e.g. [23]. 

However, since the prediction error is quite small (at most 0.2 dB), we conclude that the proposed 

link performance modeling can accurately predict the BLER performance of the R-ML in NOMA. 

  

Parameters Values

System bandwidth 10 MHz

MIMO antenna configuration 2-by-2 (Uncorrelated)

Transmission mode for each user Closed loop spatial multiplex

Channel model (Doppler frequency) 6-path TU channel model (5 Hz)

Channel estimation Ideal  / 2D MMSE 

Number of control symbols 2 OFDM symbol

Number of CRS ports 2 CRS ports

Receiver R-ML (QRM-MLD)

Joint modulation On
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Figure 3-5. Validation results (Case 1 with QPSK/R = 0.33) 

 

Figure 3-6. Validation results (Case 2 with 16QAM/R = 0.36) 
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Figure 3-7. Validation results (Case 3 with 64QAM/R = 0.46) 

Table 3-4. Beta values in validation results 
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Figure 3-5 Figure 3-6 Figure 3-7

Channel estimation/

Power ratio 
Ideal Realistic Ideal Realistic Ideal Realistic

0.14 1.1 1.8 3.2 3.8 8.5 10 

0.23 1.1 1.0 3.6 3.9 8.5 10 

0.36 1.1 0.51 3.6 3.5 6.5 6.6 
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3.4. System Level Analysis 

In this section, we show the system level throughput performance of the R-ML in NOMA based 

on the link performance modeling proposed in Sect. 3.3. As described in Section 3.2, the R-ML 

can enable flexible scheduling as shown in Fig. 3-4(b) for NOMA. In this section, we describe 

details of the scheduling methodology and system level evaluation results for the R-ML. 

3.4.1. Scheduling Methodology 

First, we assume CRS based transmission mode, TM4 [21], as the baseline OMA scheme. In TM4, 

adaptive modulation and coding scheme (AMC), adaptive transmission precoding and 

transmission rank adaptation were adapted based on the feedback channel state indicator (CSI), 

which includes channel quality indicator (CQI), precoding matrix indicator (PMI), and rank 

indicator (RI). Once the RI, PMI, and CQI reported from the UEs are available, the base station 

(BS) can conduct resource allocation to its served UEs by using the proportional fair (PF) 

scheduling algorithm [24] for both OMA and NOMA. For simplicity, the multiplexing order of 

superposition coding is assumed to be two with only one layer per UE. As shown below, for 

NOMA, dynamic switching of NOMA and OMA is allowed. 

1. Start from the first subband (i.e., Subband #1) 

2. Select one of the pair of users as (UE1, UE2) from the serving cell. A single user is selected 

for OMA. For NOMA, define a combination for the rank of the paired UEs as (m-n), where 

m denotes the rank for NOMA UE1 with interference mitigation (low power UE), and n 

denotes the rank for NOMA UE2 without interference mitigation (high power UE). As 

described in Section 3.3, there are several different combinations of rank for NOMA paired 

UEs. It is also noted that the combination of the precoder among paired NOMA UEs is 

checked when the same precoder case is assumed. We note that rank combination (1-2) is 

excluded. This is because it would be difficult for low power UE1 to decode jointly the 

desired and interference signals in such a rank combination. 

3. Select one of the transmission power sets from the predetermined multiple transmission 

power sets for paired NOMA UEs where the predetermined transmission power sets (p1, p2) 

= (0.14, 0.86), (0.17, 0.83), (0.23, 0.77), (0.36, 0.64), which were optimized by link and 

system level simulation in advance. Specifically, utilizing excessively large numbers of 

power sets in the scheduling process incurs significant signaling overhead. Therefore, in 

order to minimize the signaling overhead, the values are heuristically selected to achieve 

similar system capacity when assuming the full flexible case, i.e., the power sets (p1, p2)  = 
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(0.01, 0.99), (0.02, 0.98), …, (0.49, 0.51). Note that full transmission power is assumed for 

the OMA case. 

4. Calculate the scheduling SINRs for NOMA using the reported CQI assuming OMA and the 

power set of (p1, p2). Computation of the scheduling SINR for NOMA UEs is based on an 

approximation of the received SINR after power-domain multiplexing as follows. 

i. Scheduling SINR of NOMA for low power UE1: p1 x CQIUE1  

ii. Scheduling SINR of NOMA for high power UE2: p2 / ( p1 + CQIUE2) 

iii. Scheduling SINR of OMA for UEj: CQIUEj 

We note that UE1 and UE2 are selected such that CQIUE1 is always higher than CQIUE2. We 

also assume that the transmission power, p1, for UE1 is always lower than that, p1, for UE2. 

Then, UE1 is assumed to apply ideal IC to remove the interference from the other user, while 

UE2 directly decodes its own signal. 

5. Calculate the multi-user PF metric using the following formula. 

 | ,

( )





 
    

 
PF

j

j
Metric

T jU

U P
, (3.7) 

where U denotes the candidate user set. Terms T(j) and  | , j U P  denote the average 

throughput and instantaneous throughput of UEj, respectively. Term P denotes the allocated 

power sets. 

6. Repeat Steps 2-5 with all of the combinations of candidate transmission power sets (p1, p2) 

and user sets (UE1, UE2). Similarly, also compute the PF metric of OMA. 

7. Select the transmission power and user sets with the highest PF metric in Step 6. Note that 

the PF metrics for both OMA and NOMA are compared and selected. 

8. Perform Steps 1 to 7 on the remaining subbands. 

When Step 8 is finished, transmission power sets are optimized in each subband, and thus the 

transmission power for a paired UE may be different for different subbands. Also, a paired UE 

(OMA or NOMA) and the need for interference mitigation are different for the scheduled 

subbands. For example, for UE3, subband #4 is required to cancel the interference from UE2, 

while the subbands #5, #6, and #8 are not required as shown in Fig. 3-8. These assumptions may 

increase the complexity of the decoding process on the receiver side depending on the receiver 

assumption. Thus, in our evaluation, alignment for the users and transmission power sets are 

further conducted to mitigate the complexity using the following steps. 
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Figure 3-8. Scheduling process 

9. Check and count the number of subbands whether or not interference mitigation is required 

or not for each scheduled user. Note that this step is performed sequentially for paired UEs 

(NOMA) or UEs (OMA) determined after Steps 1-8 in order of the PF metric. 

i. For a UE of interest, if the number of subbands requiring interference mitigation is the 

largest, those subbands are retained as the scheduled subbands requiring interference 

mitigation and other subbands for this UE are released. For example, for UE1, subbands 

#1, #2, #3, #6 and #8 are selected. 

ii. For a UE of interest, if the number of subbands not requiring interference mitigation is 

the largest, those subbands are retained as the scheduled subbands not requiring 

interference mitigation and other subbands for this UE are released. 

Tx power

#1 #2 #3 #4 #5 #6 #7 #8

Step 8

Subband index
Freq.

UE1

UE2

UE3

With interference mitigation Without interference mitigation

OMA

#1 #2 #3 #4 #5 #6 #7 #8
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#1 #2 #3 #4 #5 #6 #7 #8

Step 10 Re-scheduled

UE4

UE5

UE6
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Step 11
Transmission power alignment
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iii. For a UE of interest, if the number of subbands not having a paired UEs is the largest, 

those subbands are retained as the scheduled subbands not having a paired UEs, i.e., OMA 

subbands, and other subbands for this UE are released. 

10. Repeat Steps 2-9 for the released subband. If no subband is released in Step 9, this means 

that all scheduled UEs or UE pairs are aligned on different  

11. Align the transmission power sets for each user in the scheduled subband. Specifically, 

optimal transmission power sets for each user are exhaustively searched to achieve the 

highest PF metric. Note that different transmission powers are not allocated to different 

subbands of the same UE. With this restriction, the transmission power set is uniquely 

determined by each user. It is also noted that the power optimization is conducted, separately 

(i.e., subbands #1, #2, #3, #6, #8 and subbands #4, #5 in Fig. 3-8, separately). 

3.4.2. System Evaluation Results 

The simulation parameters are given in Table 3-5. In this evaluation, the scheduling methodology 

described in Section 3.4.1 is applied to the R-ML with subband scheduling. For the comparison, 

the ideal IC is also evaluated as the upper bound of the CWIC, but wideband scheduling is applied 

to the ideal IC as described in Section 3.2.3. The R-ML/ideal IC is applied to only low power UEs 

(UE1) to deal with the inter-user interference. The link performance modeling for the R-ML is 

provided in Section 3.3. For the ideal IC, the output SINR is calculated using Eqs. (3.3)-(3.4), and 

Eq. (2.28) is applied to derive the effective SINR. In the evaluation, FTP traffic model 1 [25] is 

assumed, and the cell-average, 95th percentile (95%tile), 50%tile, and 5%tile of the system level 

throughput performance are evaluated. In addition, resource utilization of each case is also 

provided. 

Tables 3-6 and 3-7 give the system level throughput performance of the ideal IC and R-ML 

with subband scheduling, respectively. Furthermore, Table 3-8 indicates the performance of the 

R-ML with wideband scheduling to investigate the impact of the scheduling scheme on the R-

ML. Note that the scheduling scheme for OMA is the same as NOMA in these tables, i.e., 

wideband scheduling is utilized in Tables 3-6 and 3-8 and subband scheduling in Table 3-7. For 

the ideal IC and R-ML with wideband scheduling, the offered traffic load (packet arrival rate) is 

set to 10.5, 11.5, and 12.0 UE/s. For the R-ML with subband scheduling, the packet arrival rate 

is set to 12.0, 13.5, and 14.5 UE/s, which is equal to or higher than that for the ideal IC. Tables 3-

6 to 3-8 indicate that NOMA can provide a significant performance gain compared to OMA using 

the superposed user multiplexing. For example, the cell-average gain of 20% (5%tile gain of 30%) 

can be achieved for the packet arrival rate = 12.0 UE/s in the ideal IC case. On the other hand, we 

can see that the absolute system level throughput performance of the ideal IC and R-ML with  
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Table 3-5. System evaluation assumptions 

 

wideband scheduling is lower than that of the R-ML with subband scheduling from Table 3-7. As 

the cell-average performance, for example, 8.42 Mbps can be achieved by the ideal IC, while 12.3 

Mbps is achieved by the R-ML. This is because the frequency-selective scheduling gain from 

subband scheduling can be obtained in the R-ML case. From these results, we conclude that the 

R-ML with subband scheduling achieves higher system performance than the other cases. 

Additionally, we observed that the performance gain of the R-ML is reduced compared to the 

ideal IC. This is because the transmission precoder restriction due to the R-ML incurs a lower 

probability of superposed user multiplexing (NOMA user-paring) as shown in Fig. 3-9. Even 

though the performance gain is reduced by the R-ML, NOMA can also provide a significant 

performance gain compared to OMA. For example, in the R-ML with subband scheduling, the 

cell-average gain of 10.5% (5%tile gain of 14%) can be achieved for the packet arrival rate = 14.5 

UE/s case. 

 

Parameters Values

Cell Layout
Hexagonal grid, 3 sectors per site, 19 macro sites 

(ISD = 500 m)

System bandwidth (Carrier frequency ) 10 MHz (2.0 GHz)

Total BS TX power (Ptotal per carrier) 46 dBm

Distance-dependent path loss ITU UMa

Penetration loss

For outdoor UEs: 0 dB

For indoor UEs: 20 dB+0.5din (din: independent uniform random 

value between [0, min(25,d)] for each link)

Shadowing ITU Uma

Antenna pattern / height 3D [26] / 25 m

UE antenna height 1.5 m

Antenna gain + connector loss 17 dBi

Antenna gain of UE 0 dBi

Fast fading channel ITU UMa

Antenna configuration
BS: 2 Txs (0.5 lambda), cross-polarized

UE: 2 Rxs (0.5 lambda), cross-polarized 

UE dropping 20% UEs are outdoor and 80% UEs are indoor.

Minimum  distance from macrocell 35 m

Traffic model (Packet size) FTP traffic model type 1 (0.1 MByte) [25]

UE noise figure 9 dB

UE speed 3 km/h

Cell selection criteria Reference Signal Receive Power (RSRP)

Handover margin 3 dB

Control delay (Scheduling, AMC) 5 ms 

HARQ combining / Round trip delay Chase combining / 8 ms

Feedback periodicity of CQI, PMI / RI 5 ms / 100 ms

OLLA ON

Channel estimation 2D-MMSE

EVM Tx EVM: 8%, UE Rx EVM: 4%

Maximum transfer time (Dropping time) 1.6 s

Receiver assumption
For OMA: R-ML for Rank 2, MMSE-IRC for Rank 1

For NOMA: R-ML/ideal IC
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Table 3-6. System evaluation results (ideal IC with wideband scheduling) 

 

Table 3-7. System evaluation results (R-ML with subband scheduling) 

 

Table 3-8. System evaluation results (R-ML with wideband scheduling) 

 

 

 

 

Tput

(Mbps)

Packet Arrival Rate

10.5 UE/s 11.5 UE/s 12.0 UE/s

OMA NOMA Gain OMA NOMA Gain OMA NOMA Gain

Average 10.52 12.65 20.3% 7.44 9.73 30.7% 6.10 8.42 37.9%

0.95 36.36 40.00 10.0% 27.59 32.00 16.0% 23.53 29.63 25.9%

0.5 6.20 8.00 29.0% 3.96 5.71 44.3% 3.11 4.65 49.4%

0.05 1.00 1.31 31.1% 0.63 0.87 38.9% 0.52 0.72 39.7%

RU (%) 72.9% 68.1% ---- 83.8% 78.7% ---- 87.8% 83.2% ----

Tput

(Mbps)

Packet Arrival Rate

12.0 UE/s 13.5 UE/s 14.5 UE/s

OMA NOMA Gain OMA NOMA Gain OMA NOMA Gain

Average 11.84 12.28 3.8% 8.77 9.37 6.9% 6.99 7.73 10.5%

0.95 36.36 38.10 4.8% 29.63 30.77 3.8% 24.24 25.81 6.5%

0.5 7.69 8.08 5.0% 5.30 5.80 9.4% 4.00 4.55 13.6%

0.05 1.46 1.57 6.9% 1.00 1.10 10.5% 0.76 0.87 14.3%

RU (%) 71.8% 70.9% ---- 82.6% 81.5% ---- 88.2% 87.0% ----

Tput

(Mbps)

Packet Arrival Rate

10.5 UE/s 11.5 UE/s 12.0 UE/s

OMA NOMA Gain OMA NOMA Gain OMA NOMA Gain

Average 10.52 11.85 12.6% 7.44 9.01 21.1% 6.10 7.70 26.2%

0.95 36.36 38.10 4.8% 27.59 30.77 11.5% 23.53 27.59 17.2%

0.5 6.20 7.41 19.4% 3.96 5.16 30.3% 3.11 4.21 35.3%

0.05 1.00 1.20 20.4% 0.63 0.80 28.2% 0.52 0.67 28.8%

RU (%) 72.9% 69.8% ---- 83.8% 80.1% ---- 87.8% 84.5% ----
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Figure 3-9. NOMA user-paring probability 

3.5. Conclusion 

In this section, we proposed and investigated a link performance modeling and the system level 

throughput performance of the R-ML in NOMA. As a link performance modeling for the R-ML 

in NOMA, we proposed a variant of the EESM scheme, and showed that the proposed scheme 

can accurately predict the BLER performance of the R-ML. Furthermore, the proposed link 

performance modeling demonstrated that the R-ML in NOMA with subband scheduling can 

provide a significant performance gain compared to OMA. In addition, we described that the 

wideband scheduling is a reasonable choice for the CWIC to reduce the signaling overhead, and 

showed the system level throughput performance of the ideal IC in NOMA with wideband 

scheduling as the upper bound of the CWIC. Numerical results showed that the ideal IC can also 

provide a significant performance gain for NOMA, but absolute throughput performance is 

degraded compared to the R-ML due to the lack of scheduling flexibility. 
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Chapter 4.  Conclusion 

This dissertation investigates system capacity enhancement of mobile communication system 

such as LTE/LTE-Advanced, which is specified in 3GPP, to deal with the expected mobile traffic 

explosion in future. Considering the development of the radio signal processing technologies, 

especially the interference suppression and cancellation technologies at the mobile terminals in 

recent years, an improvement of system capacity using such an advanced interference mitigation 

receiver is deeply investigated. The results obtained in Chapter 2 and 3 are summarized below.  

Chapter 2 focus on the IRC receiver, which can suppress the inter-cell interference based on 

MMSE criteria. The IRC receiver needs to the knowledge, i.e. the covariance matrix, of the inter-

cell interference to suppress it, and it is typically estimated by the reference signals transmitted 

from the serving cell. In LTE/LTE-Advanced, various transmission modes and the reference 

signal structures are supported. Especially in CRS based transmission mode, it is expected that 

the estimation accuracy of the covariance matrix of the interference signals is affected by CRS-

to-CRS collision among the serving and interference cells. Therefore, the impact is deeply 

analyzed in the first half of this chapter. As a result, it is shown that the IRC receiver can surely 

provide enough link performance gain compared with the conventional MRC/MMSE receivers, 

although CRS-to-CRS collision reduces the performance gain of the IRC receiver. From the 

results, we can recognize that the IRC receiver can improve system capacity of the mobile 

communication system. Moreover, it is expected that the further capacity gain can be obtained by 

using the IRC receiver together with other technologies, e.g. ICIC and CoMP. For evaluating the 

improvement of the system capacity, the system level simulation needs to be developed for the 

IRC receiver. To do this, the link performance modeling for the IRC receiver also needs to be 

developed. Therefore, it is investigated in the latter half of this chapter. It is shown that the 

proposed link performance modeling of the IRC receiver can accurately model the link 

performance of the IRC receiver compared with the conventional one, specifically in the 

frequency selective channel. This means that the system capacity enhancement due to the IRC 
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receiver can be accurately evaluated by the system level simulation employing the proposed 

scheme. 

Chapter 3 focus on enhancement of the multiple access scheme. In LTE/LTE-Advanced, 

OFDM based multiple access was adopted. This type of orthogonal multiple access is a reasonable 

choice for achieving good system-level throughput performance. When considering advanced 

multi-user detection, however, there is room for achieving higher performance using NOMA. As 

a multi-user detection in NOMA, the R-ML and CWIC receivers can be considered. Those 

receivers have advantage and disadvantage in system level design, e.g. flexibility of user 

scheduling and transmission precoding allocation. To analyze the such aspects, in this chapter, the 

link performance modeling of the R-ML receiver is proposed for evaluating the system level 

performance. Validation results by the link level simulation show that the proposed scheme can 

accurately model the link performance of the R-ML receiver in NOMA including the effect of the 

channel estimation error. The system level evaluation using the proposed scheme also show that 

the R-ML receiver can provide better system capacity than the CWIC receiver in NOMA. 

The results in Chapter 2 and 3 indicate the system capacity of the mobile communication 

system can be surely improved by the IRC receiver and NOMA employing the R-ML receiver. 

However, it is very challenging to achieve desired improvement of system capacity by only those 

technologies because it is predicted that the amount of mobile traffic continuously and seriously 

increases, e.g.  1.47-fold per year from 2016 to 2021. Therefore, a combination of those and other 

technologies needs to be further investigated. This is a potential remaining study in this research 

field.  
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Appendix A: List of Notations 

t

actualBLER  Actual BLER performance of the conventional receiver with a given MCS 

and rank in trial t 

,
t

predictedBLER  Predicted BLER performance for given  by EESM in trial t 

MCS, rank Training parameter of EESM for given MCS and rank 

MCS, rankcombi,pu Training parameter of proposed EESM for given MCS, rank combination 

of multiplexed users and transmission power ration in NOMA 

d0(k,l) DMRS sequence of the serving cell at k-th subcarrier and l-th OFDM 

symbol 

dq(k,l) NTx-dimensional CRS sequence vector of the q-th cell at k-th subcarrier and  

l-th OFDM symbol 

dm,q(k,l) CRS sequence at the m-th transmitter antenna branch of q-th cell at k-th 

subcarrier and l-th OFDM symbol 

  Auto-covariance matrix of channel vector 

Gq(k,l) (NRx  NStream) composite channel matrix defined as Hq(k,l)WTx,q(k,l) 

between q-th cell and the UE 

Hq(k,l) (NRx  NTx) channel matrix between the q-th cell and UE at k-th subcarrier 

and l-th OFDM symbol 

Hu(k,l) (NRx  NTx) channel matrix between serving cell and UE at k-th subcarrier 

and l-th OFDM symbol for user u in NOMA 

I Identity matrix 

k Subcarrier index in frequency domain for OFDM based system 

l OFDM symbol index in time domain for OFDM based system 

MCRS CRS RE group in serving cell 

MDMRS DMRS RE group in serving cell 

n(k,l) NRx-dimensional noise vector at k-th subcarrier and l-th OFDM symbol 

NCell Number of total cells 

NRx Number of the received antenna branches at UE 

Nsp  Number of RSs for averaging of covariance matrix for IRC receiver 

NStream Number of the transmission data streams of serving cell 

Nsubcar Number of allocated subcarriers for OFDM signal 

NTrial Number of trials for the training process of EESM 
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NTx Number of the transmission antenna branches at BS 

PCRS Transmit power of the CRS 

PData Total transmit data signal power per symbol of serving cell 

PData, q Total transmit data signal power per symbol of q-th interfering cell 

Pg Average channel amplitude 

θ  Cross-covariance matrix of channel vectors 

q Cell index (q=0 means serving cell) 

RI+N (NRx  NRx) Covariance matrix including only interference signal and noise 

component 

Ryy(k,l) (NRx  NRx) covariance matrix including serving/interference signals and 

noise component at k-th subcarrier and l-th OFDM symbol 

R Code rate for channel coding 

Rx Correlation coefficient between the receiver antenna branches 

sq(k,l) NStream-dimensional information signal vector of the q-th cell at k-th 

subcarrier and l-th OFDM symbol 

SINRout,n(k,l) Output SINR of the n-th transmission stream for k-th subcarrier and the l-

th OFDM symbol 

SINReff,n Effective SINR of the n-th transmission stream 

, , ,

ideal

out k u nSINR  
Output SINR of the n-th transmission stream at the k-th subcarrier and user 

u for ideal user interference canceller in NOMA 

, , ,out k u nSINR  
Output SINR of the n-th transmission stream at the k-th subcarrier and user 

u for conventional MMSE receiver in NOMA 

 

N  Averaged noise power 

 

I  Averaged interfere 

u User index for NOMA 

wCE Channel estimation filter 

IRC ( , )k lW  (NRx  NStream) IRC receiver weight matrix (or vector if NStream = 1) at k-th 

subcarrier and l-th OFDM symbol 

WTx,q(k,l) (NTx  NStream) precoding weight matrix of the q-th cell at k-th subcarrier and 

l-th OFDM symbol 

Rx, ( , )q k lW  (NStream  NRx) receiver weight matrix (or vector if NStream = 1) of q-th cell at  

k-th subcarrier and l-th OFDM symbol 

wRx,n(k,l) NRx-dimensional receiver weight vector of n-th transmission data stream at   

k-th subcarrier and l-th OFDM symbol of serving cell 

, ,

ideal

Rx u nw  
NRx-dimensional receiver weight vector of n-th transmission data stream at   

k-th subcarrier for ideal user interference canceller in NOMA 
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, ,Rx u nw  
NRx-dimensional receiver weight vector of n-th transmission data stream at   

k-th subcarrier for conventional MMSE receiver in NOMA 

WNRx Complex Wishart distribution 

y(k,l) NRx-dimensional received signal vector at k-th subcarrier and l-th OFDM 

symbol for CRS-to-CRS collision case in DMRS-based transmission mode 

yu(k,l) NRx-dimensional received signal vector of the k-th subcarrier and the l-th 

OFDM symbol for user u in NOMA 

yCtoC(k,l) NRx-dimensional received signal vector at k-th subcarrier and l-th OFDM 

symbol for CRS-to-CRS collision case 

yCtoD(k,l) NRx-dimensional received signal vector at k-th subcarrier and l-th OFDM 

symbol for desired-CRS-with-data-signal-interference case 

yDtoC(k,l) NRx-dimensional received signal vector at k-th subcarrier and l-th OFDM 

symbol for CRS-to-CRS collision case 

yDtoD(k,l) NRx-dimensional received signal vector at k-th subcarrier and l-th OFDM 

symbol for desired-data-signal-with-data-signal-interference case 

Zc(k,l) (NRx  NStream) estimation error matrix to be Zc due to the DMRS at k-th 

subcarrier and l-th OFDM symbol 
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Appendix B: Acronyms 

3GPP  The Third Generation Partnership Project 

AMC  Adaptive Modulation and Coding scheme 

ARQ  Automatic Repeat reQuest 

AWGN  Additive White Gaussian Noise 

BER  Bit Error Rate 

BLER  BLock Error Rate  

BPSK  Binary Phase Shift Keying 

BS  Base Station 

CDD  Cyclic Delay Diversity 

CDF  Cumulative Distribution Function 

CDM  Code Division Multiplexing 

CoMP  Coordinated Multi-Point transmission 

CP  Cyclic Prefix 

CQI  Channel Quality Indicator 

CRE  Cell Range Expansion 

CRS  Cell-specific RS 

CSI  Channel State Indicator 

CSI-RS  Channel State Information-RS 

CWIC  Codeword Level Interference Canceller 

DMRS  DeModulation RS 

EESM  Exponential Effective SINR Mapping 

EVA  Extended Vehicular A model 

EVM  Error Vector Magnitude 

FTP  File Transfer Protocol 

HARQ  Hybrid Automatic Repeat request 

HetNet  Heterogeneous Network 

IC  Interference Canceller 

ICIC  Inter-Cell Interference Coordination 

IoT  Internet of Things 

IRC  Interference Rejection Combining  

ISD  Inter Site Distance 

ITU  International Telecommunication Union 
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LTE  Long-Term Evolution 

M2M  Machine-to-Machine 

MCS  Modulation and Coding Scheme 

MIESM  Mutual Information based Exponential SINR Mapping 

MIMO  Multiple-Input Multiple-Output 

ML  Maximum Likelihood 

MLD  Maximum Likelihood Detector 

MMSE  Minimum Mean Square Error 

MPI  MultiPath Interference 

MRC  Maximal Ratio Combining 

MSE  Mean Square Error 

NAICS  Network Assisted Interference Cancellation and Suppression 

NOMA  Non-Orthogonal Multiple Access 

OFDM  Orthogonal Frequency Division Multiplexing 

OLLA  Outer Loop Link Adaptation 

OMA  Orthogonal Multiple Access 

PDCCH  Physical layer Downlink Control CHannel 

PMI  Precoding Matrix Indicator 

QAM  Quadrature Amplitude Modulation 

QPSK  Quadrature Phase Shift Keying 

QRM-MLD  complexity reduced MLD with QR decomposition and M-algorithm 

RB  Resource Block 

RE  Resource Element 

RF  Proportional Fair 

RI  Rank Indicator 

R-ML  Reduced complexity-Maximum Likelihood detector 

RMS  Root Mean Square 

RSRP  Reference Signal Receive Power 

SFBC  Space-Frequency Block Code 

SIC  Successive Interference Cancellation 

SINR  Signal-to-Interference-plus-Noise power Ratio  

SIR  Signal-to-Interference power Ratio 

SNR  Signal-to-Noise power Ratio 

TM  Transmission Mode 

UE  User Equipment 

UMa  Urban Macro 
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