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Abstract: Depression is a common, but serious mental disorder that affects people all over the world. Therefore, an
automatic depression assessment system is demanded to make the diagnosis of this disorder more popular. We propose
a multimodal fusion of speech and linguistic representations for depression detection. We train our model to infer the
Patient Health Questionnaire (PHQ) score of subjects from the E-DAIC corpus. For the speech modality, we apply
VGG-16 extracted features to a Gated Convolutional Neural Network (GCNN) and a LSTM layer. For the linguistic
representation, we extract BERT features from transcriptions and input them to a CNN and a LSTM layer. We evalu-
ated the feature fusion model with the Concordance Correlation Coefficient (CCC), achieving a score of 0.696 on the
development set and 0.403 on the testing set. The inclusion of visual features is also discussed. The results of this
work were submitted to the Audio/Visual Emotion Challenge and Workshop (AVEC 2019).

Keywords: depression detection, affective computing, deep learning, multimodal systems, BERT, gated CNN, CNN

1. Introduction

Depression is one of the most common mental disorders in the
United States (US). In fact, according to the data collected from
the 2017 National Survey on Drug Use and Health (NSDUH) [1],
an estimate of 7.1% of all adults in the US had at least one major
depressive episode. Although considered quite common all over
the world and among a wide range of ages [2], this disorder can-
not be neglected since it can cause severe and negative impacts.
The abilities of a person in performing daily activities can be de-
graded and depression can result in undesirable effects in their
thoughts, feelings and actions [3]. Therefore, the development of
new methods and tools to support a fast and precise depression
diagnosis is undoubtedly necessary.

In this regard, several studies [4], [5], [6] proposed computer-
aided methods for an automatic and objective depression detec-
tion. This is important to reduce subjective biases, to popularize
the diagnosis of this condition and to aid the diagnosis in complex
situations, such as the ones presented by some elderly people [7].

Even though the automatic depression detection has been
widely investigated from different perspectives, it is still consid-
ered a challenge [8].

In this paper, we present a multimodal approach for automatic
depression detection that combines highly representative speech
and textual features acquired with gated convolutional and con-
volutional neural network based models. Moreover, the proposed
architectures used for the extraction of these features employ a
Long Short-Term Memory (LSTM) layer in order to characterize
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the data’s temporal behaviour. Our proposed multimodal model
achieves the best result of 0.403 evaluated with the Concordance
Correlation Coefficient (CCC) in the E-DAIC test partition.

The results presented in this paper [9] were submitted to the
Audio/Visual Emotion Challenge and Workshop (AVEC) 2019 to
compete on the Detecting Depression with Al Sub-Challenge.

2. Related Works

The main topics related to the method of automatic depression

detection conducted in this work are:

e Natural Language Processing (NLP): The recent expan-
sion of the distributional vectors approach promoted by the
Bidirectional Encoder Representations from Transformers
(BERT)[10] made this model achieve the state-of-the art on
eleven NLP tasks. Therefore, due to their powerful language
representation, pre-trained BERT models were chosen to ex-
tract textual features from interview transcripts in this work.

e Multimodality: Promising results were acquired in nu-
merous tasks, such as speech separation [11] and sound
source localization, audio-visual action recognition and
on/off screen audio source separation [12].

o Depression detection: There have been several works to de-
velop an automatic depression detection based on visual fea-
tures extracted from the body movement [5], [13], [14] as
well as works that fused these visual features with audio in-
formation [4]. However, although these multimodal works
consider audio and visual features for the depression assess-
ment, the work presented in this paper differs from previ-
ous works, since we consider the semantic content of the
patient’s speech. In addition, in this work, the audio features
were extracted with a VGG-16 [15] architecture and are not
represented in a bag-of-audio approach as in [4].
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3. E-DAIC Corpus

The Extended Distress Analysis Interview Corpus (E-DAIC)
[16] is based on audiovisual recordings of patients being inter-
viewed by a virtual agent, which can be a Wizard-of-Oz (Woz)
controlled by a human in another room or it can be fully auto-
mated. The E-DAIC includes the automatically transcribed tran-
scripts of the interactions, the participants’ audio files, their facial
features and each patient’s Patient Health Questionnaire [17] de-
pression module (PHQ-8) score.

In the E-DAIC dataset, there are 275 subjects, that are divided
into train, development and test partitions with 163, 56 and 56
subjects respectively. In the train and development sets, the in-
terviews can happen in either the Woz or the Al setting, while, in
the test set, there are only interviews conducted by the Al.

4. Evaluation Metric

The performance metric adopted in this work is the Concor-
dance Correlation Coefficient (CCC) [18], defined as

2p0 0y
o+ O'f/ + (e — 1y)?

in which p is the Pearson correlation coefficient between variables

Pe = M

x and y, o and o, represent the standard deviations of x and y
and 1, and p,, their respective means.

The CCC is computed to measure the correlation between the
prediction and the gold standard and it varies from -1 to 1, in
which 1, —1 and 0 respectively indicate that the two variables are
identical, exactly opposite and uncorrelated.

5. Proposed Methodology

Sections 5.1 to 5.3 present the single modalities models, sum-
marized in Fig. 1. Section 5.4 presents a model for feature level
fusion of these modalities. Finally, Section 5.5 introduces the
baseline [8], to which our approach is compared in Section 6.

5.1 Audio Model

We use a deep spectrum representation extracted from a pre-
trained VGG-16 network using spectrogram images as input. For
the audio of each subject, it results in the deep spectrum features
X; € RTF in which T represents the time dimension, that varies
according to the duration of the speech data, and F denotes the
feature dimension. We add zero paddings to the input features so
that all input samples have the same length as the longest speech
data duration.
5.1.1 GCNN-LSTM-based model

We have trained the GCNN-based model depicted in Fig. 1(a).
The gated blocks in this model are represented in Fig. 1(d) and,
for each of these blocks, the input to the max-pooling layer is
defined as

Y = conv (X, W) ©sigm (conv (X, Z)), 2)

in which conv represents the convolution operation, sigm is the
sigmoid activation function, © is the Hadamard product between
two tensors, X is the gated block’s input and W and Z are the
trainable parameters of the respective convolution layers.

© 2019 Information Processing Society of Japan

For each gated block of the GCNN model in Fig. 1(a), the
convolution filters are, from the input to the output, defined as
N =[512,256,256, 128, 128, 64,64, 32,32, 16]. These ten gated
blocks are followed by a 32-dimensional LSTM layer and a fully-
connected layer with 512 hidden neurons. The GCNN-LSTM
model is trained with the mean-squared error loss function and
the Adam optimizer [19].

5.2 Textual Model

In this work, it was hypothesized that linguistic features would
provide valuable information regarded to the subject’s mental
health condition. Thus, in order to represent the semantic content
of the E-DAIC corpus interviews, textual features were extracted
from the automatically transcribed transcripts [16] with the pre-
trained BERT-large model [10].

The features were extracted from the last BERT layer and, for
each subject, they can be represented as a matrix of size K x 1024,
in which K is the number of word tokens in the subject’s tran-
script. In order to guarantee that all the samples input to the
textual models would have the same size, a zero padding was
conducted over the K x 1024 feature matrices so that K would be
always equal to the number of word tokens found in the longest
transcript.

Although the BERT model represents textual data by analysing
embeddings in a bidirectional manner, in this work, we hypothe-
size that there are remaining temporal correspondences at the last
BERT layer since a feature array of size 1024 is generated for
each word token.

5.2.1 CNN-LSTM-based Model

We opted for a model that combines CNN layers with one
LSTM layer. This choice was founded on the observation that,
since the BERT features are structured data in which it is possi-
ble to observe hierarchical patterns, it is natural to choose CNN
layers to interpret the features extracted with BERT [20].

Thus we define seven convolution blocks, represented in
Fig. 1(e), with different number of filters N for each convolu-
tion layer. These filters’ size are, from the input to the output,
N = [128,64,64,64,64,32,32]. The output of the last convo-
lution block is then input to a 32-dimensional LSTM layer fol-
lowed by a 256-dimensional fully-connected layer. The output of
this fully-connected layer is then applied to a batch normaliza-
tion, a ReLU activation function, a dropout layer with a dropout
rate equal to 0.1 and a single dimensional fully connected layer,
which outputs the prediction for the PHQ-8 score. A complete
diagram of this model is shown in Fig. 1(b).

We consistently applied a batch size equal to 10, a learning rate
equal to 1073 and a loss function based on the CCC metric. The
chosen optimizer is Adam [19] (8; = 0.9 and 3, = 0.999).

5.3 Visual Model

For the visual model, we utilize a deep visual representation
extracted from a ResNet-50 model [21] as input. We choose the
time dimension 7 = 6000 for the visual features and apply them
to the model depicted in Fig. 1(c), in which, from the input to
the output, the convolution filters of the gated blocks have size
N =[512,256,256, 128, 128, 64, 64,32,32, 16].
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Fig.1 Overview of the proposed models. (a) GCNN-LSTM model for speech-based depression assess-
ment with nine gated convolution blocks and a LSTM layer. (b) CNN and LSTM-based model for
depression assessment with textual features. (¢) GCNN-based model for depression assessment
with visual features. (d) A gated block. (e) A convolution block.

Similarly to the model presented in Section 5.1, we also use
mean-squared error as the loss function and Adam as optimizer
to train our network.

5.4 Fusion Model

We concatenate the embeddings obtained from the first dense
layer of each modality in a single array, which is then input to
the fusion network. This fusion model consists of a dense layer
with 512 neurons, a batch normalization followed by a ReLU ac-
tivation and a dropout layers and a final dense layer with a single
neuron, that outputs the final PHQ score prediction. The model
is trained to minimize the mean-squared error loss between the
ground-truth PHQ score and the network prediction. Adam opti-
mizer [19] is used.

5.5 Baseline Model

The baseline model [8] consists of a 64-dimensional Gated Re-
current Unit (GRU) layer with a dropout rate of 0.2 followed by a
64-dimensional fully-connected layer that outputs a single value
as the PHQ score. The loss function used during the train is a
CCC-based loss function and the batch size is 15.

6. Experiments and Results

Sections 6.2 and 6.1 present experiments conducted with the
models described in Section 5 and Section 6.3 exposes the main
results for the depression assessment task.

6.1 Number of CNN/GCNN blocks *!

The models presented in Sections 5.1.1 and 5.2.1 were trained
by varying only the amount of GCNN and CNN blocks. Each
model configuration was trained five times and the average and
the maximum CCC on the development partition were acquired.

For the audio model presented in Section 5.1.1, models with
1 to 10 gated blocks were evaluated. The convolution filters’
configuration for each tested model was defined in an ablation

“I'The experiments presented in this Section were conducted after the
AVEC 2019 DDS submission. Thus, the models presented here were not
evaluated in the test partition, but only in the validation set.
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manner. Thus, the configuration defined in Section 5.1.1 for
10 gated blocks had its smaller filters removed one by one.
Therefore, a 4 gated blocks configuration was defined as N =
[512,256,256,128], for example. The results showed that the
CCC is maximum when the number of blocks is equal to 10.

For the text model presented in Section 5.2.1, models with 1 to
12 CNN blocks were evaluated on the development partition and
it was found that the model configuration with 8 blocks achieves
the best maximum and average CCC values.

The convolution filters’ configuration for the text model with
12 convolution blocks was defined as [128, 64, 64, 64, 64, 32,
32, 32, 16, 16, 8, 4] and, for models with less blocks, the con-
figuration was determined in the same ablation manner as in the
GCNN-LSTM audio model starting from the 12 blocks definition.

6.2 Different visual features *!

The model presented in Section 5.3 was tested with all the
available visual features in the database (i.e., features extracted
with VGG-16 and ResNet-50 architectures, Bag-of-Visual-Words
and Facial Action Units). As in Section 6.1, models with 1 to 10
gated blocks were evaluated and the best CCC for each combina-
tion of input features and model configuration was calculated.

The results showed that the best model has 7 gated blocks and
it uses VGG-extracted features as input. However, the CCC value
acquired with this model, CCC = 0.373, does not greatly differ
from the one acquired with the 10 gated blocks model that uses
ResNet-extracted features (CCC = 0.372).

6.3 Results

The results are summarized in Table 1. The Concordance
Correlation Coefficient (CCC) and the Root Mean Square Error
(RMSE) metrics were calculated for unimodal and multimodal
models on both the development and the test partitions.

From Table 1, it can be seen that the best model in both de-
velopment and test sets and in both CCC and RMSE metrics is
the model that fuses audio and text features. Moreover, it is pos-
sible to conclude that, in every situation, the fusion of features



Journal of Information Processing Vol.27 1-4 (Jan. 2019)

Table 1 Results evaluated with CCC and RMSE metrics for the development (i.e. validation) and test sets
for audio, text, visual and feature-level fusion models respectively presented in Sections 5.1.1,

5.2.1,5.3 and 5.4.

. CCC RMSE
Modality Model Development Test  Development  Test
- Challenge baseline [8] 0336 0.120 5.03  6.37
Audio (A) GCNN-LSTM 0.497 - 5.70 -
Text (T) CNN-LSTM (7 blocks) 0.608 - 4.51 -

CNN-LSTM (8 blocks) 0.685 - 422 -
Visual (V)  GCNN 0.372 - 5.74 -
Fusion A and T (7 blocks) 0.696  0.403 3.86 6.11
A, T (7 blocks) and V 0.624 - 4.86 -

performed by multimodal models gives better results when com-
pared to the unimodal models that generated these features. Thus,
these results confirm the premise that multiple modalities pro-
vide a richer characterization of reality when compared to single
modalities representations for the task of depression assessment.

However, the combination of audio, text and visual features
gives worse results when compared to the fusion of audio and
text features only. This discrepancy might be explained from the
fact that we used only a portion of the visual features extracted
with the ResNet-50 architecture since applying all features to the
models would be computationally costly.

From the difference between the test and development parti-
tions results presented in Table 1, it can be concluded that the
absence of a human conducting the interviewer as a virtual agent
degraded the performance of the automatic depression diagnosis.

Finally, it can be observed that each one of the models pre-
sented in this paper outperforms the challenge baseline [8] when
evaluated over the development partition with the CCC metric.

7. Conclusion

Multimodal approaches using audio, visual and text features
for automatic depression detection were presented. The best re-
sults acquired in this paper, CCC = 0.696 for the development
set and CCC = 0.403 for the test set of the E-DAIC corpus, were
achieved with a feature fusion model that combines text and au-
dio representations. Thus, we conclude that multiple modalities
give a richer representation of reality, from which an automatic
depression severity assessment system could benefit.
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