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Chapter 1

Introduction

1.1 Background

In this section, I review several studies on the use of lattice defects in carbon

materials and describe the ion-beam techniques, which is a method of generat-

ing lattice defects.

1.1.1 Defects in carbon materials

Defects in matter cause the various charge and spin states according to the

Fermi level, and generate the several electronic states; as a result, the interest-

ing electrical, optical, and magnetic functions are obtained. Thus, many sci-

entists have conducted research related to the lattice defects in the semicon-

ductors, carbon-based materials, and other materials. The research of lattice

defects based on theoretical approaches such as first-principle calculation has

been reported because of the experimental difficulty of observing and evaluat-

ing defects in matter. Apart from these theoretical researches, the new func-

tional materials using lattice defects have been studied. Recently, lattice defects

in carbon materials such as diamond, graphene, and graphite, are of interest to

researchers; carbon has seen use in diverse fields including materials science,
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condensed-matter physics, and mechanical and electrical applications.

1.1.1.1 Pt cluster on defective graphite

One of the most important applications is the graphitic structure with vacan-

cies and defects for the development of highly active electrocatalysts. The plat-

inum (Pt) nanoparticles on carbon materials are excellent catalysts for various

fuel cell reactions, Pt is widely used in both anode and cathode electrodes in

the proton exchange membrane fuel cell (PEMFC); however, further activity

improvements are still required.

Previously, researchers proposed that the surface modification of the carbon

support by thermal, chemical, or plasma treatment enhanced the catalytic ac-

tivity of the Pt nanoparticles [1]. In these treatments, the particle size and dis-

persibility of the Pt nanoparticles were controlled by introducing surface func-

tional groups onto the carbon supports. On the other hand, the modification of

carbon supports expecting interfacial interaction has been also proposed. The

electronic structures of the Pt nanoparticles are modulated through the orbital

hybridization between Pt and C [2–4], which is termed as “Pt−C bonding”. The

electronic property of a Pt cluster on the defective graphitic structure has been

investigated theoretically by computer calculation based on density functional

theory [5–7]. The formation of Pt−C bonding is increased by defect vacancies

of the carbon support [5], and the defective carbon support enhances the ORR

activity of the Pt nanoparticles [6]. However, the details of these interfacial

structures and the mechanism of activity enhancement have not been experi-

mentally elucidated due to the difficulty of controlling the interfacial structure.

Although not the Pt nanoparticles on carbon support with defect vacancies, the

Pt nanoparticles on boron carbide and sulfur-doped carbon support were eval-

uated experimentally for catalytic activity and electronic structure in previous

studies [8, 9]. These studies commonly expect to improve the catalytic prop-

2



erties by the metal-support interaction which is Pt-carbon support interaction

(Pt−C interaction) in these cases.

In order to confirm that defect vacancy in the carbon support enhances the

ORR activity of Pt nanoparticles and to elucidate the mechanism of the activity

enhancement, precise manipulation of the Pt/C interfacial structure is required

in a real system.

1.1.1.2 NV center in diamond

The lattice defect in diamond has been also studied for the quantum devices

and applications; the defect is called the nitrogen-vacancy center (NV center).

An NV center is composed of substitutional nitrogen (N) and a vacancy (V) on

adjacent lattice sites in diamond and is expected as a quantum bit and quantum

sensor that can operate at room temperature [10–15]. The electron spin at NV

centers can be manipulated by applying electric and magnetic fields or light,

resulting in sharp resonances in the intensity and wavelength of the photolumi-

nescence.

Recently, the device-development for high-sensitivity quantum sensing has

launched. However, fundamental studies such as preparation of high-quality

samples, characterization of physical properties, and control of quantum states

continue to be carried out, and interesting studies are still being reported. On

sample preparation, the fabrication methods by the irradiation of neutron [16],

electron [17–19], and ion-beam [20, 21] are reported as a method for high-

quality NV centers. Besides, nonlinear optical effects induced by NV centers

and the method of coherent optical manipulation of individual nuclear spin in

diamond with NV centers are reported quite recently [22,23]. Thus, even though

device development has begun, study at the basic level is still at the frontier in

the research field.
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1.1.2 Ion-beam modification

The function of solid-state materials is closely related to its lattice defects,

the control of lattice defects is one of the basic concepts for developing new

functional materials. Ion irradiation is well-known as a versatile tool for manip-

ulating the physical, chemical, and magnetic properties of the host materials due

to irradiation effects [24]. The ion-beam can precisely control lattice defects in

materials because the ion-beam has the parameters of energy, ion species, and

fluence. The interaction between ion-beam and solid and the ion-beam modifi-

cation of carbon materials are described below.

1.1.2.1 Interactions between ion-beam and solid

The interactions between ion-beam and solid for each energy range are de-

scribed below [25,26], and the schematics are shown in Fig. 1.1. The ion-beam

deposition is known as one of the methods for thin-film formation, an ion-beam

of the element to be deposited is used at energies of 1 to several hundred eV

(Fig. 1.1 (a)). The sputtering of solid surface and the implantation into ma-

terials cause at several 100 eV to several 10 keV and at more than several 10

keV, respectively. The ion-beam sputtering is often used as a pretreatment for

surface analysis to remove contamination of the sample surface. In ion-beam

implantation, the novel gas ion beams (He, Ar, Xe, and Kr) and the other ion

beams (e.g. transition metal elements) are often used for the introduction of

defect vacancy (Fig. 1.1 (c)) and doping (Fig. 1.1 (d)), respectively.

I describe the sputtering and implantation which are effects of the keV order

irradiation. Sputtering is a phenomenon in which a part of solid atoms with

kinetic energy obtained by nuclear collision has a kinetic component opposite

to the incident ion, which causes it to jump out of the solid surface (Fig. 1.1(b)).

The ratio of the number of solid atoms emitted from the surface to the number

of ions injected is called the sputtering yield [27]. The sputtering yield is not

4



Fig. 1.1: Schematic of the interaction between ion-beam and solid surface: (a) deposition (b)

sputtering (c) implantation (defect introduction) (d) implantation (doping).

only dependent on the incident energy of the ions, but also strongly depends on

the combination of ion spices and solid types. When the kinetic energy of the

ions exceeds a few 100 eV, the sputtering yield is greater than 1, resulting in

the shaving of solids. Up to a certain level of ion-energy, energy conversion to

the nucleus occurs near the surface layer of the solid, and sputtering is likely to

occur; the higher the ion-energy, the higher the sputtering yield. As the energy

of the ions increases, there is less energy transfer with the atoms close to the

surface layer, resulting in a disturbance of the atomic positions deep in the solid

where the incident energy is smaller. Sputtering occurs if solid atoms with

energy from the collision jump out from the surface, but the number of atoms

traveling to the surface decreases as the ion-energy increases. That is, above a

certain energy, the sputtering yield decreases as the energy of the incident ions

increases.

In the case of ion implantation into a solid, the penetrating ion loses energy

due to the interaction with the solid atom. The energy that an ion loses per

5



unit length is called stopping power or linear energy transfer (LET). Among

the stopping power, the power due to elastic collisions is the nuclear stopping

power, Sn, and the power due to inelastic collisions is electronic stopping power,

Se. The LET is obtained as the sum of nuclear stopping power and electronic

stopping power,
dE

dx
= Sn + Se. (1.1)

In general, nuclear stopping power is dominant over electronic stopping power

only in the case of low-energy ion irradiation, while electronic stopping power

is more dominant at higher energies. As an example, the LET and each stopping

power of graphite with a density of 2.2 g/cm3 irradiated with keV-ordered Ar

ion are calculated by the stopping and range of ions in matter (SRIM) code [28]

and shown in Fig. 1.2. It can be seen that the electronic stopping power is more

than nuclear stopping power at above approximately 100 keV in this condition.

The atoms ejected from the host materials by low-energy ion-beam irradia-

tion, which means sputtering, recover the defective structure by filling the va-

cancies; the low-energy ion-beam irradiation is not suitable for the formation of

defect vacancy. Since much of the energy of the incident particles is lost due to

electronic excitation on the high-energy ion-beam irradiation, high-density de-

fects can be introduced into the region until the ion-stopping depth. Therefore,

ion-energy whose electronic stopping power is higher than the nuclear stopping

power may be useful for introducing lattice defects into the host material.

1.1.2.2 Ion-beam modification of carbon materials

Ion-beam irradiation is also well known as a modification tool for carbon ma-

terials. One of the characteristics of carbon materials is that they exhibit widely

different properties depending on their physical structure and chemical bond-

ing forms. Another feature is that it is difficult to add impurities to the carbon

alone. Graphite is known as a special case; certain elements such as fluorine

6



Fig. 1.2: The LET, electronic stopping power, and nuclear stopping power versus ion energy

simulated by using the SRIM code when the graphite (density: 2.2 g/cm3) is irradiated with Ar

ions.
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can be added by intercalation. The carbon surface is expected to be highly func-

tional and multifunctional by manipulating the structure and adding impurities.

Therefore, many studies using ion-beam irradiation have been carried out [29].

The ion irradiation in graphite has been extensively studied in connection with

the research such as ion implantation and graphite intercalation compounds,

the graphite surface has been modified by particles irradiation using various ion

species and kinetic energy [30–33]. Also, upon implantation of ions into a trans-

parent natural diamond, the diamond becomes colored and the surface exhibits

a concomitant electrical conductivity. The electrical conductivity is thought to

be caused by the breakdown of the diamond structure. The ion-beam irradiation

into a glassy carbon has also been studied. Glassy carbon is a sintered form of

graphite with a density of about 1.5 g/cm2, which is lower than that of graphite.

However, it is used as electrode material in electrochemistry (model electrode)

and high-temperature crucible because of its inertness, electrical conductivity,

thermal stability, and impermeability. It has been reported that ion-implantation

improves the wear resistance [24], wettability [34], and electrochemical prop-

erties [35] of glassy carbon. An estimate of the defect density introduced into

the glassy carbon by ion implantation has also been reported [36, 37].

1.2 Objective

As mentioned above, lattice defects in carbon materials create various func-

tionalities. Since ion-beam is a powerful tool for modifying carbon materials,

ion-beam technology is expected to greatly promote the development of func-

tional carbon materials.

In this thesis, I focus the Pt nanoparticles on defective carbon supports as in-

troduced in the previous section. Although it has been theoretically suggested

that Pt clusters on graphite structures with vacancy exhibit high oxygen re-

duction reaction (ORR) activity, the electronic state, interfacial structure, and

8



functionality have not been clarified in real systems due to the difficulty of ma-

nipulating the defective structure experimentally. In order to improve the ORR

activity of the Pt nanoparticles, I proposed to use ion-beam irradiation to in-

troduce lattice defects into the carbon support. In fact, the Pt nanoparticles

on Ar+-irradiated carbon supports were found to be more active than those on

non-irradiated one.

Therefore, the goal of this thesis is to clarify the influence of ion-beam irra-

diation on the defect and electronic structure of the carbon materials with Pt

nanoparticles (Fig. 1.3). In order to achieve this goal, I will elucidate the fol-

lowing issues by spectroscopic and computational methods.

1. To clarify the influence of ion-beam irradiation on the electronic structure

of Pt/C interface.

2. To clarify the defect structure on HOPG surfaces irradiated with ion beams.

3. To confirm the decrease in the d-band center of Pt due to the defect structure

in graphite.

4. To make prospects for revealing the defective structure and electronic state

of carbon materials with ultrafast dynamics.

1.3 Outline

The organization of this thesis is as follows (Fig. 1.4).

Chapter 2 examines the catalytic activity of the Pt nanoparticles on the Ar+-

irradiated glassy carbon substrates. The ORR activity of the Pt nanoparticles on

Ar+-irradiated glassy carbon substrates is measured by electrochemical method.

Chapter 3 discusses the electronic states of the Pt nanoparticles on the Ar+-

irradiated glassy carbon and HOPG surfaces. Firstly, the sample preparation

of the Pt nanoparticles on the Ar+-irradiated carbon substrates is described.

9



Fig. 1.3: Objective of this thesis.

The X-ray spectroscopy is performed for the prepared samples to clarify the

electronic states.

In Chapter 4, the Ar+-irradiated HOPG with Pt nanoparticles is investigated

by Raman spectroscopy. The characteristic peaks of Raman spectra reveal the

defect structure of irradiated HOPG surfaces. The number of point defects at

the Pt/C interface is estimated by using the phonon correlation length which is

obtained by the intensity ratio of G and D peaks.

The theoretical calculations for the Pt cluster on defective graphite structures

are discussed in Chapter 5. The Pt13 cluster on the graphite structure with

defect-vacancies is modeled to investigate the influence of the defective struc-

ture in carbon support on the electronic state of Pt atoms. The catalytic activity

is predicted using the d-band centers obtained from the density of the state of

Pt.

Chapter 6 discusses the ultrafast dynamics and coherent control of optical

10



phonons. These are fundamental studies to elucidate the influence of the lattice

defects in carbon materials on the ultrafast dynamics. The coherent control of

optical phonons in diamond by femtosecond optical pulses is treated theoreti-

cally and experimentally.

Chapter 7 presents the conclusion of this thesis.

Fig. 1.4: Flowchart of this thesis.
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Chapter 2

Catalytic activity of the Pt nanoparticles for
fuel cell applications

2.1 Introduction

The proton exchange membrane fuel cell (PEMFC) is a promising device that

provides a highly efficient and clean source of energy. Many studies on related

materials have been performed toward its widespread use [1,2]. Pt nanoparticles

on a carbon material are excellent catalysts for various fuel cell reactions such

as the hydrogen oxidation reaction, oxygen reduction reaction (ORR) [3], and

methanol oxidation reaction; therefore, Pt is widely used in both anode and

cathode electrodes in the PEMFC. The potential loss at the cathode, which is

caused by relatively sluggish kinetics of the ORR, is a critical issue to be solved

for further improvement of the PEMFC performance [4, 5].

In this chapter, we carry out electrochemical measurements of the Pt nanopar-

ticles on the glassy carbon substrate irradiated with Ar+ and then demonstrate

that the Ar+ irradiation improves their ORR activity.
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2.2 Estimation methods for oxygen-reduction catalyst

2.2.1 Cyclic voltammetry

Electrochemical measurement is a means of investigating the electrical prop-

erties of electrodes and solutions by controlling the potential or current applied

to the electrodes [6,7]. Cyclic voltammetry (CV) is one of the potentiodynamic

electrochemical measurements, and measures the response of the current by

varying the potential over time. In CV, a potentiostat is used to repeatedly

change the potential within a certain range at a constant potential scan rate

(mV/s) and the current associated with the electrode surface reaction is mea-

sured according to the potential change. CV is widely used for the characteri-

zation of electrodes and clarification of oxidation-reduction processes, as well

as for the evaluation of catalytic layers in fuel cells.

The principle of CV is expressed by the Nernst equation,

E = E◦ + ln
aR

x

aOy
, (2.1)

where E and E◦ are the half-cell reduction potential and standard half-cell re-

duction potential, respectively. a is the chemical activity for the relevant species,

where aR is the activity of the reduced form and aO is the activity of the oxi-

dized form. When the potentialE is manipulated, the equilibrium of the oxygen

reduction reaction moves according to this equation, and change to a new equi-

librium state. Electrochemical measurements that control the potential, such as

CV, observe current fluctuations that follow the Nernst equation in the redox

reaction.

The CV measurements are conducted by using potentiostat, electrodes, and

solution. A potentiostat is a device to control the potential. A standard CV ex-

periment employs three electrodes: working electrode, reference electrode, and

counter electrode. The working electrode is the electrode that causes the oxy-

gen reduction reaction. In this study, the working electrode is Pt nanoparticles
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on Ar+-irradiated glassy carbon substrates. The reference electrode is the elec-

trode that has a stable and well-known electrode potential. Standard hydrogen

electrode (SHE), silver chloride electrode (Ag/AgCl electrodes), and saturated

calomel electrode (SCE) are commonly used as a reference electrode. In this

study, KCl-saturated Ag/AgCl reference electrodes are used and converted to

the value of the reversible hydrogen electrode (RHE). The counter electrode,

along with the working electrode, provides a circuit over which current is ap-

plied. The potential of the counter electrode is usually not measured and is

adjusted so as to balance the reaction occurring at the working electrode. In this

study, a commonly used Pt wire is used as a counter electrode.

The method for evaluating the electrochemical active surface area (ECSA) of

Pt by CV is described below. The response of Pt electrode in sulfuric acid and

perchloric acid is well known, and the voltammogram is drawn as shown in Fig.

2.1. The vertical axis of the figure is the current value, and the reduction and

oxidation currents are denoted by negative and positive values, respectively.

Fig. 2.1: Cyclic voltamogram for Pt nanoparticles on carbon substrate (solution: N2-saturated

0.1 M HClO4, scan range: 0.05∼1.20 V vs. RHE, scan rate: 50 mV/s, temperature: 25◦C).
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Each of the peaks in Fig. 2.1 is formed by the following process.

1. Pt+H2O→Pt-Ox+2H++2e−

When the potential is scanned in a positive direction, oxidation begins on

the Pt surface from about 0.9 V.

2. Pt-Ox+2H++2e−→Pt+H2O / 1
2O2+H2O+2e−→2OH−

A peak is observed around 0.8 V (sweep direction from 1.20 V to 0.05

V). This is due to the reduction reaction between the oxide film formed in

process 1 and the dissolved oxygen.

3. Pt+H++e−→Pt-H

As the potential is swept in a negative direction, a peak attributable to hy-

drogen adsorption is observed at around 0.2 V.

4. Pt-H→Pt+H++e−

Corresponding to the peak in process 3, a hydrogen desorption peak is

observed around 0.2 V (sweep direction from 0.05 V to 1.20 V).

The ECSA of Pt can be determined from the hydrogen adsorption/desorption

peaks in the voltammogram (Fig. 2.1 process 3 and 4). The horizontal axis of

the voltammogram is the potential, but since the potential sweep rate is constant,

it can be converted into a time scale. Since the vertical axis is the current value

(A/s), the area subtracting the background from the curve corresponds to the

amount of charge. The blue shaded part Q in Fig. 2.1 represents the amount

of charge transferred by the adsorption of hydrogen ions. Since the amount of

hydrogen adsorption per unit area on Pt surface is known to be 210 µC/cm2 [8],

the ECSA of the electrode is calculated from

Scm2 =
QmC

210µC/cm2
, (2.2)

where Q is the charge amount.
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2.2.2 Rotating disk electrode method

In the rotating disk electrode (RDE) method, the disk electrode is rotated to

generate a vortex, which creates convection that draws the solution toward the

electrode. Since the thickness of the diffusion layer remains constant while

remaining thin, the diffusion speed will be constant if the rotation speed is suf-

ficiently high. Therefore, the diffusion rate of the reactants and products can be

controlled by the rotation speed of the electrode.

A voltammetric method where the current at a working electrode is measured

while the potential between the working electrode and a reference electrode is

swept linearly in time is called linear sweep voltammetry (LSV) [9]. Figure

2.2 shows the linear sweep voltammogram of Pt electrode in O2-saturated 0.1

M HClO4 at the rotating speed of1600 rpm. The presence of oxygen produces

a negative current, that is, an oxygen reduction current. The current increases

with decreasing potential and reaches a constant value at a sufficiently low po-

Fig. 2.2: Liner sweep voltammogram for Pt nanoparticles on carbon substrate (solution: O2-

saturated 0.1 M HClO4, scan range: 0.05∼1.20 V vs. RHE, scan rate: 20 mV/s, temperature:

25◦C, rotating speed: 1600 rpm).
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tential. This current is called diffusion-limiting current.

In order to evaluate the catalytic activity, the kinetic current Ik is derived

by removing the effect of diffusion from the measured current value I [10].

The kinetic parameters can be analyzed on the basis of the Koutecky-Levich

equation [11]. The Koutecky-Levich equation models the measured electric

current at an electrode from an electrochemical reaction in relation to the kinetic

activity and the mass transport of reactants, and represented by

1

I
=

1

Ik
+

1

Il
, (2.3)

where I is the measured current, Ik and Il are the kinetic and diffusion-limiting

currents, respectively. Therefore, the kinetic current Ik is obtained by

Ik =
I · Il
Il − I

. (2.4)

Since this is the total activity of the Pt sample involved in the reaction in the

measurement, the measurement current density, ik, which is the activity per

reaction area, is derived from

ik =
Ik

ECSA
. (2.5)

The measurement current density ik corresponds to a specific activity (SA).

In this study, the catalytic activity of prepared samples is compared using the

obtained SA.

2.3 Experimental setup

2.3.1 Sample preparation

Unpolished 1-mm-thick glassy carbon substrates were obtained from Tokai

Carbon Co., Ltd., Japan, and cut into 1 cm×1 cm samples. Ar+ irradiation

was performed at an energy of 380 keV and the fluences between 1.0×1014 and

1.0×1016 ions/cm2 using the ion implanter. The irradiated glassy carbon sub-

strates were heated at 400◦C in an N2 atmosphere for 1 h in order to remove
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water-related contamination. Pt nanoparticles were then deposited on this sub-

strate by rf magnetron sputtering at room temperature. The sputtering time and

plasma output were 60 s and 20 W, respectively, for all samples. The details of

the sample preparation method and characterization are described in Chapter 3.

2.3.2 Electrochemical measurement

All the electrochemical measurements using the RDE were performed using

an HZ-5000 Potentiostat (Hokuto Denko Corp., Japan), a three-electrode cell

with a KCl-saturated Ag/AgCl reference electrode, and a Pt wire counter elec-

trode. We used the experimental system from a previous study [12], as shown

in Fig. 2.3 . The CV measurements were performed in an N2-saturated 0.1 M

HClO4 electrolyte. The electrodes were cycled in the potential range between

0.05 and 1.20 V (vs. RHE) at a scan rate of 50 mV/s after electrochemical clean-

ing [13]. Subsequently, the LSV measurements using RDE were performed in

the same potential range in an O2-saturated 0.1 M HClO4 at a scan rate of 20

mV/s with rotation speeds of 400, 900, 1600, and 2500 rpm [14].

Fig. 2.3: Experimental system of electrochemical measurements.
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2.4 Results and discussion

2.4.1 Electrochemical surface area

The ORR activity of the Pt nanoparticles on the Ar+-irradiated glassy carbon

substrates was measured by the RDE method. We used the specific activity

(SA), which is defined as the activity standardized by the ECSA, of Pt within

the sample. The SAs of the samples were determined by calculating ik, the

mass-transport-corrected kinetic current density. The ECSA of the electrode

was calculated from the hydrogen adsorption region during the CV using a con-

version factor of 210 µC/cm2 [8]. The CV curves were compared between the Pt

nanoparticles on the Ar+-irradiated and non-irradiated glassy carbon substrates

to examine how the Ar+ irradiation affects the ECSA and the electric double

layer of the samples. Figure 2.4 shows the CV curves of the Pt nanoparticles on

the glassy carbon substrates in an N2-purged 0.1 M HClO4 solution.

Table 2.1 shows the estimated ECSA values. The ECSA values were esti-

Fig. 2.4: Pt nanoparticles on the glassy carbon substrates irradiated with Ar ions as oxygen re-

duction catalysts. CV curves for Pt nanoparticles on the Ar+-irradiated glassy carbon substrates

in an N2-saturated 0.1 M HClO4 solution at a scan rate of 50 mV/s. This figure is obtained by

modifying Fig. 1 (a) of the preprint, T. Kimata et al., ChemRxiv. Preprint. (2017).
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mated to be 0.59 cm2 and 0.57 cm2 on the non-irradiated glassy carbon sub-

strate and on the substrate irradiated at the highest fluence (1.0×1016 ions/cm2),

respectively. The ECSA and electric double layer of the samples did not change

consistently as a function of the fluence. This can reasonably be explained by

considering the change in the substrate roughness due to Ar+ sputtering [15].

Table 2.1: Hydrogen adsorption charge Q and estimated ECSA

sample Q (mC) ECSA (cm2)

Non-irradiated 0.124 0.59

1.0×1014 (ions/cm2) 0.130 0.62

1.0×1015 (ions/cm2) 0.130 0.62

1.0×1016 (ions/cm2) 0.120 0.57

2.4.2 Oxygen reduction reaction activity

Figure 2.5 shows the LSV curves for the same samples in an O2-saturated 0.1

M HClO4 solution at a rotation rate of 1600 rpm. The ORR for all the samples

was diffusion-controlled when the potential was less than 0.6 V/RHE and was

under mixed diffusion-kinetics control in the potential region between 0.6 and

0.9 V/RHE.

Figure 2.6 shows the ORR activity of the Pt nanoparticles on the glassy carbon

substrates irradiated with Ar+ at different fluences and on the non-irradiated

substrate. Figure 2.6 provides the enlarged view of the LSV curves in the range

of 0.8 to 1.0 V/RHE for the Pt nanoparticles on the glassy carbon substrates

irradiated with Ar+ at fluences of 1.0×1014, 1.0×1015, and 1.0×1016 ions/cm2

and on the non-irradiated glassy carbon substrate. Clearly, the ORR current

of the Pt nanoparticles on the irradiated substrates began flowing at a more

positive potential than their non-irradiated counterpart, and the onset potential

was higher as the fluence increased.
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Fig. 2.5: Pt nanoparticles on the glassy carbon substrates irradiated with Ar ions as oxygen

reduction catalysts. ORR polarization curves for Pt nanoparticles on the Ar+-irradiated glassy

carbon substrates in an O2-saturated 0.1 M HClO4 solution at a sweep rate of 20 mV/s and

rotation rate of 1600 rpm. This figure is obtained by modifying Fig. 1 (b) of the preprint, T.

Kimata et al., ChemRxiv. Preprint. (2017).

Fig. 2.6: ORR performance of all the samples. Enlarged view of the ORR polarization curves

for all the samples. This figure is obtained by modifying Fig. 2 (a) of the preprint, T. Kimata et

al., ChemRxiv. Preprint. (2017).
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The LSV curves were recorded at four different rotation speeds, and the

Koutecky-Levich plots for the ORR were straight lines. Thus, the kinetic cur-

rent was derived from Koutecky-Levich theory [11], and ik, obtained using

ECSA, was represented as the Tafel slope in Figure 2.7 (left). The ik at 0.90

and 0.85 V/RHE are shown in Table2.2. The ik at 0.90 V/RHE were 0.115,

0.137, and 0.174 mA/cm2 for the Pt nanoparticles on the substrates irradiated

at 1.0×1014, 1.0×1015, and 1.0×1016 ions/cm2, respectively. In other words,

the SA became higher with an increase in the Ar+ fluence and, at 1.0×1016

ions/cm2, reached a maximum of twice that on the non-irradiated substrate

(0.087 mA/cm2). Strikingly, at 0.85 V/RHE, the maximum magnitude of the

enhancement was ∼2.2 (Fig. 2.7 (right)). These results demonstrate the en-

hancement of the ORR activity by the Ar+ pre-irradiation of the glassy carbon.

Therefore, the Pt−C bonding behavior at the interface is of great interest for

obtaining an insight into the origin of the higher activity.

Fig. 2.7: ORR performance of all the samples. Tafel slopes derived from the mass-transport

correction of the corresponding RDE data. Current densities are normalized to the ECSA of

platinum within the samples. Current densities of all the samples at 0.85 V (right). This figure

is obtained by modifying Fig. 2 (b) of the preprint, T. Kimata et al., ChemRxiv. Preprint.

(2017).
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Table 2.2: The ik at 0.90 and 0.85 V/RHE

sample 0.90 V 0.85 V

Non-irradiated 0.0874 0.267

1.0×1014 (ions/cm2) 0.115 0.387

1.0×1015 (ions/cm2) 0.137 0.509

1.0×1016 (ions/cm2) 0.174 0.597

2.5 Summary

In Chapter 2, the ORR activity of the Pt nanoparticles on the Ar+-irradiated

glassy carbon substrates increased proportionally to the Ar+ fluence and, at

1.0×1016 ions/cm2, reached a maximum of 2.2 times that on the non-irradiated

one. This activity enhancement would be attributed to the Pt-carbon support in-

teraction at the interface between Pt nanoparticles and glassy carbon substrates.
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Chapter 3

X-ray spectroscopy of the Pt nanoparticles
on irradiated carbon substrate

3.1 Introduction

In this chapter, I describe the sample preparation method and X-ray spectro-

scopic analysis of the Pt nanoparticles on ion-beam irradiated carbon substrates.

X-ray absorption spectroscopy (XAS) and X-ray photoelectron spectroscopy

(XPS) are performed for the prepared samples. The influence of irradiated car-

bon substrate on the electronic structure and chemical state of the Pt nanoparti-

cles and carbon substrate is discussed.

3.1.1 X-ray absorption spectroscopy

XAS is well known as a strong tool for the investigation of electronic structure

and local structure in matter [1]. A specific structure obtained in XAS is the X-

ray absorption fine structure (XAFS). By analyzing the XAFS, information can

be acquired on the local structure and on the unoccupied local electronic state.

Since the energy of the X-ray absorption edge is different for each element,

XAS can obtain information for each target element. The most basic method of

XAFS measurement is the transmission mode. The X-ray intensity before and
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after irradiation into the sample is measured using an ionization chamber, and

the absorbance is determined by

µt = ln

(
I0
It

)
, (3.1)

where µ and t are the absorbance and thickness of the sample, respectively. The

I0 and It are the X-ray intensity before and after irradiation into the sample. As

an example, the XAFS spectrum of Pt foil is shown in Fig. 3.1.

Fig. 3.1: XAS spectrum of Pt L3-edge for Pt foil.

When an assembly of atoms is irradiated by X rays, it will absorb part of

the incoming photons. At a certain energy, a sharp rise in the absorption will

be observed. This sharp rise in absorption is called the absorption edge, and

the edge seen in Fig. 3.1 is the Pt L3 edge. The structure around absorption

edge is X-ray absorption near edge structure (XANES). XANES contains in-

formation about the electronic state of the X-ray absorbing atom and the local

structure surrounding it. Extended X-ray absorption fine structure (EXAFS) is

an oscillatory structure that appears above the X-ray absorption edge and ex-

tends typically up to ∼1000 eV; the elemental species, coordination number,
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and bond length around the absorbing atoms can be investigated by analyzing

EXAFS.

In addition, the experiment is usually performed at synchrotron radiation fa-

cilities, which provide intense and tunable X-ray beams.

3.1.2 X-ray photoelectron spectroscopy

In X-ray photoelectron spectroscopy (XPS), the surface of samples is irradi-

ated with soft X rays in a vacuum chamber and the energy of photoelectrons

emitted from the surface is measured. The energy of photoelectrons emitted in

a vacuum is lower than that of irradiated X-rays by the binding energy of the

electrons on the atomic orbits in the sample. The binding energy of the electron

Ebinding is obtained by

Ebinding = Ephoton − Ekinetic − ϕ, (3.2)

where Ephoton is the energy of the X-ray photons being used, Ekinetic is the

kinetic energy of the electron as measured by the energy analyzer and ϕ is the

work function dependent on both the XPS spectrometer and the target material.

The Al Kα or Mg Kα X-rays are commonly used as the source of incident X-

ray. The ϕ is an adjustable instrumental correction factor that accounts for the

few eV of kinetic energy given up by the photoelectron as it becomes absorbed

by the instrument’s detector. Furthermore, the elements and its proportions can

be identified.

The binding energy is unique to each element and is known to vary by a few

eV depending on the chemical state of the atom. This variation is called a

chemical shift, and the amount of variation is determined by the bonding with

neighboring atoms and the degree of electronegativity. Therefore, it is possible

to analyze the chemical state by accurately obtaining the bonding energy. Since

the peak area of each element is proportional to its amount, the concentration
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can also be determined quantitatively. XPS is used as a tool for surface analysis

because of the measurement range from the surface to a few nm depth.

3.2 Sample preparation

At first, glassy carbon is used as carbon substrate. Unpolished 1-mm-thick

glassy carbon substrates were obtained from Tokai Carbon Co., Ltd., Japan,

and cut into 1 cm×1 cm samples. Ar+ irradiation is performed at an energy

of 380 keV and the fluences between 1.0×1014 and 1.0×1016 ions/cm2 using

the ion implanter. The irradiated glassy carbon substrates are heated at 400◦C

in an N2 atmosphere for 1 h in order to remove water-related contamination.

Pt nanoparticles are then deposited on this substrate by radio-frequency (rf)

magnetron sputtering at room temperature. The sputtering time and the plasma

output are 60 s and 20 W, respectively, for all the samples.

The ion-beam irradiation and the preparation and characterization of Pt nanopar-

ticles are described below.

3.2.1 Ion-beam irradiation

Ion-beam irradiation was performed by the ion implanter at the Takasaki

Ion Accelerators for Advanced Radiation Application (TIARA) facility of the

Takasaki Advanced Radiation Research Institute (TARRI), National Institutes

for Quantum and Radiological Science and Technology (QST), Japan (Fig.

3.2) [2].

The role of ion beam irradiation in this study is to introduce the lattice defects

into the carbon substrate. Therefore, Ar+ irradiation was chosen because it

is not necessary to consider the interaction between the implantation element

and the host materials. The 380 keV which is the maximum energy of the ion

implanter was adopted.
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Fig. 3.2: Ion implanter at the TIARA facility.

In principle, the fluence is obtained by integrating the beam current at the

sample position. In this study, the beam current values were measured using a

Faraday cup.

Using the current values obtained by using the Faraday cup, the beam flux χ

is calculated by

χ(ions/s/cm2) =
100× 10−9(A)

1(valence)
· 1

1.6× 10−19
· 1

1(cm2)
= 6.25× 1011

(3.3)

where current, valence, and irradiation area are set to 100 nA, 1, and 1 cm2,

respectively. Therefore, when the sample is irradiated at the fluence of 1.0×1015

ions/cm2, the irradiation time is obtained by

t(s) =
1.0× 1015

6.25× 1011
= 1600(s). (3.4)

Next, the LET of 380 keV Ar+ irradiated on the glassy carbon substrate is

simulated using the SRIM and transport of ion in matter (TRIM) codes [3]. The

density of glassy carbon used in the simulation was 1.51 g/cm3.

Figure 3.3 shows the result of the simulation. As shown in Fig. 3.3 (a), the

LET of Ar+-irradiated into glassy carbon was similar to that into graphite. The

vacancies increased slowly from the glassy carbon surface to about 400 nm
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depth, indicating that the displacement near the surface was not significantly

large (Fig. 3.3 (b)). In this chapter, the modification of the sample surface is

controlled by the fluence of 380 keV Ar+ irradiation.

Fig. 3.3: (a) LET when the glassy carbon substrate is irradiated with Ar+. (b) Vacancy when

the glassy carbon substrate is irradiated with 380 keV Ar+.

3.2.2 Preparation of Pt nanoparticles

The rf magnetron sputtering method was used for the preparation of Pt nanopar-

ticles. The sputtering method is a technique for forming nanoparticles and thin

films; high energy particles impinge on the target material which is the base ma-

terial for nanoparticles or thin films, dislodging the atoms of the target material

and depositing them on the substrate. The rf magnetron sputtering method is

a sputtering method in which high-frequency waves are applied between elec-

trodes to increase the density of the plasma by utilizing magnets placed directly

under the target. In addition to the ease of preparation of nanoparticles, the

sputtering method has been recognized as a model catalyst preparation method

due to the advantage of being able to adhere to the substrate without coating

with an ionomer.

The appearance of the rf magnetron sputtering system used in this study is

shown in Fig. 3.4 (a) and the sample holder is shown in Fig. 3.4 (b). The

35



plasma output, frequency, and sputtering time were 20 W, 13.56 MHz, and 60

s, respectively.

Fig. 3.4: The (a) appearance of the rf magnetron sputtering system and (b) sample holder.

3.2.3 Characterization

The Pt nanoparticles on the irradiated glassy carbon substrate were charac-

terized by field-emission scanning electron microscopy (FE-SEM), and the Pt

nanoparticles on a pristine substrate were analyzed by Rutherford backscatter-

ing spectrometry (RBS) [4]. An RBS spectrum was obtained using the single-

ended accelerator at TIARA. The areal concentration of the deposited Pt atoms

was estimated by using SIMNRA, a simulation program for RBS spectra [5].

The Pt nanoparticles were directly observed using an FE-SEM (JSM-6700F,

JEOL Ltd., Japan); the result was compared to that from observations by trans-

mission electron microscopy (TEM) (JEM-2100F, JEOL Ltd., Japan). Figure

3.5 shows the (a) FE-SEM and (b) TEM used in this study.

3.2.3.1 Rutherford backscattering spectrometry

An RBS spectrum was obtained using 2 MeV He+ from the single-ended

accelerator with normal incidence and a scattering angle of 165◦ (Fig. 3.6).

Figure 3.7 shows the RBS spectrum from the Pt nanoparticles on a pristine
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Fig. 3.5: The appearance of (a) FE-SEM and (b) TEM.

Fig. 3.6: The single-ended accelerator at TIARA.
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glassy carbon substrate. Whereas an intense peak at the highest energy cor-

responds to the Pt nanoparticles, in contrast, the carbon in the glassy carbon

substrate exhibited a continuous spectrum on the low energy side. The car-

bon peak emerged from the vicinity of 0.51 MeV corresponding to a k-factor

of 0.253 [6], likely confirming the partial exposure of the glassy carbon sur-

face or incomplete coverage with Pt nanoparticles. According to the analysis

of the RBS spectrum using the SIMNRA software, the areal atomic concentra-

tion of the deposited Pt was 1.76×1016 atoms/cm2. Therefore, if the Pt atoms

were assumed to form a single crystal, their areal mass concentration and ef-

fective thickness could be calculated using the atomic weight (195.1 g/mol) and

the mass density (21.45 g/cm3) of Pt; the results were 5.70×10－ 6 g/cm2 and

2.66 nm, respectively. In principle, these quantitative data would be invariant

between the pristine and Ar+-irradiated glassy carbon substrates because they

naturally correspond to the net amount of Pt species arriving at the surface of

the substrate during the sputtering.

Fig. 3.7: RBS spectrum of the Pt nanoparticle layer on the non-irradiated glassy carbon sub-

strate, measured with 2.0 MeV He+ at 165◦. This figure is obtained by modifying Fig. 2 of the

paper, T. Kimata et al., Surf. Coat. Technol. 306, 123 (2016).
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3.2.3.2 Microscopic Observation

The Pt nanoparticles on the irradiated glassy carbon substrate were investi-

gated by using FE-SEM. The obtained images represented many isolated bright

spots with diameters of 5-10nm may be corresponding to the deposited Pt nanopar-

ticles (Fig. 3.8 (a)). However, their average diameter could not be precisely

estimated because the bare, unpolished substrate originally had a rather rough

surface and mostly exhibited the identical images.

Instead, a TEM image of the Pt nanoparticles was acquired to examine their

size and distribution. Specimen preparation was performed by sputter deposi-

tion directly on a TEM grid under the same conditions. Actually, the number

density of the deposited nanoparticles was too high to individually see them in

the bright-field image; therefore, the dark-field image was obtained as shown

in Fig. 3.8 (b). The Pt nanoparticles were clearly observed as black circles

throughout the entire image. Their average diameter was about 5 nm, which is

comparable to that of the Pt nanoparticles which were prepared by the similar

sputtering method [7].

Fig. 3.8: (a) The FE-SEM image of the deposited Pt nanoparticles on a glassy carbon substrate,

and (b) the TEM image of the deposited Pt nanoparticles on a grid mesh for electron microscopy.

The figure (b) is obtained from Fig. 3 of the paper, T. Kimata et al., Surf. Coat. Technol. 306,

123 (2016).
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The 5-nm diameter Pt nanoparticle weighed 1.40×10−18 g, assuming that it

was perfectly spherical. The number of Pt nanoparticles per unit area was cal-

culated to be 4.06×1012 particles/cm2. If the 5-nm nanoparticles of this number

were arranged on the 1-cm2 glassy carbon surface, the coverage would be nearly

80%. In a practical sense, however, the surface roughness of the original unpol-

ished glassy carbon substrate is significant (a few micrometers, according to the

manufacturer [8]), and the actual coverage value would be much lower than the

above-predicted one. Thus, almost all of the deposited Pt nanoparticles would

be in contact with the glassy carbon surface.

3.3 XAFS and XPS studies of the Pt nanoparticles on irradi-

ated glassy carbon substrate

3.3.1 XAFS measurement

The interfacial structure between the Pt nanoparticles and glassy carbon sub-

strate was investigated by XAFS measurements [9]. The XAFS measurements

of the Pt M3-edge were carried out on the BL-27A of the Photon Factory in

the High Energy Accelerator Research Organization (KEK-PF) [10] in the total

electron yield (TEY) mode to conduct surface-sensitive measurements in an ul-

trahigh vacuum chamber at room temperature with a base pressure of about

1.0×10−7 Pa. The beamline is shown in Fig. 3.9. The spectra were pro-

cessed with normalization and background subtraction using the program IF-

EFFIT [11]. The XAFS spectra of the Pt L3-edge were obtained at the BL14B1

of SPring-8 [12] in the transmission mode at room temperature (Fig. 3.10). The

XANES data at the Pt M3-edge and the EXAFS data at the Pt L3-edge were

analyzed to investigate the electronic structure of the Pt 5d band and the local

bonding structure around the Pt atoms, respectively. For the XANES analysis,

the X-ray absorption at the Pt M3-edge was investigated because the Pt nanopar-
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ticles were deposited only on the surface of the samples and lower X-ray energy

is suitable for the surface analysis.

Fig. 3.9: The measurement chamber of the BL-27A of the KEK-PF.

Fig. 3.10: The measurement port of the BL14B1 of SPring-8.

3.3.1.1 Pt M3-edge XANES spectra

Pt M3-edge XANES spectra were measured in the TEY mode to examine

the changes in the electronic structure of the Pt 5d band. They are shown in

Figure 3.11 after normalization and background subtraction. The whiteline in-
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tensity of the Pt nanoparticles was reduced on the Ar+-irradiated substrates, and

this reduction became significant as the irradiation fluence increased. These re-

sults indicate that the density of the unoccupied Pt 5d states decreased on the

glassy carbon substrates irradiated with Ar+ due to the suppression of Pt oxida-

tion [13]. In some papers about the relationship between the oxidation and ORR

activity, the oxygen-containing surface layer caused slower kinetics [14,15], be-

cause desorption of O and OH would be the rate-limiting steps for the ORR at

high potentials on the Pt nanoparticles [16]. Thus, we consider that the improve-

ment of the ORR activity by the Ar+ irradiation resulted from the suppressed

oxidation.

Fig. 3.11: XAFS spectra of Pt nanoparticles on the Ar+-irradiated glassy carbon substrates. The

normalized XAFS spectra of the Pt M3-edge measured in the TEY mode using the BL-27A of

the KEK-PF. The inset shows an enlarged view of the whiteline peaks. This figure is obtained

by modifying Fig. 3 (a) of the preprint, T. Kimata et al., ChemRxiv. Preprint. (2017).
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3.3.1.2 Pt L3-edge EXAFS spectra

Pt L3-edge XAFS spectra were measured in the transmission mode for the

analysis of EXAFS. In order to increase the density of Pt in samples, the samples

for the Pt L3-edge XAFS measurements were prepared as shown in Figure 3.12.

Fig. 3.12: Sample preparation schematic for the Pt L3-edge XAFS measurements at SPring-

8. The glassy carbon substrates were irradiated with 380 keV Ar+ at the fluence of 7.5×1015

ions/cm2, and heated at 400◦C in an N2 atmosphere for 1 h. Pt nenoparticles were then deposited

on the surface by rf magnetron sputtering for 60 s. This processing were treated both side of

glassy carbon substrates, 5 substrates were stacked. This figure is obtained by modifying Fig.

S6 of the preprint, T. Kimata et al., ChemRxiv. Preprint (2017).

The analysis of the EXAFS data can support the interpretation in the previ-

ous paragraph from the perspective of the local bonding structure. Figure 3.13

shows the Pt L3-edge XAFS spectra in the transmission mode. The whiteline

intensity was lower, which is similar to Fig. 3.11.

The radial distribution function was obtained from the EXAFS oscillation

in Figure 3.13, as shown in Fig. 3.14. Fourier transformation for the EX-

AFS spectra and a fitting procedure were performed in the R-space with ∆k

= 3.0−9.5 Å−1 and ∆R = 1.3−3.3 Å, respectively. The backward amplitude

and phase shift required for the least-squares fitting of the Fourier transformed

EXAFS spectra were obtained from the FEFF 6 program [17]. Figure 3.14 (a)
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Fig. 3.13: XAFS spectra of Pt nanoparticles on the Ar+-irradiated glassy carbon substrates. The

normalized XAFS spectra of the Pt L3-edge measured in the transmission mode at the BL14B1

of SPring-8. This figure is obtained by modifying Fig. 3 (b) of the paper, T. Kimata et al.,

ChemRxiv. Preprint. (2017).

shows k2-weighted EXAFS spectra of the Pt-foil and the Pt nanoparticles on the

glassy carbon substrate irradiated with Ar+ at a fluence of 7.5×1015 ions/cm2

and on the non-irradiated substrate. Figure 3.14 (b) was obtained by Fourier

transformation of the EXAFS spectra (3.0< k <9.5 Å−1, k2). Least-squares fit-

ting with Pt−Pt and Pt−O nearest-neighbor coordination shells in the R space

(1.3< R <3.3 Å) was treated (Figure 3.14 (c) and 3.14 (d)).

The detailed EXAFS parameters, such as the coordination number, bond length,

and Debye-Waller factor, are listed in Table 3.1. In the Fourier transformation

of the Pt foil, the coordination number was set to 12 as a reference. The Pt

nanoparticles on the irradiated substrate exhibited a lower Pt−O coordination

number than those on the non-irradiated substrate. The Pt−Pt bond length of

the Pt nanoparticles on the irradiated substrate was shorter than on the non-

irradiated substrate, even after errors were considered.
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Fig. 3.14: (a) k2-weighted EXAFS spectra, (b-d) Fourier transform of the EXAFS spectra.

These figures are obtained by modifying Fig. S2 of the preprint, T. Kimata et al., ChemRxiv.

Preprint. (2017).

Table 3.1: The structural parameters obtained from the analysis of the Pt L3-edge EXAFS

spectra. This table is obtained from Table. S3 of the preprint, T. Kimata et al., ChemRxiv.

Preprint. (2017).

sample path Coordination Number Bond length (Å) D-W factor (Å2) R-factor (%)

Pt-foil Pt-Pt 12 2.7572±0.0063 0.0031 0.0025

Non-irradiated Pt-Pt 10.293 2.7508±0.0026 0.0088 0.0083
Pt-O 2.041 1.9231±0.0085 0.0009

Irradiated Pt-Pt 10.799 2.7437±0.0031 0.0076 0.0098
Pt-O 1.289 1.9093±0.0175 0.0003
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This table indicates the following two important characteristics: (i) the Pt

nanoparticles on the irradiated substrate exhibited a lower Pt−O coordination

number than those on the non-irradiated glassy carbon surface and (ii) the slight

shortening of the Pt−Pt bond length was caused by the Ar+ irradiation. Regard-

ing the second characteristic, the shortened Pt−Pt bond length was reported to

weaken the bond strength between O and Pt [18]. Therefore, these two find-

ings from the EXAFS analysis are consistent with the suppressed oxidation dis-

cussed above. The shorter Pt−Pt bond length would originate from the structure

of the Pt/glassy carbon interface involving the Pt−C bonding.

As an additional experiment, the EXAFS measurements were also carried out

for smaller Pt nanoparticles, hoping that the interfacial effect would be more

pronounced [19]. The sputtering time for Pt deposition was reduced to 10 s.

Similar to the results of 60 s deposition, the Pt−Pt coordination number was

higher and the Pt−Pt bond length was shorter in the Pt nanoparticles on the

Ar+-irradiated glassy carbon substrate.

3.3.2 XPS measurement

The chemical state of the Pt nanoparticles on Ar+-irradiated glassy carbon

substrates was investigated by XPS measurements [4]. XPS measurements were

performed using PHI 5000 Versa Probe (ULVAC-PHI, Inc., Japan) with an Al

Kα (1486.6 eV) X-ray as the light source (Fig. 3.15). High-resolution Pt 4f

and C 1s spectra were taken with a pass energy of 23.5 eV with a 0.1 eV step

and averaged for 20 and 40 scans, respectively. A 2 keV Ar-ion sputtering

gun was used for the cleaning surface. The sputtering duration was set to 5 s,

which corresponded to a sputter depth of less than 1 nm and, therefore, would

negligibly be short.

The Pt nanoparticles on the Ar+-irradiated glassy carbon substrates were an-

alyzed by Pt 4f and C 1s XPS spectra. Figure 3.16 shows a Pt 4f spectrum for
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Fig. 3.15: The PHI 5000 Versa Probe used in the XPS measurements.

the Pt nanoparticles on the Ar+-irradiated glassy carbon surface, compared to

the spectra for the Pt nanoparticles on the non-irradiated one and a Pt foil as

the standard sample. These spectra are displayed after conditioning the rawdata

through the removal of background, normalization of intensity, and alignment.

Generally, a Pt 4f spectrum has two peaks because the energy level of a Pt 4f

orbital is split into the 4f7/2 and 4f5/2; the high-intensity Pt 4f7/2 peak was used

for the spectrum analysis. With or without the Ar+ irradiation, the Pt 4f7/2 peak

was observed at a binding energy of 71.0 eV, and its main component would

be metallic Pt (0) [20–22]. It should be noted here that the Pt 4f7/2 peak in the

spectra of the Pt nanoparticles on glassy carbon substrates were broader on the

high energy side than that in Pt foil. The higher oxidation states of Pt, such

as Pt (IV) (PtO2), appeared in this energy range [20, 22]. On the other hand,

the Pt-carbon support interactions were also found to give rise to a similar Pt

4f7/2 signal; Gupta et al. identified the interaction between the Pt nanoparticles

and the graphitic mesoporous carbon by the peak shift to 72.1 eV [23]. These

suggest that two possibilities for the observed broadening have to be considered

in our case; it is either the oxidation state of Pt or the Pt−C bonding. Indeed, the

XAFS of Pt M3- and L3-edges does not directly distinguish between oxidation
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Fig. 3.16: Pt 4f XPS spectra of the Pt nanoparticles on the glassy carbon substrate pre-irradiated

by 380 keV Ar+ at a fluence of 1.0×1014, 1.0×1015 and 1.0×1016 ions/cm2, the Pt nanoparticles

on the non-irradiated glassy carbon substrate, and the standard Pt foil. The dash lines are

difference spectra between the prepared samples and the Pt foil. This figure is obtained by

modifying Fig. 4 of the paper, T. Kimata et al., Surf. Coat. Technol. 306, 123 (2016).
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state of Pt and Pt−C interactions. As described below, the analysis of the C 1s

spectra would clarify the origin of the present finding, that is, the oxidation of

Pt or interfacial interactions.

Figure 3.17 shows the C 1s spectrum for the Pt nanoparticles on the glassy

carbon surface irradiated at 1.0×1014, 1.0×1015 and 1.0×1016 ions/cm2 com-

pared to the result for the Pt nanoparticles on the non-irradiated one.

Fig. 3.17: C 1s XPS spectra of the Pt nanoparticles on the glassy carbon substrate pre-irradiated

by 380 keV Ar+ at a fluence of 1.0×1014, 1.0×1015 and 1.0×1016 ions/cm2, and the Pt nanopar-

ticles on the non-irradiated one. The dash lines are difference spectra between the irradiated and

non-irradiated samples. This figure is obtained by modifying Fig. 5 of the paper, T. Kimata et

al., Surf. Coat. Technol. 306, 123 (2016).

The main component of the peak at 284.3 eV was the C 1s peak of graphite in

the glassy carbon [24]. Spectra of the Pt nanoparticles on irradiated glassy car-

bon substrates exhibited a wider peak than that on non-irradiated one; most in-

terestingly, a small bump on the low binding energy side was seen in the spectra

of the Pt nanoparticles on irradiated glassy carbon substrates. As indicated by

the difference spectra between the irradiated and non-irradiated samples (Fig.

3.17), this would be attributed to the Pt−C binding interactions (283.6 eV [25])
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at the interface between the Pt nanoparticle and the glassy carbon substrates.

As a result, the broadening of the Pt 4f7/2 peak for the spectrum of the non-

irradiated sample in Fig. 3.16 can be attributed to the oxidation of Pt, the Pt 4f7/2

peak for spectra of irradiated samples would indicate to suppress oxidation of

Pt. This result is consistent with the XAFS results. The bombardment with 380

keV Ar+ modified the glassy carbon surface, and would boost the formation of

the Pt−C interactions with charge transfer from Pt to C at the Pt-carbon support

interface.

3.4 Changes in electronic structure of carbon supports for Pt

nanoparticles by ion-beam irradiation

The electronic structure of carbon support near the interface between the Pt

nanoparticles and the carbon support is investigated by surface sensitive XAS

measurements at the C K-edge in order to elucidate the influence of the intro-

duction of vacancies on the carbon support on the Pt−C interaction [26].

3.4.1 Experimental setup

Highly ordered pyrolytic graphite (HOPG) substrates with a size of 1×1 cm2

and a thickness of 1 mm were obtained from ALLIANCE Biosystems Co., Ltd.,

and used for the carbon support. HOPG was used for the substrates to eluci-

date the changes in the electronic structure upon dissolving orbital components

(σ and π bonds), as mentioned below. Ar+ irradiation was performed at 380

keV and a fluence of 1.0×1014 ions/cm2 using the ion implanter at TIARA. Pt

nanoparticles were deposited on the irradiated and non-irradiated HOPG sub-

strates by radio frequency magnetron sputtering for 20 s at room temperature.

The sizes of the Pt nanoparticles were estimated by TEM and found to be 3.0 nm

and 2.7 nm for the irradiated HOPG and the non-irradiated HOPG, respectively.
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The XANES spectra were measured using the BL-8 at the SR center in Rit-

sumeikan University. For well-known systems, XANES measurements using

E-vector polarized light can probe the charge orientations of different excited

electronic structures [27,28]. For HOPG, the C−C σ∗ and C−C π∗ components

in the XANES spectra can be resolved by selecting the E-vector direction. In

our measurements, we used linear polarized light with the E-vector and exposed

the sample at 90◦ and 30◦ from the vertical direction of the sample plane [26].

The XANES spectra with incident angles of 30◦ are used in this thesis. The

base pressure of the measurement chamber was less than 2.0×10−8 Pa. In order

to perform the sensitive surface measurements, we applied a retarding potential

of 150 V to the detector.

3.4.2 Results and discussion

Figure 3.18 (a) shows the XANES spectra of irradiated and non-irradiated

HOPG substrates with incident angles of 30◦, normalized by the intensity at 300

eV. For the non-irradiated HOPG (black line), four main peaks can be observed:

π∗ (at ∼285 eV), C−H∗ or C=O∗ (∼288 eV), σ∗ (291.5 eV), and σ1 (292.5

eV). These peaks have been identified in previous research [28, 29]. All peaks

were observed to broaden when measuring irradiated HOPG, probably due to

degeneration of crystallinity after the introduction of vacancies.

The XANES spectra of HOPG after Pt deposition (Pt/HOPG) and irradiated

HOPG after Pt deposition (Pt/irradiated HOPG) were also measured, as shown

in Fig. 3.18 (b). The π∗ peak was observed to shift toward lower energy by

∼0.2 eV compared to the π∗ peak for the both HOPGs before Pt deposition.

This shift indicates that the electronic structure due to the π∗ orbitals changed

due to Pt−C bonding at the interface. In addition, we also observed a peak at

∼284 eV in the spectra of the Pt-deposited samples.

Since the peak at ∼284 eV in the Pt-deposited HOPG was more intense than
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Fig. 3.18: (a) XANES spectra of the C K-edge for non-irradiated HOPG and Ar+-irradiated

HOPG, measured at 30◦. (b) XANES spectra of Ar+-irradiated HOPG, Pt/non-irradiated

HOPG, and Pt/Ar+-irradiated HOPG measured at 30◦. Each spectrum is shown shifted in the

y-axis direction. These figures are obtained by modifying Fig. 1, 2 of the paper, H. Okazaki et

al., J. Chem. Phys. 152, 124708 (2020).

seen for the HOPG without Pt deposition, this peak must have been caused by

new electronic structures due to Pt−C bonding at the interface. In previous

XANES research, nanographite grown on Pt substrates has shown a similar

peak at 283.8 eV, which originated from the edge states [30]. However, the new

electronic structure in our XANES spectra was likely due to Pt−C bonding, as

this peak increased in intensity in the Pt-deposited HOPGs.

In order to estimate the quantitative changes in the peak intensities due to

vacancy introduction, we performed curve fitting of the obtained spectra using

the gaussian function and the error function [29], as shown in Fig. 3.19.

We used five gaussian functions (denoted A-E) in the HOPG spectra. Peak A

corresponded to the π∗ component and was located at ∼285 eV. Peak B consiste

52



Fig. 3.19: Peak fitting results for all XANES spectra. The red dots, blue line, and green lines

indicate the experimental data, the fitting results, and the fitting peak components, respectively.

This figure is obtained from Fig. 3 of the paper, H. Okazaki et al., J. Chem. Phys. 152, 124708

(2020).

of the adsorbate component (C−H∗, C=O∗, and so on), located at ∼288 eV.

Peaks C and E were fixed at 289.0 (π2) and 292.5 eV (σ1), as reported in a

previous study [28]. Peak D at ∼291.5 eV was considered to be due to σ∗

[31, 32]. Since this peak was easily broadened and reduced by ion irradiation

and Pt deposition, it was likely to be sensitive to crystallinity. The XANES

spectra were fitted using the five peaks, as shown in the upper two spectra of Fig.
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3.19. After Pt deposition, peak F was added as a new structure due to the Pt−C

bonding at around 284 eV. We could then fit the XANES spectra using these

six peaks, as shown in the lower two spectra of Fig. 3.19. For the Pt/irradiated

HOPG, the intensity ratio of peak F to peak A increased compared to Pt/HOPG.

Vacancy introduction increased the intensity ratio by about 57% (the ratio of

the new state for Pt/irradiated HOPG compared to Pt/HOPG was 1.198/0.761,

where the values were normalized by the area of the fitting function of peak A).

This suggests that the electronic structure originating from Pt−C bonding

changed due to the introduction of vacancies into the graphite. An XPS study

reported that the core levels of Pt and carbon changed after the introduction

of vacancies in glassy carbon substrates [15], with the change in the electronic

structure by the introduction of vacancies into the glassy carbon substrate prob-

ably leading to suppression of oxidization. The increase in peak F can be con-

sidered to indicate improved ORR activity because the increase is related to a

change in the Pt−C bonding.

3.5 Summary

The sample preparation method and X-ray spectroscopic analysis of the Pt

nanoparticles on Ar+-irradiated carbon substrates were described in Chapter 3.

The Pt nanoparticles on Ar+-irradiated carbon substrates were prepared by

ion-implanter and rf magnetron sputtering, and then characterized by RBS, FE-

SEM, and TEM. The Pt nanoparticles prepared by rf magnetron sputtering for

60 s were about 5-10 nm, and would be in contact with the carbon substrates.

The XAFS measurements of Pt M3- and L3-edges for the Pt nanoparticles on

irradiated glassy carbon substrates clarified that the Ar+ irradiation led to the

suppression of the Pt oxidation. In addition, XPS measurements indicated that

the modification of glassy carbon surface by 380 keV Ar+ irradiation would

boost the formation of the Pt−C interactions with charge transfer from Pt to C
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at the interface between the Pt nanoparticles and Ar+-irradiated glassy carbon

surface. The C K-edge XANES measurements found a new structure due to the

Pt−C bonding on the spectrum of the Pt nanoparticles on Ar+-irradiated HOPG.

These results indicated that the electronic structure originating from Pt−C in-

teractions with charge transfer from Pt to C changed due to the introduction of

vacancies into the carbon substrates.
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Chapter 4

Raman spectroscopic analysis of irradiated
graphite surface with Pt nanoparticles

4.1 Introduction

The Pt nanoparticles on Ar+-irradiated glassy carbon and HOPG substrate

were investigated using XAFS and XPS measurements, the results indicated

the presence of Pt−C interaction at the interface between Pt nanoparticles and

Ar+-irradiated carbon supports, in Chapter 3. In Chapter 4, the surface struc-

ture of the carbon support irradiated with Ar+ is investigated using Raman spec-

troscopy.

Although the studies of Raman spectroscopy for the defective graphite/graphene

or the carbon nanocubes supporting Pt nanoparticles were reported previously

[1–4], the ion-beam-irradiated graphite supporting Pt nanoparticles have not

been investigated by Raman spectroscopy. Pt nanoparticles deposited on a

HOPG surface have been used as a model catalyst [5, 6], e.g. a study on the in-

fluence of nitrogen-doped carbon support on the catalytic activity of Pt nanopar-

ticles [7], and were also used in Chapter 3.

Herein, we deposited Pt nanoparticles on both Ar+-irradiated and pristine

HOPG, using rf magnetron sputtering, and then investigated the influence of
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the ion-beam irradiation and Pt deposition on the surface structure of carbon

supports by Raman spectroscopy. The number of defects interacting with Pt

nanoparticle is also estimated by the phonon correlation length obtained from

Raman peaks.

4.1.1 Raman spectroscopy

Raman spectroscopic analysis is well known as a strong tool for investiga-

tion of defective structure in condensed matter. When a sample is exposed to

monochromatic light in the visible region, the sample absorbs light and a major

portion of the light gets transmitted through the sample, however, a minute part

of the light is scattered by the sample in all the directions. If the scattered light

has the frequency same as the incident light, the scattering is called Rayleigh

scattering (νs = νi, where νs and νi are wavenumbers of scattered and incident

lights, respectively.). It has also been observed the scattered light of frequencies

different from the incident frequency. This is called Raman scattering (νs ̸= νi).

Fig. 4.1 shows the schematic diagram of the energy transitions involved in

Rayleigh scattering and Raman scattering. In Rayleigh scattering, the scattered

light has the same wavenumber with the incident light (νs = νi). The optical

process of Rayleigh scattering is represented as shown in Fig. 4.1 (a). In Raman

scattering, on the other hand, the incident light interacts with phonons in the

system, resulting in the energy being shifted down or up. When the wavenumber

of scattered light is lower than that of incident light (νs < νi), the stokes line

is observed. If it is higher (νs > νi), the anti-stokes line is observed. These

scattering processes are thought of in terms of wavenumber of the incident light

and vibrational transition, νv, as shown in Fig. 4.1 (b,c). The stokes scattering

gives a wavenumber of νi − νv, while νi + νv is given for anti-stokes scattering.

The frequency and intensity values of a Raman line are helped to identify a

particular structure and to determine the concentration of a structure in a sample,
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Fig. 4.1: Schematic diagram of the energy transitions involved in (a) Rayleigh scattering, (b)

stokes scattering, and (c) anti-stokes scattering. νi and νv are the wavenumber of incident light

and vibrational transition, respectively.

respectively. Thus, Raman spectroscopy can be used to perform both quantita-

tive and qualitative analysis of a sample.

A general Raman spectrometer configuration is briefly described. Figure 4.2

shows the schematic of the Raman spectrometer. The Raman spectrometer con-

sists of a light source, a filter to remove Rayleigh scattered light, a diffraction

grating to decompose Raman scattered light into a spectrum, and a CCD detec-

tor. The laser beam from the light source is guided to the sample and irradiated

to excite it. The scattered light from the sample is introduced through a filter

into the monochromator with only the scattered Raman light, and the spectrum

is recorded by the detector.

Fig. 4.2: The schematic of Raman spectrometer.

61



4.1.2 Raman spectrum of the irradiated glassy carbon substrate

At first, the glassy carbon substrates irradiated with the same conditions de-

scribed in Chapter 3, were investigated using Raman spectroscopy [8].

Figure 4.3 shows Raman spectra of the glassy carbon substrates irradiated

with 380 keV Ar+ at the different fluences, and then heated at 400 ◦C, and

that of the pristine glassy carbon substrate. The pristine glassy carbon substrate

exhibited two peaks at around 1590 and 1350 cm−1. The peak at 1590cm−1 can

be identified as the E2g mode of the graphite structure, which is called the G

peak. The 1350 cm−1 peak should be attributed to a disordered mode of graphite

(A1g mode) [9], which is called the D peak. As the ion fluence increased, the

irradiated glassy carbon surfaces represented the following general trends: a

broadening of each peak and, especially at higher fluences, a downward shift of

the G peak. Both of these suggest the destruction of the graphitic structures in

the glassy carbon surface during the Ar+ irradiation [10].

The G-peak shift and the relative intensity of the D to G peaks (defined as

ID/IG) were used to investigate the structure of the Ar+-irradiated glassy carbon

surface. In the fluence range of 1.0×1013 and 1.0×1014 ions/cm2, the position

of the G peak remained at approximately 1590 cm−1; on the other hand, it

gradually moved down to 1540 cm−1 above a fluence level of 1.0×1014 ions/cm2

[11]. The G peak shift accompanying an increase in the defect density saturated

at 1540 cm−1 [10].

Tuinstra and Knight have reported that the ID/IG ratio was inversely pro-

portional to the in-plane crystallite size for disordered graphite in any car-

bon sample [12, 13]. In addition, Nakamura et al. reported that the in-plane

crystallite size for disordered graphite corresponds to the phonon correlation

length [14, 15]. In Chapter 4, the interface structure between Pt nanoparti-

cles and defective carbon substrate is investigated by Raman spectroscopy using

HOPG as carbon support.
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Fig. 4.3: Raman spectra of glassy carbon substrate irradiated at room temperature with 380 keV

Ar+ and then heated at 400◦C in an N2 atmosphere for 1 h. This figure is obtained from Fig. 1

of the paper, T. Kimata et al., Surf. Coat. Technol. 306, 123 (2016).
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4.2 Sample preparation

4.2.1 Ion-beam irradiation and Pt deposition

An HOPG (Grade SPI-II, SPI Supplies, West Chester, PA) with dimensions

of 10×10×1 mm3 was used in this chapter. Clean thin specimens were ob-

tained from this bulk material using an adhesive tape technique. Ar+-irradiation

was performed at an energy of 380 keV and fluences between 1.0×1012 and

1.0×1014 ions/cm2, using the ion implanter at the TIARA. These fluence values

were estimated by taking the product of the ion beam current density and the

irradiation time. The current density was set at 10 nA/cm2 in order to prepare

a sample with a lower fluence than that in Chapter 3. Pt nanoparticles were

subsequently deposited on the HOPG surfaces by an rf magnetron sputtering

method in a sample preparation chamber (base pressure < 6×10−5 Pa), using

Ar as the sputtering gas at a pressure of 0.18 Pa. The plasma output, frequency,

and sputtering time were 20 W, 13.56 MHz, and 60 s, respectively.

Figure 4.4 shows the depth profile of the defect density calculated using the

TRIM code [16] for 380 keV Ar+ in graphite with an irradiation angle normal

to the c-face. A graphite density of 2.2 g/cm3 was applied during these calcula-

tions. The defect density was determined to be approximately 0.2 atoms/Å/ion

at 10 nm and this value gradually increased to a depth of 250 nm. The TRIM

code was unable to calculate the defect density at the surface (that is, at 0 nm).

The optical absorption coefficient of graphite at 532 nm was calculated to be

0.032 nm−1 based on the equation

α = 4π × k

532
, (4.1)

where k=1.3 is the extinction coefficient of graphite [17]. Therefore, Raman

scattering by the sample was affected by both the surface and the interior of

the sample. Variations in sensitivity with depth in the back-scattering configu-

ration were evaluated using the normalized optical penetration factor exp(-αx)
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(where x is the depth from the upper surface), as shown in Fig. 4.4. The sen-

sitivity varies in this manner because both the excitation and scattered light are

absorbed by the sample. The depth to which the sample could be probed by

Raman spectroscopy was estimated to be 1/2α, which in this case was 16 nm.

Fig. 4.4: The defect distribution depth profile following 380 keV Ar+ irradiation of graphite as

determined by TRIM calculations. The broken line represents the normalized optical penetra-

tion factor exp(-αx) for 532 nm light in graphite. This figure is obtained from Fig. 1 of the

paper, T. Kimata et al., Nucl. Instrum. Meth. Phys. Res. B 444, 6 (2019).

4.2.2 Characterization of nanoparticle size

In order to evaluate the particle size, Pt nanoparticles on the non-irradiated

HOPG and irradiated ones (fluence: 1.0×1012 and 5.0×1013 ions/cm2) were

observed using TEM [18]. The specimens for TEM observations were pre-

pared by rubbing the Pt/HOPG sample surfaces with TEM grid meshes. TEM

experiments were operated using JEM-2010F (JEOL Co., Ltd, Japan) at an ac-

celerating voltage of 200 keV.

Figure 4.5 (a), (b) and (c) show the TEM images of the Pt nanoparticles

on non-irradiated HOPG and irradiated HOPG at the fluence of 1.0×1012 and
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Fig. 4.5: TEM images of the Pt nanoparticles on (a) pristine HOPG surface and HOPG surface

irradiated with Ar ions at the fluences of (b) 1.0×1012 and (c) 5.0×1013 ions/cm2. These figures

are obtained from Fig. 1 of the paper, T. Kimata et al., Radiat. Eff. Deff. Sol. 175, 433 (2020).

5.0×1013 ions/cm2, respectively. The darker objects correspond to the Pt nanopar-

ticles. In these TEM images, some Pt nanoparticles were agglomerated because

the nanoparticles on the HOPG were collected by rubbing the surface with a

TEM grid mesh.

The histograms of measured sizes of Pt nanoparticles were shown in Fig. 4.6.

The mean particle size on the non-irradiated HOPG was 2.85 nm, while mean

particle sizes on HOPG irradiated at the fluences of 1.0×1012 and 5.0×1013

ions/cm2 were 3.11 and 6.02 nm, respectively. The size was different between

the three samples in spite of the same condition of Pt deposition method. Pre-

viously, we performed cross-sectional TEM for the Pt nanoparticles on glassy

carbon substrates which were non-irradiated and irradiated with Ar+ at the flu-

ence of 7.5×1015 ions/cm2 [19]. The mean particle size of the non-irradiated

and irradiated samples were 3.8 and 5.1 nm, respectively. The tendency for

nanoparticle size to increase with pre-irradiation was consistent between HOPG

and glassy carbon. Therefore, we found that the irradiation-induced defects in

the graphitic structure promoted the growth of the Pt nanoparticles, resulting in

their larger size.
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Fig. 4.6: Pt nanoparticle size distributions in the samples of (a) non-irradiated HOPG and HOPG

irradiated with Ar ions at the fluences of (b) 1.0×1012 and (c) 5.0×1013 ions/cm2. These figures

are obtained from Fig. 2 of the paper, T. Kimata et al., Radiat. Eff. Deff. Sol. 175, 433 (2020).

4.3 Raman spectroscopic analysis

4.3.1 Experimental setup

Raman spectroscopic analysis of the pristine and pre-irradiated HOPG sur-

faces before and after the Pt deposition was performed using a LabRAM HR

Evolution Raman spectrometer (HORIBA, Ltd., Japan) over the wavenumber

range of 500-3500 cm−1 at a resolution of 1.60 cm−1. Figure 4.7 shows the

Raman spectrometer. Incident radiation at 532 nm was provided using a single-

mode green laser (Showa Optronics JUNO J050GS-16, Japan), at a power level

below 5 mW, applied to a sample area with a diameter of approximately 15 µm.

Raman spectra were obtained with a back-scattering configuration by accumu-

lating the signal during a 5 minutes exposure, and analyzed by fitting all peaks

to a Lorentzian profile after subtracting constant background.

4.3.2 Results and discussion

Fig. 4.8 (a) shows the Raman spectra of the non-irradiated HOPG and the

HOPG irradiated with Ar ions at the fluence of 1.0×1012, 5.0×1012, 1.0×1013

and 5.0×1013 ions/cm2.

The first-order G band related to the in-plane stretching vibration of the C−C
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Fig. 4.7: (a) Raman spectrometer and (b) its inside.

bonds appeared at 1583.5 cm−1 in the spectrum of the non-irradiated HOPG.

In the spectra of the irradiated HOPG, the defect-induced D and D’ bands were

observed at approximately 1350 cm−1 and 1620 cm−1, respectively, due to the

phonon wave vector is q ̸= 0 [20]. The second-order 2D band, the overtone of

the D band, appeared in the range of 2500-2800 cm−1. The 2D band is related

to the two phonon lattice vibrations, but it is symmetry-allowed and, unlike the

D band, does not indicate the presence of defects [21, 22]. The D’ band also

has a non-disorder induced overtone, the G” band; this is the Raman band at

≈3250 cm−1. The Raman band at ≈2450 cm−1 is also a two-phonon band (G*

mode) [23, 24]. The band at ≈2925 cm−1 has been assigned to the D+G mode,

and is defect activated and hence will be present only in samples with sufficient

defects [24, 25].

In the HOPG surface irradiated at higher fluence, the resulting spectrum shows

a broader and higher D peak in comparison to G peak, flattened 2D peak, ap-

peared D+G peak, and disappeared G* and G” peaks. This trend was similar

with the graphite irradiated by neutron [26] and focused ion beam [27]. The

Raman spectra of the graphite following Pt deposition are shown in Fig. 4.8

(b). The similar spectra with before Pt deposition were obtained.

The surface structure of irradiated HOPG and the interface structure between

Pt nanoparticles and irradiated HOPG are investigated by D, D’ and G peaks.
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Fig. 4.8: Raman spectra of the non-irradiated HOPG and the HOPG irradiated at the fluence of

1.0×1012, 5.0×1012, 1.0×1013 and 5.0×1013 ions/cm2 (a) without and (b) with Pt nanoparticles.

This figure is obtained from Fig. 3 of the paper, T. Kimata et al., Radiat. Eff. Deff. Sol. 175,

433 (2020).
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The results are described below.

4.3.2.1 Surface structure of irradiated graphite

All peaks of the spectra are fitted by a Lorentzian profile after subtracting con-

stant background, and then are analyzed by the intensity ratio of D/D’; the peak

intensity is the amplitude acquired by Lorentzian fitting. Figure 4.9 shows the

D/D’ intensity ratio against Ar+ fluence. According to the study of Eckmann

et al. [28], the D/D’ intensity ratio indicates the nature of defects in graphitic

structure; the D/D’ ≃13 is associated with sp3 defects, then it decreases for

vacancy-like defects (≃7) reaching a minimum of ≃3.5 for dominant bound-

aries in graphite. The D/D’ ratio of the Pt nanoparticles on the non-irradiated

HOPG was approximately 3.2, indicating that the graphite structure is domi-

nant. Between 1.0 ×1012 and 1.0×1013, the D/D’ ratio was 4.4 to 5.0, and

vacancy-like defects would be generated on the HOPG surface. Furthermore,

the D/D’ ratio on the irradiation of 5.0×1013 ions/cm2 reached approximately

8.8, indicating that not only vacancy-like defects but also sp3 defects exist. The

surface structure of HOPG modified by Ar+-irradiation would affect the size of

the Pt nanoparticles.

4.3.2.2 Interface structure between Pt nanoparticles and irradiated graphite

Figure 4.10 presents the Raman spectra of the pristine HOPG and the Pt

nanoparticles on HOPG (Pt/HOPG). The spectrum of the pristine HOPG shows

a sharp peak at 1583.5 cm−1 with a full width at half maximum (FWHM) of

approximately 13.7 cm−1, attributed to the G peak of the graphite due to the

in-planeE2g mode. In contrast, the spectrum from the HOPG with Pt nanoparti-

cles exhibits two other peaks at 1356.9 and 1621.5 cm−1 in addition to a slightly

broadened G peak. These peaks indicate the presence of defects in the sp2 C

lattice, and correspond to the D and D’ peaks. The in-plane microcrystalline
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Fig. 4.9: D/D’ intensity ratio plotted against Ar+ fluence (black point: without Pt, red point:

with Pt). This figure is obtained by modifying Fig. 4 of the paper, T. Kimata et al., Radiat. Eff.

Deff. Sol. 175, 433 (2020).

size (La) is typically determined from the peak intensity ratio (R=ID/IG), such

that

La =
4.4

R
(nm), (4.2)

where IG and ID represent the intensities of the G and D peaks [12, 13], and

previous studies have suggested that La corresponds to the phonon correla-

tion length [14, 15]. This peak intensity was the area intensity acquired by

Lorentzian fitting. The La value for the HOPG with Pt nanoparticles was esti-

mated to be 11.2 nm. This result that the appearance of D peak in the Raman

spectrum of HOPG with Pt nanoparticles, and the lack of a D peak in the spec-

trum of the pristine HOPG, suggested that the HOPG surface had been damaged

by the Pt deposition.

Figure 4.11 shows the spectra at the wavenumber range of 1200-1750 cm−1 of

the HOPG irradiated with Ar+ at the fluences between 1.0×1012 and 1.0×1014

ions/cm2 as obtained before and after Pt deposition. In these figures, red circles

and black lines indicate the obtained data and curve-fitting lines, respectively.

The Raman spectra of the samples excluding 1.0×1014 ions/cm2 were fitted by
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Fig. 4.10: The Raman spectra of the pristine HOPG and the Pt nanoparticles on HOPG

(Pt/HOPG). This figure is obtained by modifying Fig. 2 of the paper, T. Kimata et al., Nucl.

Instrum. Meth. Phys. Res. B 444, 6 (2019).

3 peaks (G, D and D’ peaks), but that of the 1.0×1014 ions/cm2 sample were

fitted by G and D peaks because a D’ peak was unremarkable in the spectra.

The peak parameters obtained by curve fitting, including position and FWHM

of G peak without and with Pt deposition, are summarized in Fig. 4.12.

Figure 4.12 (a) shows the G peak position plotted against Ar+ fluence. The

significant peak-shift by the Ar+-irradiation and Pt deposition was not observed

on the fluence of under 1.0×1013 ions/cm2. On the fluence of over 5.0×1013

ions/cm2, the blueshift of the G peaks by the Ar+-irradiation and the redshift of

the G peaks by the Pt deposition were observed. As can be seen from Fig. 4.12

(b), the higher fluence, the larger G-peak bandwidth.

The blue shift and red shift correspond to the approach and separation of the

C−C distance, respectively; the blue shift and red shift are caused by compres-

sive and tensile stresses respectively [29, 30], as shown in Fig. 4.13.

The blue shift of the G bands by the Ar+-irradiation is considered to cor-
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Fig. 4.11: The Raman spectra of the HOPG irradiated with Ar+ at a fluence between 1.0×1012

and 1.0×1014 ions/cm2 without and with Pt deposition. These figures are obtained by modifying

Fig. 3 of the paper, T. Kimata et al., Nucl. Instrum. Meth. Phys. Res. B 444, 6 (2019).

73



Fig. 4.12: The (a) position and (b) FWHM of the G peak plotted against Ar+ fluence (black

point: without Pt, red point: with Pt). These figures are obtained by modifying Fig. 4 of the

paper, T. Kimata et al., Nucl. Instrum. Meth. Phys. Res. B 444, 6 (2019).

Fig. 4.13: The schematic of (a) redshift and (b) blueshift.
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respond with the process from graphite to nanocrystalline graphite (Stage 1)

suggested by Ferrari et al. [31, 32]. The blueshift of G peak is really the ap-

pearance of a D’ peak, which merges in the G peak [31]. The appearance of

D’ peak occurs because the relaxation of the q=0 selection rule (q ̸= 0) allows

higher-frequency phonons, as phonons disperse upwards away from Γ [31]. On

the other hand, a high-frequency shift with decreasing graphite layer has also

been reported [33]. This shift may be attributed to the slightly stronger C−C

bonding due to the weaker interaction between the graphite layers by vacancy

introduction (because of slight softening of the C−C bonds as the graphene

layer thickness increases [34]). As the structure becomes more disturbed, the

lower the Raman shift of the G band and the wider its bandwidth [35, 36]. This

trend of the Raman shift was consistent with the redshift of the G peaks by the

Pt deposition, as can be seen from Fig. 4.12 (a), and the trend of the bandwidth

was also consistent with that of FWHM (Fig. 4.12 (b)). The red shift after Pt

deposition becomes more obvious with higher degree of HOPG modification,

i.e. after exposure to higher ion fluence. The red shift of the G bands by the

Pt deposition is considered to correspond with the process from nanocrystalline

graphite to amorphous carbon (Stage 2) suggested by Ferrari et al. [31, 32]. In-

deed, in Fig. 4.9, the HOPG irradiated at the fluence of 5.0 × 1013 ions/cm2

with Pt nanoparticles also suggested the presence of sp3 bonds.

Figure 4.14 (a, b) shows the value of the R and La. The R is a measure of

the disorder caused by the lattice damage; the value increased at higher fluence,

and was further increased by Pt deposition except for the sample of 5.0×1013

ions/cm2. The increasing R directly denotes defectivity of the surface and sub-

surface region. Pt deposition had lower effect on defectivity of the HOPG sur-

face with increasing Ar+-irradiation on the substrate prior deposition of Pt. The

same principle applies for La (Fig. 4.14 (b)), the Pt deposition had lower effect

on La at higher fluence.
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Fig. 4.14: The value of (a) R and (b) La (black point: without Pt, red point: with Pt). These

figures are obtained by modifying Fig. 5 of the paper, T. Kimata et al., Nucl. Instrum. Meth.

Phys. Res. B 444, 6 (2019).

We calculated the mean distance (L) between in-plane defects using the defect

density data in Fig. 4.4 (0.2 atoms/Å/ion at a depth of 10 nm) based on the

equation

L =
1√

f ×Nd

, (4.3)

where Nd is the number of defects and f is the distance between the graphite

layers (3.35 Å) [37,38]. The value of Nd was estimated from the defect density

and the fluence, and theL value obtained when employing a fluence of 1.0×1013

ions/cm2 was 3.86 nm. This L value calculated using the data generated by the

TRIM code (Fig. 4.4) is slightly shorter than the La value estimated from the

Raman spectrum (4.04 nm). This result may suggest that the graphitic structure

at a depth of 10 nm was more defective than at surface, however, the accuracy

of these would be comparable. We additionally investigated the number of lat-

tice defects under the Pt nanoparticles for modeling of the interface structure

between Ar+-irradiated HOPG surface and Pt nanoparticles on the theoretical
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calculation. The La value of the sample treated with a fluence of 1.0×1013

ions/cm2 and Pt deposition (3.59 nm) suggested that approximately three point

defects were present at the interface between each 5 nm Pt nanoparticle and the

Ar+-irradiated HOPG.

4.4 Summary

In Chapter 4, Raman spectroscopy was used to study the structure of non-

irradiated and Ar+-irradiated HOPG before and after Pt deposition.

The D/D’ ratio obtained from Raman spectra indicated that the vacancy-like

defects existed on the HOPG surface with Ar+-irradiation at the fluences below

1.0 × 1013 ions/cm2, and sp3 defects existed with irradiation more than 5.0

× 1013 ions/cm2. The effect of Pt deposition induced damage was observed

in Raman spectrum of the non-irradiated HOPG, and also observed slightly in

that of the Ar+-irradiated HOPG. Pt deposition showed more significant red

shift of the G peak with increasing Ar+ fluence, whereas it interestingly had an

opposite effect on La. In addition, the obtained La estimated hat approximately

three point defects were present at the interface structure between each 5 nm

Pt nanoparticle and the HOPG irradiated with Ar+ at the fluence of 1.0×1013

ions/cm2.
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Chapter 5

DFT calculation of the Pt cluster on defec-
tive graphite structure

5.1 Introduction

The changes in the electronic structure originating from Pt−C bonding due to

the introduction of vacancies into the carbon substrates have been found by X-

ray spectroscopic analysis in Chapter 3. The defective structure at the interface

between Pt nanoparticles and ion-beam irradiated HOPG surface has been in-

vestigated by Raman spectroscopy in Chapter 4. In Chapter 5, DFT calculations

are performed with Pt clusters on defective graphite structures to investigate the

metal-supported interactions at the interface between Pt and carbon support in

terms of theoretical calculations.

In a previous study [1], the specific interfacial interaction between graphite

and Pt nanoparticles is reported to enhance the ORR activity of Pt nanoparti-

cles; the Pt−C interaction, which is a metal-supported interaction, is thought

to modulate the electronic state of Pt, resulting in unique catalytic properties

that are not seen in single crystals. Specifically, the 5d electron orbital of Pt

and the π electron orbital of C form a hybrid orbital (which may be described

as the formation of a Pt−C bonding), so that the d-band center of Pt is away
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from the Fermi energy than it is for Pt in bulk. In general, the adsorption energy

of the adsorbed species decreases as the d-band center moves away from the

Fermi energy. This relationship is called the d-band theory [2–5]. Pt nanopar-

ticles with weakened adsorption energies of molecules and atoms are known

to be highly active, and how to lower the d-band center is the key to increase

the activity. Since the d-band center has an optimal value for the highest activ-

ity, it is necessary to find the value and to control the electronic structure of Pt

nanoparticles.

Pt−C interactions are a partial covalent bond due to the delocalization of elec-

trons in Pt 5d electron orbital and C π electron orbital, with a charge transfer

between Pt and C. Although the quantitative correlation between Pt−C inter-

actions and catalytic activity has not been found, it is empirically known that

increased Pt−C interactions are effective in improving catalytic activity [6, 7].

In order to increase the Pt−C interactions, it has been suggested that a strong

anchor site at the Pt/C interface should be created by surface modification of

carbon substrates [7].

For increasing the Pt−C interactions, the model of the Pt nanoparticles on the

graphene having lattice defects has been considered and calculated by computer

simulations [8–10]. The overview is described below.

1. Point defects in graphene act as strong binding traps for Pt clusters, the

inducting pre-existing point defects in graphene supports could provide an

easy method for synthesizing robust carbon-supported Pt nanocatalysts.

2. The formation of strong bonds with the carbon substrate, which is Pt−C

bonding, potentially influences the strain in a cluster.

3. Electronic structure analysis revealed charge transfer from Pt clusters to the

graphene substrate, suggested a positive correlation between the strength of

binding to the defect and the extent of charge transferred.
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4. Stronger binding of the Pt cluster to the graphene substrate appears to lead

to a greater downshift of the cluster d-band center.

As described above, using of the carbon support having lattice defects is help-

ful for preparing the highly active Pt catalysts. However, since there is an op-

timal value of d-band center for the highest activity, the amount and type of

lattice defects must be controlled when introducing them into the carbon sub-

strate. Therefore, the ion beam with the parameters of ion species, fluence,

and energy can be a strong tool for introducing lattice defects into the carbon

support.

In Chapter 5, a model of Pt cluster on the graphitic structures with lattice

defects formed by ion-beam irradiation is studied theoretically. The aforemen-

tioned previous work deals with calculations for Pt clusters on single-phase

graphene with point defects, but not with composite defects and defects over

multiple layers that would be introduced by ion-beam irradiation. By construct-

ing a model and performing DFT calculations, the influence of lattice defects

in the graphitic structure on the electronic state of the Pt cluster is investi-

gated [11, 12].

5.2 DFT calculation

All the DFT calculations were performed using the Vienna ab-initio Simula-

tion Package (VASP). VASP is a first-principles calculation program developed

at the University of Vienna [13, 14]. VASP implements a potential library by

projector augmented wave (PAW), which expresses the wave function by su-

perposition of the basis function of plane waves and calculates the electronic

structure based on the DFT. The PAW is a generalization of the pseudopotential

and linear augmented-plane-wave methods and allows for density functional

theory calculations to be performed with greater computational efficiency [15].
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VASP is one of the most commonly used packages of first-principles calcula-

tion software and is also often used for simulating the physical properties of

platinum nanoparticles on carbon supports [16].

The NCAR, POSCAR, POTCAR, and KPOINTS files are necessary as input

information on VASP. The role of each file is described below [17]. These files

are prepared to calculate the model of Pt cluster on defective graphite supports.

1. INCAR is the central input file of VASP. It determines ‘what to do and how

to do it’, and contains a relatively large number of parameters.

2. The POSCAR file contains the lattice geometry and the ionic positions.

3. The POTCAR file contains the pseudopotential for each atomic species

used in the calculation.

4. The file KPOINTS must contain the k-point coordinates and weights or the

mesh size for creating the k-point grid.

5.2.1 Calculation setup

The projector augmented wave method combined with a plane-wave basis set

and cutoff energy of 400 eV was used to describe the core and valence elec-

trons. The revised Perdew-Burke-Ernzerhof (RPBE) form of the generalized

gradient approximation was implemented in all the calculations. A conjugate

gradient algorithm was used to relax ions into their ground states. The ions

were allowed to relax, but the unit cell and its shape were kept constant. The

energy converge criteria were set to 10−4 eV for the self-consistent calculations

with a gamma-center 9×9×1 k-mesh. To accelerate the electronic convergence,

Gaussian smearing of the Fermi surface was employed with a smearing width

of 0.1 eV. All the periodic slabs had a vacuum spacing of 18 Å.
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5.2.2 Calculation model

When the materials with graphite structure are irradiated by ion-beams, the

generation of single vacancy (SV) [18] and double vacancy (DV) [19] has been

predicted by molecular dynamics simulations [20]. TRIM calculations of Ar+

irradiation to carbon support indicated the LET is distributed in the depth di-

rection (c-axis direction). Therefore, the SV and DV introduced into the carbon

supports by ion-irradiation may be present not only in the first layer of graphite

structure but also in the second layer and beyond.

Here, the model of the irradiated carbon substrate and Pt nanoparticles was

indicated in Figure 5.1(a). The carbon substrate was modeled as three layers of

graphene; each layer had a 5×5 structure [21–23]. To simulate the irradiation

defects, vacancies with different configurations ((b) single vacancy only in the

upper layer (SV), (c) double vacancies only in the upper layer (DV), (d) single

vacancies in the upper 2 layers (2SV), and (e) double vacancies in the upper

2 layers (2DV)) were introduced to the upper two layers. An icosahedral Pt13

cluster was allowed to interact with the carbon atoms [24–26]. One face of the

icosahedron was in contact with the graphene, and the face center of gravity

was centered at each vacancy.

The graphite structures used in the calculations were obtained by multiply-

ing the basic structure of graphite downloaded from the National Institute for

Materials Science’s inorganic materials database [27] by a factor of 5×5 in the

horizontal direction (a-axis and b-axis plane) and a factor of 1.5 in the depth di-

rection (c-axis direction). The number of carbon atoms in one layer is 50 atoms.

This model of graphite layers with this shape has been used in previous studies

to calculate the interaction between Pt nanoparticles and graphite [22]. The size

of the layer, which is the length of the diagonal of the parallelogram-shaped

layer is 2.13 nm.

On the other hand, Pt13 cluster is used in the model as shown in Figure 5.1(a).
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Fig. 5.1: (a) Calculation models of the irradiated carbon support and Pt nanoparticles. The

interface was modeled as an icosahedral Pt13 cluster and three layers of graphene with (b) SV,

(c) DV, (d) 2SV and (e) 2DV. This figure is obtained from Fig. S5 of the preprint, T. Kimata et

al., ChemRxiv. Preprint. (2017).

Park et al. suggested that the Pt deposited on the carbon surface is neither a

single atom nor a bulk, and that it is reasonable to model it as a cluster consisting

of several Pt atoms [28]. For many metal atoms, the number of constituent

atoms that can form a stable structure as a cluster is fixed and is called the

magic number [29, 30]. In the case of Ptn, it is known to have a relatively

stable structure at n=13, 38 and 55, and Aprá reported each structure [31]. The

Pt13 cluster is used in these calculations because a smaller number of Pt atoms

would be more appropriate to study the effect of the interfacial structure on the

electronic state of the Pt nanoparticles. Pt13 is the structure used in many DFT

calculation papers on Pt catalysts [24, 26]. The basic model of Pt13 was also

downloaded from NIMS’s inorganic materials database [27].

5.3 Results and discussion

DFT calculations were performed to investigate the interfacial effect of the

irradiation defects in the carbon support on the electronic structure of the Pt

nanoparticles.

The difference between the charge density of the Pt13 cluster on the carbon

87



substrate and the sum of its separated constituents (cluster and substrate) was

calculated by

∆ρ = ρPt−C − ρPt − ρC , (5.1)

where ∆ρ is differential charge density distribution. Fig. 5.2 shows the isosur-

faces of the charge difference in the case when the substrate structure was the

2DV. Charge accumulation and depletion mainly occurred in the vicinity of the

support-cluster interface; this tendency was clearly observed for all the support

structures including the PG. This suggests that the Pt atoms at the interface were

mainly involved in the charge transfer between the Pt13 cluster and the carbon

support.

Fig. 5.2: Isosurfaces of the charge density difference of a Pt13 cluster on the graphite with

the 2DV. The density increases in the yellow regions and decreases in the blue regions. The

isosurface value is 50 e/nm3. This figure is obtained from Fig. 4 of the paper, K. Kakitani et al.,

Surf. Coat. Technol. 355, 259 (2018).

Next, the density of state (DOS) of Pt atoms in Pt13 cluster was calculated and

shown in Fig. 5.3. Although the average of Pt13 atoms showed no significant
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Fig. 5.3: DOS of a Pt13 cluster on each graphite structure.

change in DOS regardless of the type of defect, the average of Pt3 atoms near

the Pt/C interface showed a change in DOS. The change in the band structure

can be attributed to the charge transfer from Pt to C. The average energy of the

d-states is called d-band center, and is known as a parameter that correlates with

the reactivity of metals and oxygen [16]．The d-band center, ϵd, is obtained by

ϵd =

∫ Ef

−∞E · gd(E)dE∫ Ef

−∞ gd(E)dE
, (5.2)

where gd(E) and Ef are density of state and Fermi level, respectively [3].

After structural relaxation, the d-band center over the Pt atoms for each model

was calculated (Table 5.1). Compared to the case of the pristine graphite, when

the Pt13 cluster was supported on the multiple vacancies (defined as defective

structures with more than two lattice vacancies), ϵd became lower by 0.05 eV

or more. It is broadly accepted that ϵd correlates with the chemical reactivity

of the Pt surface [3], and the bonding of oxygen to the Pt surface has been re-

ported to weaken with a lower ϵd value [32, 33]. Therefore, the lower ϵd value

indicates that the multiple vacancies of the carbon support probably weaken the

bonding of oxygen to the Pt clusters. Such low oxygen-adsorption ability would

originate from the Pt-carbon support interaction involving the electron transfer

between the Pt d-orbitals and the carbon π-sites. Thus, the suppression of the

Pt oxidation can be ascribed to the Pt−C bonding between Pt atoms and the
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multiple vacancies of the carbon support. This result suggests that the weak

adsorption of oxygen on the irradiated sample observed in the XAFS measure-

ments (Chapter 3).

Table 5.1: Average d-band center values of the Pt13on the substrates having different defec-

tive structures. This table is obtained by modifying Table 1 of the preprint, T. Kimata et al.,

ChemRxiv. Preprint. (2017).

substrate ϵd of 13 atoms (eV)

Pristine graphene (PG) -2.36

Single vacancy only in the upper layer (SV) -2.34

Double vacancies only in the upper layer (DC) -2.43

Single vacancies in the upper 2 layers (2SV) -2.41

Double vacancies in the upper 2 layers (2DV) -2.41

5.4 Summary

DFT calculations were performed with Pt13 cluster on defective graphite struc-

tures to investigate the influence of the defective structure in carbon support on

the electronic state of Pt atoms, in Chapter 5. The results of the DFT calcula-

tion indicated the lower ϵd value on the multiple vacancies. The lower ϵd value

explains the suppressed oxidation of the Pt nanoparticles, which is known to

enhance the ORR activity. The formation of the Pt−C bonding promoted by the

ion-beam-induced lattice defects would be the origin of the higher activity.
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Chapter 6

Ultrafast dynamics and coherent control of
optical phonons

6.1 Introduction

The time scale of ultrafast phenomena such as atomic and electronic motions

in matter is picoseconds (ps) to attoseconds (as) order. The phenomena are

faster than the temporal response of electronic devices, as shown in Fig. 6.1;

e.g., a heartbeat ∼1 second (s), a blink of eye ∼150 millisecond (ms), a shutter

speed of camera ∼2 microsecond (µs), the throughput of a general computer

for nanosecond (ns), and chemical reaction and scattering between electrons

and phonons for as to ps order. The changes in optical intensity occurring on

a time scale of approximately 1 ns can be measured electrically using a pho-

todiode and an oscilloscope. However, the time-resolved measurement using

femtosecond optical pulses is necessary to detect the dynamics of ultrafast phe-

nomena. Femtosecond optical pulses excite the in-phase lattice vibrations in

solids which are called coherent phonon. The dynamic processes of their gen-

eration and relaxation are affected by many factors such as phonon symmetry,

electronic band structure of the solid, photoexcitation density, surface condi-

tion, etc. Thus, ultrafast spectroscopy is a strong tool to investigate the details
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of the electronic state of materials and chemical reactions.

In Chapter 6, the coherent control theory of optical phonons is modified for

large detuning case such as diamond, as a first step to investigate the effect of

ion-beam-induced defects on the ultrafast dynamics in carbon materials.

Fig. 6.1: Typical time-scales of phenomena.

6.1.1 Coherent phonon

Phonon is a quantum of lattice vibrations and is a boson as well as a photon.

Usually, phonons are randomly oscillation, incoherent, in thermal equilibrium

as shown in Fig. 6.2 (a). Then the average of displacement of the atoms is al-

most zero in time and space because they have each deferent wave vectors and

frequencies. In contrast, when an ultrashort optical pulse with a duration much

shorter than an oscillation period of optical phonons is irradiated on materials,

the optical phonons are excited impulsively and coherently (Fig. 6.2 (b)). These

excited-phonons are called coherent phonons. Oscillation of the induced opti-

cal phonons is detected via a transient change in reflectivity or transmissivity.

Coherent phonons have been observed in several materials such as metals [1],

semimetals [2], semiconductors [3, 4], and superconductors [5].
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Fig. 6.2: Schematic of (a) incoherent phonon and (b) coherent phonon generation.

6.1.2 Ultrafast spectroscopy

Pump-probe measurement is known as the simplest experimental technique of

ultrafast spectroscopy used to study ultrafast electronic dynamics. The coherent

phonons are excited and measured via pump-probe transmission or reflection

measurements, as shown in Fig. 6.3. In this technique, an ultrashort laser pulse

is split into two portions; the first pulse is used to excite the sample, generating

a non-equilibrium state, and the second pulse is used to monitor the pump-

induced changes in the optical constants of the sample such as reflectivity or

transmission. Measuring the changes in the optical constants as a function of the

time delay between the arrival of the pump and probe pulses yields information

about the electronic structure in the sample.

In this study, a dual pump-probe method is used to excite the sample using two

phase-locked pump pulses. Figure 6.4 shows a schematic of the method. This

method not only measures the transient changes in the sample by controlling the

time interval between the pump and probe pulses but also controls the excited

state by manipulating the time interval for the two-pump pulses.

6.1.3 Coherent control

Coherent control is a technique to manipulate quantum states in matter using

optical pulses [6–8] and applied to electronic states, spins, molecular vibrations,

and phonons [9–17]. The coherent control of optical phonons has been widely
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Fig. 6.3: Schematic of pump-probe spectroscopy: (a) transmittance measurement, (b) re-

flectance measurement.

Fig. 6.4: Schematic of a dual pump-probe method.

97



achieved in various materials such as semiconductors, semimetals, supercon-

ductors, topological materials, strongly-correlated materials, and dielectric ma-

terials [18–24]. In a theoretical study, a theory of the coherent control of optical

phonons by double-pulse excitation had been developed based on the simple

quantum mechanical model with two-electronic bands and shifted harmonic os-

cillators [25, 26]. Sasaki et al. demonstrated the coherent control experiment

on the optical phonons in a single crystal of diamond and analyzed the data by

using the developed theory [27].

The optical phonon in diamond has high frequency (approximately 40 THz)

and is expected to be used as a qubit operating at room temperatures [28–31].

The coherent optical phonons in diamond have been studied using femtosecond

optical pulses and its generation mechanism has also been discussed with quan-

tum mechanical calculations [26, 27, 32–35]. Sasaki et al. have demonstrated

the coherent control of amplitude and phase of the coherent optical-phonon os-

cillation in diamond using a pair of sub-10-fs infrared pulses at delays between

230 and 270 fs, in which two pump pulses were well separated [27]. The ob-

served behavior of the amplitude and phase were well reproduced as a simple

interference between two phonon oscillations by the developed theory.

However, it is very important to study the time region around where two op-

tical pulses are overlapped, because a sign of interference in electron-phonon

coupled states [36–41], which could not be reproduced by a classical mechan-

ics, appears in this region. The difference of the interference patterns for the

impulsive absorption process and the impulsive stimulated Raman scattering

(ISRS) process has been clearly shown in a GaAs crystal [18]. In order to study

in the large detuning conditions and a non-Gaussian pulse shape, the modifica-

tion of the theory should be required.

In Chapter 6, I modify the theory to calculate the large detuning case without

using a rotating-wave approximation and take the frequency chirping and non-
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Gaussian pulse shape into consideration. The coherent control of amplitude of

the 40-THz optical phonons in diamond was performed by using a pair of infra-

red pulses at pump-pump delays between -10 and 120 fs, then the experimental

result was analyzed using the modified theory based on the quantum mechanical

model.

6.2 Theoretical model

6.2.1 Coherent phonon generation

At first, I describe the model and Hamiltonian for coherent phonon gener-

ation. Nakamura et al. previously calculated the generation of the coherent

phonons using a simple model with two-electronic levels and shifted harmonic

oscillators as shown in Fig. 6.5 [25, 27, 42]. The Hamiltonian is given by

Fig. 6.5: Schematic of the model potential consisting of two electronic states and shifted har-

monic potentials.
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H0 = Hg|g⟩⟨g|+ (ϵ+He)|e⟩⟨e|, (6.1)

Hg = ℏωb†b, (6.2)

He = ℏωb†b+ αℏω(b† + b), (6.3)

where the state vector |g⟩ denotes the electronic ground state of the crystal, and

|e⟩ denotes the electronic excited state with the excitation energy ϵ. In the case

of a diamond, |e⟩ corresponds representatively to the electronic states above the

direct bandgap, and ϵ is approximately equal to the direct bandgap energy 7.3

eV [43, 44]. The Hamiltonian Hg and He are the phonon Hamiltonians in the

subspace |g⟩ and |e⟩. b† and b denote creation and annihilation operators for the

phonon. The energy of the interaction mode ℏω is equal to the optical phonon

energy at Γ point, where ω is the phonon frequency. α represents the electron-

phonon coupling. Thus, the model Hamiltonian of the electron-phonon system

is given by

H0 = ℏωb†b|g⟩⟨g|+
(
ϵ+ ℏωb†b+ αℏω(b+ b†)

)
|e⟩⟨e|. (6.4)

Next, the dipole interaction between the materials and the incident light is

assumed and the interaction Hamiltonian is represented by

HI(t) = µE(t)(|g⟩⟨e|+ |e⟩⟨g|)

= µE0f(t)
(
e−iΩt + eiΩt

)
(|g⟩⟨e|+ |e⟩⟨g|)

≈ µE0f(t)
(
e−iΩt|e⟩⟨g|+ eiΩt|g⟩⟨e|

)
, (6.5)

where the optical pulse E(t) is

E(t) = E0f(t)
(
e−iΩt + eiΩt

)
. (6.6)

The µ is the transition dipole moment, E0 and f(t) are an amplitude and enve-

lope of the electric field of the pulse, respectively. Ω is the angular frequency of

the light. The rotating wave approximation (RWA) is used on the transforma-

tion of (6.5). The operator |e⟩⟨g| causes a transition from the electronic ground

state |g⟩ to the excited state |e⟩.
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The model Hamiltonian H0 is not time dependent and the interaction Hamil-

tonian HI is time dependent. The system Hamiltonian is

H(t) = H0 +HI(t). (6.7)

The time evolution of the electron-phonon coupled state is obtained by solving

the time-dependent Schrödinger (TDS) equation as given below:

iℏ
d

dt
|ψ(t)⟩S = H|ψ(t)⟩S. (6.8)

Details for the calculation of the density operator and the second-order per-

turbation were described elsewhere [18, 42].

6.2.2 Four-level model and double-sided Feynman diagram of ISRS pro-

cess

Here, let us consider the ISRS process for exciting the coherent phonons in

the electronic ground state [25, 42]. The coherent optical phonons should be

excited by the ISRS process at an off-resonant condition because the energy of

the optical pulses (around 1.5 eV) is well below the direct bandgap (7.3 eV)

of diamond [43, 44]. Figure 6.6 shows the four-level model and double-sided

Feynman diagram of the ISRS process with the |g, 0⟩ → |e, 1⟩ → |g, 1⟩ and

|g, 0⟩ → |e, 0⟩ → |g, 1⟩ transitions. Each transition is represented as path (a)

and path (b) in Fig. 6.6, and the energy of each level is set as shown in Fig. 6.6

(c). The final state |g, 1⟩⟨g, 0| is in the electronic ground state with vibrational

polarization.

In the path (a), |g, 0⟩ changes to |e, 1⟩ at time t′′ via the dipole interaction

with the incident pulse and the electron-phonon coupling. The total interaction

causes the multiplicative coefficient

α

(
µE(t′′)

iℏ

)
= α

(
µE0

iℏ

)
f(t′′)e−iΩt′′. (6.9)
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Fig. 6.6: Schematic of the ISRS process ((a) passes through |e, 1⟩ state and (b) passes through

|e, 0⟩ state) and (c) four-level model. Time flows from the left to the right. The upper side of

the diagram shows an envelope of the optical pulse. Interaction between the optical pulse and

the systems occurs at the time t′′ and t′.

At time between t′′ and t′, the state |e, 1⟩⟨g, 0| has a time evolution factor of

e−
i
ℏ (ϵ+ℏω)(t′−t′′). (6.10)

At time t′, |e, 1⟩ changes to |g, 1⟩ via the dipole interaction with the incident

pulse, the total interaction represents the multiplicative coefficient(
µE∗(t′)

−iℏ

)
=

(
µE0

−iℏ

)
f(t′)eiΩt

′
, (6.11)

because the light goes out from the material system. After time t′, the state

|g, 1⟩⟨g, 0| has a time evolution factor of

e−iω(t−t′). (6.12)

The time evolution of the density matrix for the path (a) is gotten as

ρ1(t : t
′′, t′) = α

(
µE0

ℏ

)2

f(t′′)f(t′)e−i( ϵ
ℏ−Ω)(t′−t′′)e−iω(t−t′′)|g, 1⟩⟨g, 0|.

(6.13)

The density operator ρ1(t) is obtained by integrating ρ1(t : t′′, t′) over t′′ and t′
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as:

ρ1(t) =α

(
µE0

ℏ

)2 ∫ t

−∞
dt′

∫ t′

−∞
dt′′f(t′′)f(t′)e−i( ϵ

ℏ−Ω)(t′−t′′)e−iω(t−t′′)

· |g, 1⟩⟨g, 0|. (6.14)

In the path (b), at the t′′, |g, 0⟩ changes to |e, 0⟩ via the dipole interaction with

the incident pulse, the interaction causes the multiplicative coefficient(
µE(t′′)

iℏ

)
=

(
µE0

iℏ

)
f(t′′)e−iΩt′′. (6.15)

At time between t′′ and t′, the state |e, 0⟩⟨g, 0| has a time evolution factor of

e−
i
ℏϵ(t

′−t′′). (6.16)

At time t′, |e, 0⟩ changes to |g, 1⟩ via the dipole interaction with the incident

pulse and the electron-phonon coupling. The total interaction causes the multi-

plicative coefficient

−α
(
µE∗(t′)

−iℏ

)
= −α

(
µE0

−iℏ

)
f(t′)eiΩt

′
. (6.17)

The ground state harmonic potential shits in the −α direction. After time t′, the

state |g, 1⟩⟨g, 0| has a time evolution factor of

e−iω(t−t′). (6.18)

The time evolution of the density matrix for the path (b) is gotten as

ρ2(t : t
′′, t′) = −α

(
µE0

ℏ

)2

f(t′′)f(t′)e−i( ϵ
ℏ−Ω)(t′−t′′)e−iω(t−t′)|g, 1⟩⟨g, 0|.

(6.19)

The density operator ρ2(t) is obtained by integrating ρ2(t : t′′, t′) over t′′ and t′

as:

ρ2(t) =− α

(
µE0

ℏ

)2 ∫ t

−∞
dt′

∫ t′

−∞
dt′′f(t′′)f(t′)e−i( ϵ

ℏ−Ω)(t′−t′′)e−iω(t−t′)

· |g, 1⟩⟨g, 0|. (6.20)
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The total density matrix ρ(t) is obtained by

ρ(t) = ρ1(t) + ρ2(t) +H.c.. (6.21)

In the case of resonance condition (ϵ/ℏ− Ω = 0), ρ(t) is obtained to be

ρ(t) =α

(
µE0

ℏ

)2 ∫ t

−∞
dt′

∫ t′

−∞
dt′′f(t′′)f(t′)

·
(
e−iω(t−t′′) − e−iω(t−t′)

)
|g, 1⟩⟨g, 0|+H.c.. (6.22)

In the stimulated Raman scattering process, phonons are excited in the elec-

tronic ground state, and the phonon coordinate operator QR is expressed by

QR =

√
ℏ
2ω

(b+ b†). (6.23)

Therefore, the expectation value of the phonon amplitude on the ISRS process

is calculated by

⟨QR(t)⟩ =Tr {QRρ(t)}

=α

(
µE0

ℏ

)2
√

ℏ
2ω

∫ t

−∞
dt′

∫ t′

−∞
dt′′f(t′′)f(t′)

·
(
e−iω(t−t′′) − e−iω(t−t′)

)
(6.24)

=2α

(
µE0

ℏ

)2
√

ℏ
2ω

∫ t

−∞
dt′

∫ t’

−∞
dt′′f(t′′)f(t′)

· (cosω(t− t′′)− cosω(t− t′)) . (6.25)

In the case of off-resonance condition (ϵ/ℏ−Ω ̸= 0), the analytic transformation

of this equation is not possible. In this study, the expectation value of the phonon

amplitude in diamond is calculated by numerical simulation. The details are

described in 6.5 Discussion.

6.3 Coherent control theory for optical phonons

Figure 6.7 shows the double-side Feynman diagrams for ISRS paths on the

double pulse excitation [18]. E1(t) and E2(t) are the electric field of pump 1
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and pump 2. Interaction between the optical pulse and the system occurs at

time t1 and t2. The first diagram (Fig. 6.7 (A)) indicates the path A, in which

the phonons generated by only the pump 1; the electronic excitation and de-

excitation occur within the pulse. Similarly, the phonons are generated by the

only pump 2, which is the path B and shown in the second diagram (Fig. 6.7

(B)). Figures 6.7 (C) and (D) show the path C and D in which the phonons are

excited by both pump 1 and 2. The phonon-excitation and de-excitation are

induced by the pump 1 and pump2, respectively, in the path C and vis versa in

the path D. It should be noted that time t should be enough after the irradiation

of pump 2.

The density operators for the four paths shown in Fig. 6.7 are denoted below.

In the path A, the time-evolution factor and multiplicative coefficient on |g, 0⟩ →

|e, 1⟩ → |g, 1⟩ are gotten as

interaction (t1) : α

(
µE0

iℏ

)
f1(t1)e

−iΩt1, (6.26)

time-evolution (t1 → t2) : e
− i

ℏ (ϵ+ℏω)(t2−t1), (6.27)

interaction (t2) :

(
µE0

−iℏ

)
f1(t2)e

iΩt2, (6.28)

time-evolution (t2 → t) : e−iω(t−t2). (6.29)

The time evolution of density matrix on |g, 0⟩ → |e, 1⟩ → |g, 1⟩ is obtained by

ρ
(1)
A (t : t1, t2) = α

(
µE0

ℏ

)2

f1(t1)f1(t2)e
− i

ℏ (ϵ−ℏΩ)(t2−t1)e−iω(t−t1)|g, 1⟩⟨g, 0|,

(6.30)

where |g, 1⟩ and ⟨g, 0| indicate the state vector for the electronic ground state

with one-phonon state and that with zero-phonon state, respectively. The time-

evolution factor and multiplicative coefficient on |g, 0⟩ → |e, 0⟩ → |g, 1⟩ are
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Fig. 6.7: Diagram of the ISRS paths. Transition occurs by only the pump 1 (A) or the pump

2 (B). (C) and (D) represent the transition occurring by both the pump 1 and pump 2. Time

flows from the left to the right. The upper part of the diagram shows an envelope of the optical

pulse. Interaction between the optical pulse and the system occurs at time t1 and t2. This figure

is obtained from Fig. 1 of the paper, T. Kimata et al., Phys. Rev. B 101, 174301 (2020).
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gotten as

interaction (t1) :

(
µE0

iℏ

)
f1(t1)e

−iΩt1, (6.31)

time-evolution (t1 → t2) : e
− i

ℏϵ(t2−t1), (6.32)

interaction (t2) : −α
(
µE0

−iℏ

)
f1(t2)e

iΩt2, (6.33)

time-evolution (t2 → t) : e−iω(t−t2). (6.34)

The time evolution of density matrix on |g, 0⟩ → |e, 0⟩ → |g, 1⟩ is obtained by

ρ
(2)
A (t : t1, t2) = −α

(
µE0

ℏ

)2

f1(t1)f1(t2)e
− i

ℏ (ϵ−ℏΩ)(t2−t1)e−iω(t−t2)|g, 1⟩⟨g, 0|.

(6.35)

Therefore, the time evolution of density matrix of the path A is represented by

ρA(t) =ρ
(1)
A + ρ

(2)
A +H.c.

=α

(
µE0

ℏ

)2

e−iωt

∫ t

−∞
dt2

∫ t2

−∞
dt1f1(t1)f1(t2)

× e−
i
ℏ (ϵ−ℏΩ)(t2−t1)

(
eiωt1 − eiωt2

)
|g, 1⟩⟨g, 0|+H.c. (6.36)

For the path B, the same process as for the path A occurs in electric field of

pump 2 E2(t); the envelope of pump 1 f1(t) is replaced by that of pump 2 f2(t).

Therefore, the time evolution of density matrix of the path B is represented by

ρB(t) =α

(
µE0

ℏ

)2

e−iωt

∫ t

−∞
dt2

∫ t2

−∞
dt1f2(t1)f2(t2)

× e−
i
ℏ (ϵ−ℏΩ)(t2−t1)

(
eiωt1 − eiωt2

)
|g, 1⟩⟨g, 0|+H.c. (6.37)

Next, path C and path D, which are paths where two interactions occur in

different pump pulses, are described. When the delay between the pump 1 and

pump 2 is very short, the path C and path D are important. In the path C, the

first and second interactions occur at E1(t) and E2(t), respectively. The time-

evolution factor and multiplicative coefficient on |g, 0⟩ → |e, 1⟩ → |g, 1⟩ are
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obtained by

interaction (t1) : α

(
µE0

iℏ

)
f1(t1)e

−iΩt1, (6.38)

time-evolution (t1 → t2) : e
− i

ℏ (ϵ+ℏω)(t2−t1), (6.39)

interaction (t2) :

(
µE0

−iℏ

)
f2(t2)e

iΩt2, (6.40)

time-evolution (t2 → t) : e−iω(t−t2). (6.41)

The time evolution of density matrix on |g, 0⟩ → |e, 1⟩ → |g, 1⟩ is calculated as

ρ
(1)
C (t : t1, t2) = α

(µ
ℏ

)2

E2
0f1(t1)f2(t2)e

− i
ℏ (ϵ−ℏΩ)(t2−t1)e−iω(t−t1)|g, 1⟩⟨g, 0|.

(6.42)

These parameters on |g, 0⟩ → |e, 0⟩ → |g, 1⟩ are also obtained by

interaction (t1) :

(
µE0

iℏ

)
f1(t1)e

−iΩt1, (6.43)

time-evolution (t1 → t2) : e
− i

ℏϵ(t2−t1), (6.44)

interaction (t2) : −α
(
µE0

−iℏ

)
f2(t2)e

iΩt2, (6.45)

time-evolution (t2 → t) : e−iω(t−t2). (6.46)

The time evolution of density matrix ρ(2)C is calculated as

ρ
(2)
C (t : t1, t2) = −α

(
µE0

ℏ

)2

f1(t1)f2(t2)e
− i

ℏ (ϵ−ℏΩ)(t2−t1)e−iω(t−t2)|g, 1⟩⟨g, 0|.

(6.47)

Therefore, the time evolution of density matrix of the path C is represented by

ρC(t) =ρ
(1)
C + ρ

(2)
C +H.c.

=α

(
µE0

ℏ

)2

e−iωt

∫ t

−∞
dt2

∫ t2

−∞
dt1f1(t1)f2(t2)

× e−
i
ℏ (ϵ−ℏΩ)(t2−t1)

(
eiωt1 − eiωt2

)
|g, 1⟩⟨g, 0|+H.c. (6.48)
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For the path D, the excitation and relaxation are induced by the pump 2 and

pump 1, respectively. The density operator of the path D is

ρD(t) =α

(
µE0

ℏ

)2

e−iωt

∫ t

−∞
dt2

∫ t2

−∞
dt1f2(t1)f1(t2)

× e−
i
ℏ (ϵ−ℏΩ)(t2−t1)

(
eiωt1 − eiωt2

)
|g, 1⟩⟨g, 0|+H.c. (6.49)

Therefore, the density operator for all paths, ρ(t), is obtained as

ρ(t) =ρA(t) + ρB(t) + ρC(t) + ρD(t) (6.50)

=α
(µ
ℏ

)2

e−ıωt

∫ t

−∞
dt2

∫ t2

−∞
dt1e

− i
ℏϵ(t2−t1)

(
eiωt1 − eiωt2

)
·
(
E0E0f1(t1)f1(t2)e

−Ω(t2−t1) + E0E0f2(t1)f2(t2)e
−Ω(t2−t1)

+ E0E0f1(t1)f2(t2)e
−Ω(t2−t1) + E0E0f2(t1)f1(t2)e

−Ω(t2−t1)
)

· |g, 1⟩⟨g, 0|+H.c. (6.51)

Here, if (i, j) = (1, 1), (2, 2), (1, 2), (2, 1) corresponds to paths A, B, C, and D,

respectively, the density operator is represented by

ρ(t) =α
(µ
ℏ

)2

e−iωt
2∑

j=1

2∑
k=1

∫ t

−∞
dt2

∫ t2

−∞
dt1Ej(t1)Ek(t2)

× e−
i
ℏϵ(t2−t1)

(
eiωt1 − eiωt2

)
|g, 1⟩⟨g, 0|

+H.c., (6.52)

where E1,2(t) = E0f1,2(t) exp(−iΩt). This density operator is used for the

numerical calculations, in 6.5 Discussion.

6.4 Transient transmittance measurement

6.4.1 Experimental Setup

The coherent optical phonons were investigated using a pump-probe-type

transient-transmission measurement with two pump pulses (Fig. 6.8). The used

laser was a Ti:sapphire oscillator (FEMTOLASERS: Rainbow) operating with
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a repetition rate of 75 MHz. Fig. 6.9 (a) shows the spectrum measured im-

mediately behind the output port, which has peaks at 694, 742, 792, 846 and

896 nm, measured using a USB spectrometer (OceanOptics: USB2000). Fig.

6.9 (b) shows the pulse waveform derived from the five Gaussian peaks. The

pulse width was estimated to be 8.3 fs as full width at half maximum by using

the frequency-resolved autocorrelation measurement (FEMTOLASERS: Fem-

tometer).

Fig. 6.8: Schematic of the experimental setup for coherent control measurements of optical

phonons using the dual pump-probe technique. This setup was used for transient transmis-

sion measurements. Red and black dashed lines represent the optical path and electrical con-

nection, respectively. This figure is obtained from Fig. 1 of the preprint, T. Kimata et al.,

arXiv:1912.12402v1 [physics.optics] 28 Dec 2019.

The output from the Ti:sapphire oscillator was introduced to compensate the

group-velocity dispersion using a pair of chirp mirrors and divided into two

pulses by a beam splitter. One was used as a pump pulse and the other was used

as a probe pulse. The pump pulse was introduced to a scan-delay unit operating
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Fig. 6.9: (a) The measured spectrum of the ultrafast laser pulse (red) and the curve fitting with

five Gaussian peaks (black). The dashed curves are each Gaussian peaks. (b) Electric field

intensity generated from the five Gaussian pulses. The parameters for five Gaussian pulses are

listed in the text. These figures are obtained by modifying Fig. 2 of the paper, T. Kimata et al.,

Phys. Rev. B 101, 174301 (2020).
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at 20 Hz in order to control a delay (t) between pump and probe pulses. The

pump pulse is introduced to a home-made Michelson-type interferometer [45]

to produce a pair of pump pulses (pump 1 and 2). One optical arm of the inter-

ferometer was equipped with an automatic positioning stage (Sigma Tech Co.

Ltd., FS-1050UPX), which moves with a minimum step of 1 nm. The delay

between pump 1 and 2, τ (fs), was controlled by the stage of Michelson in-

terferometer in 0.5 fs steps. The optical interference of pump-pump delay was

detected by a photodiode (PD1).

The probe pulse was picked up by a 95:5 beam splitter to measure the refer-

ence beam intensity at a photodiode (PD2). Thereafter, both pump and probe

pulses were focused on the sample by using an off-axis parabolic mirror. The

transmitted pulse from the sample was detected with a photodiode (PD3). By

applying the opposite bias voltages to PD2 and PD3, we set the balanced de-

tection before the experiment. Its differential signal, amplified with a low-noise

current amplifier (Stanford Research Systems: SR570), was measured by a dig-

ital oscilloscope (Iwatsu: DS5534). To reduce the statistical error, the 32 000

signals were averaged and taken as the measured value. By converting the tem-

poral motion of the scan delay unit to the pump-probe pulse duration, the tem-

poral evolution of the transmittance change ∆T/T0 was obtained. Here we used

the heterodyne detection technique. The powers of the pump 1 and 2 and the

probe were 21.2 mW, 21.3 mW, and 3.1 mW, respectively.

The sample used was a single crystal of diamond with a [100] crystal plane,

which was fabricated by chemical vapor deposition and obtained from EDP

corporation. The type of diamond was intermediate between Ib and IIa and its

size was 5 × 5 × 0.7 mm3. The polarization of the pump and probe pulses were

set along the [110] and [−110] axes, respectively.
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6.4.2 Measurement result

Figure 6.10 is a two-dimensional map of the transient transmittance change

∆T/T0 as a function of the pump1-probe delay (t: horizontal axis) and pump1-

pump2 delay (τ : vertical axis). At the fixed pump1-pump2 delay (τ ), ∆T/T0

shows the sharp peak at delay zero between pump and probe and the successive

oscillation with a frequency of 39.9±0.05 THz, which have been reported in

a previous paper [27]. The oscillation is assigned to the optical phonons in

diamond. On the other hand, at a fixed pump-probe delay (t), ∆T/T0 shows a

rapid oscillation (approximately 380 THz) in addition to the oscillation due to

the optical phonon (approximately 40 THz).

Fig. 6.10: Two-dimensional map of the change in transition intensity with the pump1-probe

delay (t) and pump1-pump2 delay (τ ). This figure is obtained from Fig. 3 of the paper, T.

Kimata et al., Phys. Rev. B 101, 174301 (2020).

The Fourier transformation was performed between 0.5 ps < 1.5 ps along the

pump-probe delay after the irradiation of pump 2 at the each pump-pump delay.

The optical phonon amplitude was obtained by the integration of the Fourier-
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transformed data between 37.5 THz ∼ 42.5 THz, and then plotted against the

pump-pump delay τ in Fig. 6.11 (a). Figure 6.11 (a) shows slow and fast

Fig. 6.11: The amplitude of (a) the controlled oscillation after pump 2 and (b) the optical in-

terference against the pump-pump delay (τ ). The amplitude is normalized using that obtained

after excitation after only pump 1; oscillation between the pump 1 and pump 2 irradiation tim-

ing. This figure is obtained from Fig. 4 of the paper, T. Kimata et al., Phys. Rev. B 101, 174301

(2020).

oscillations, with an oscillational period of approximately 25 and 2.7 fs, respec-

tively. The slow oscillation with a period of approximately 25 fs is observed at

the pump-pump delay τ > 15 fs. This oscillation is consistent with the oscil-

lating function in the range of the pump-pump delay between 230 and 270 fs

in a previous study [27]. The amplitude is enhanced or suppressed at timing of

the pump-pump delay which matches to integer or half-integer multiply of the

phonon oscillation period. This is due to constructive or destructive interference

of coherent phonons. On the other hand, the rapid oscillation with a period of

approximately 2.7 fs is observed at the pump-pump delay τ < 15 fs. This oscil-
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lation continues on the oscillating function of the constructive and destructive

interference of coherent phonons until approximately 80 fs. The rapid oscilla-

tion would be originated by the optical interference of the dual pulses because

the influence of optical interference detected by PD1 (Fig. 6.11 (b)) appeared

in Fig. 6.11 (a).

6.5 Discussion

6.5.1 Pulse shape

In the calculation, we used the optical pulse composed of five Gaussian pulses:

E1(t) =
5∑

k=1

Ek exp

(
− t2

σ2k

)
cos (2π · (Ωk + θt) · t) , (6.53)

where Ek, Ωk, and σk are the ratio of electric-field strengths, the optical fre-

quency, and the pulse width of each component, respectively. The θ is the linear

chirp rating. The electric field of pump 2 is defined asE2(t) = E1(t−τ), where

τ is a delay between pump 1 and pump 2. The parameters were determined by

curve fitting of the measured spectrum with five Gaussian-shape spectrum. The

parameters are shown in Table 6.1. The pulse waveform of Fig. 6.9 (b) was

represented by eq. (6.53) and the parameters.

Table 6.1: The parameters of the optical pulse

Ek Ωk [1/fs] σk [fs]

0.045 0.432 24.16

0.197 0.405 26.18

0.385 0.379 25.42

0.253 0.354 17.61

0.119 0.335 37.45

The chirping effect is also considered to reproduce the actual pulse-envelope.

The first order optical interference is calculated from the electronic field of the
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two pump pluses, shown in Fig. 6.12. Figure 6.12 shows the first order op-

tical interference at the linear chirping rates between 0 and 8×10−4 fs−2. By

comparing with the detected optical interference (Fig. 6.11 (b)), θ was set to

5×10−4 fs−2.

Fig. 6.12: The first order optical interference at each linear chirping rate.

6.5.2 Phonon amplitude

The mean value of the phonon coordinate is obtained by ⟨Q(t)⟩ = Tr{Qρ(t)},

where Q ≡
√
ℏ/2ω(b+ b†) and Tr indicates that the trace should be taken over

the electronic and phonon variables. In this study, the mean value was estimated

by numeric calculation. As described above, the rotating-wave approximation is

not applied due to the large detuning condition (If it is a resonance condition, it
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can be calculated using the rotating-wave approximation as the previous report

[18].).

The calculated phonon amplitude for all paths shown in Fig. 6.13 (b) repre-

sents well the experimental data (Fig. 6.13 (a)). The rapid oscillation with a pe-

riod of approximately 2.7 fs at the pump-pump delay τ < 15 fs is caused by the

optical interference, which is represented by paths C and D. This interference

pattern corresponds well to the optical interference (shown in Fig. 6.11 (b)) and

no electronic-coherence effect, which was reported in the coherent-control ex-

periments on GaAs at resonance conditions [18], has not been observed. On the

other hand, the slow oscillation with a period of approximately 25 fs is caused

by the phonon interference, which is due to the path A and B. In fact, the cal-

culated phonon amplitude via path A and B shows only the slow oscillation as

shown in Fig. 6.13 (c). As already reported [27], the phonon amplitude after

the second pump pulse irradiation is a sum of two sinusoidal functions induced

by each pulse.

6.5.2.1 Chirping effect

In order to investigate the influence of the linear chirping on the phonon am-

plitude, the phonon amplitude at the linear chirp rating of 0 and 5×10−4 fs−2

is calculated by using eq. (6.53). Figure 6.14 shows the phonon amplitude (a)

obtained from the experiment, (b) calculated without the chirp rating, and (c)

calculated with the chirp rating of 5×10−4 fs−2. As described above, the cal-

culated phonon amplitude with the chirp rating of 5×10−4 fs−2 (Fig. 6.14 (c))

represents well the experimental data (Fig. 6.14 (a)). A difference of interfer-

ence pattern between including and non-including the chirp rating (Fig. 6.14

(b)) was observed at the pump1-pump2 delay of 15∼50 fs. It is considered that

the pattern of first-order optical interference seen in Fig. 6.12 just appears on

the phonon interference (Fig. 6.13 (c)) due to large detuning.
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Fig. 6.13: (a) The measured amplitude of the controlled oscillation after pump 2 on the pulse

overlap region. (b) The calculated phonon amplitude for all paths. (c) The calculated phonon

amplitude for path A and path B. These figures are obtained by modifying Fig. 5 of the paper,

T. Kimata et al., Phys. Rev. B 101, 174301 (2020).
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Fig. 6.14: (a) The measured amplitude of the controlled oscillation after pump 2 on the pulse

overlap region. (b) The calculated phonon amplitude without the chirp rating (θ = 0). (c) The

calculated phonon amplitude with the chip rating (θ=5×10−4 fs−2).
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6.5.2.2 Resonance condition

The direct bandgap of diamond is well above the energy of the optical pulse,

the coherent phonons are excited by the ISRS process at off-resonant condi-

tion. Here, the behavior of phonon amplitude at the resonant condition is also

calculated to investigate the electronic coherence effect. The following pa-

rameters were used in this calculation; (Ek, Ωk [1/fs], σk [fs]) =(0.045, 0.432,

28.45),(0.197, 0.405, 30.82), (0.385, 0.379, 29.94), (0.253, 0.354, 20.73), and

(0.119, 0.335, 44.09).

Figure 6.15 shows the phonon amplitude at the pump-pump delay (τ ) of 0

fs, on (a) θ = 0 and (b) θ=0.5/1000 (fs−2). The phonon amplitude at τ = 0

was calculated when the ϵ in the eq. (6.52) was varied from 0 to 7.4 eV. In

both figures, an increase in phonon amplitude between 1∼2 eV is observed. At

energy values higher than about 2 eV, the phonon amplitude becomes smaller as

ϵ increases. This trend would be due to the detuning effect. On the other hand,

an increase in phonon amplitude between 1∼2 eV is considered due to optical

resonance (around 1.5 eV).

Fig. 6.15: The calculated phonon amplitude at τ = 0 against ϵ. The chirp rating is set (a) θ=0

and (b) θ=0.5/1000 (fs−2) in these numerical calculations.

Here, the energy of each pulse is calculated from the five Gaussian-shape

spectrum, and the behavior of the phonon amplitude against the pump-pump
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delay is investigated. The center frequency of the five Gaussian-shape spectrum

is converted to the energy; the parameters are (frequency [THz], energy [eV]) =

(335, 1.38), (354, 1.46), (379, 1.56), (405, 1.67), and (432, 1.79). Figure 6.16

shows the calculated phonon amplitude at ϵ=1.38, 1.46, 1.56, 1.67, and 1.82 eV.

Unlike in the case of ϵ=7.4 eV, the rapid oscillation with a period of ∼ 2.7 fs

was observed even after the optical interference by the pump-pulse overlapping

ended at pump-pump delay > ca. 50 fs (except the eps 1.56 eV in Fig. 6.16

(b)). This would be due to the optical interference appears significantly as an

interference pattern. The interference pattern of the electronic coherence effect

which was reported in the coherent control on GaAs [18] is also observed.

The behavior of the phonon amplitude against pump-pump delay becomes

constant above about 2.5 eV, which is dominated by optical and phonon inter-

ferences; indicating out of resonance condition. This result suggests that it can

be treated as a large detuning case above ca. 2.5 eV.

6.5.2.3 Single Gaussian pulse case

The behavior of the phonon amplitude exited by a single Gaussian pulse is

also investigated. The center frequency and width of the optical pulse are set

375 THz and 8.3 fs, respectively; (Ek, Ωk [1/fs], σk [fs]) =(1, 0.375, 8.3).

Figure 6.17 shows (a) the electronic field intensity generated from the Gaus-

sian curve and (b) the first-order optical interference. The chirping rate is set

θ=0 and 5.0×10−4 fs−2. In comparison to the five Gaussian pulse (Fig. 6.9 (b)

and Fig. 6.12), the interference patterns are not observed at the pulse width at

20∼50 fs and the pump-pump delay at 20∼50 fs in Fig6.17 (a) and (b), respec-

tively. The phonon amplitude of these cases on ϵ=7.4 eV is shown in Fig. 6.17

(c). A slight difference due to the chirping effect was observed at the pump-

pump delay of 10∼15 fs. This difference was also less pronounced than for the

five Gaussian pulse.
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Fig. 6.16: The phonon amplitude calculated at ϵ=1.38, 1.46, 1.56, 1.67, and 1.82 eV. The chirp

rating is set (a) θ=0 and (b) θ=0.5/1000 (fs−2) in these numerical calculations.
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Fig. 6.17: (a) The electronic field intensity generated from the Gaussian curve. (b) The first

order optical interference. (c) The calculated phonon amplitude for single Gaussian pulse.

6.5.3 Dephasing

The challenge for the future is to consider the defects induced by ion irra-

diation in the materials. The simplest approach is to add a dephasing term,

exp(−Γt), to the density matrix. By introducing exp(−Γt), a time-dependent

decay term, into the time evolution factor, relaxation due to lattice defects in the

materials would also be discussed. For example, the time evolution factor on

|g, 0⟩ → |e, 1⟩ → |g, 1⟩ would be written as

e−
i
ℏ (ϵ+ℏω)(t′−t′′)e−Γ(t′−t′′), and e−iω(t−t′)e−Γ(t−t′). (6.54)

6.6 Summary

In Chapter 6, I modified the coherent control theory for optical phonons with-

out using a rotating-wave approximation in order to calculate the large detuning

case such as diamond crystal. In addition, I take the frequency chirping and

non-Gaussian pulse shape into consideration. The coherent control of the am-
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plitude of the 40-THz optical phonons in diamond was demonstrated by using

a pair of infra-red pulses at the pump-pump delay between -10 and 120 fs, and

analyzed by using the modified theory. As a result, the modified theory repro-

duced well the experimental data. The cases of resonance condition and a single

Gaussian pulse were also discussed.

124



References

[1] H.J. Zeiger, J.Vidal, T.K. Cheng, E.P. Ippen, G. Dresselhaus, M.S. Dresselhaus. Theory

for displacive excitation of coherent phonons. Phys. Rev. B 45, 768 (1992).

[2] H. Katsuki, J.C. Delagnes, K. Hosaka, K. Ishioka, H. Chiba, E.S. Zijlstra, M.E. Garcia,

H. Takahashi, K. Watanabe, M. Kitajima, Y. Matsumoto, K.G. Nakamura, K. Ohmori.

All-optical control and visualization of ultrafast two-dimensional atomic motions in a

single crystal of bismuth. Nat. Commun. 4, 2801 (2013).

[3] M. Hase, M. Kitajima, A. M. Constantinescu, H. Petek. The birth of a quasiparticle in

silicon observed in time-frequency space. Nature 426, 51 (2003).

[4] I.H. Lee, K.J. Yee, K.G. Lee, E. Oh, D.S. Kim, Y.S. Lim. Coherent optical phonon mode

oscillations in wurtzite ZnO excited by femtosecond pulses. J. Appl. Phys. 93, 4939

(2003).

[5] W. Albrecht, Th. Kruse, H. Kurz. Time-Resolved Observation of Coherent Phonons in

Superconducting YBa2Cu3O7−δ Thin Films. Phys. Rev. Lett. 69, 1451 (1992).

[6] P. Brumer and M. Shapiro. Control of unimolecular reactions using coherent light. Chem.

Phys. Lett. 126, 541 (1986).

[7] S. A. Rice, D. J. Tannor, R. Kosloff. Coherent pulse sequence induced control of selectiv-

ity of reactions. Exact quantum-mechanical calculations. J. Chem. Soc., Faraday Trans. 2

82, 2423 (1986).

[8] N. F. Scherer, R. J. Carlson, A. Matro, M. Du, A. J. Ruggiero, V. Romero-Rochin, J.

A. Cina, G. R. Fleming, S. A. Rice. Fluorescence‐ detected wave packet interferometry:

Time resolved molecular spectroscopy with sequences of femtosecond phase‐ locked

pulses. J. Chem. Phys. 95, 1487 (1991).

[9] R. Unanyan, M. Fleischhauer, B. W. Shore, K. Bergmann. Robust creation and phase-

sensitive probing of superposition states via stimulated Raman adiabatic passage (STI-

RAP) with degenerated dark states. Opt. Commun. 155, 144 (1998).

125



[10] T. C. Weinacht, J. Ahn, P. H. Bucksbaum. Controlling the shape of a quantum wavefunc-

tion. Nature 397, 233 (1999).

[11] D. Meshulach, Y. Silberberg. Coherent quantum control of two-photon transitions by a

femtosecond laser pulse. Nature 396, 239 (1998).

[12] K. Ohmori, H. Katsuki, H. Chiba, M. Honda, Y. Hagihara, K. Fujiwara, Y. Sato, K. Ueda.

Real-Time Observation of Phase-Controlled Molecular Wave-Packet Interference. Phys.

Rev. Lett. 96, 093002 (2006).

[13] H. Katsuki, H. Chiba, B. Girard, C. Meier, K. Ohmori. Visualizing Picometric Quantum

Ripples of Ultrafast Wave-Packet Interference. Science 311, 1589 (2006).

[14] M.P.A. Branderhorst, P. Londero, P. Wasylczyk, C. Brif, R.L. Kosut, H. Rabitz, I.A.

Walmsley. Coherent Control of Decoherence. Science 320, 638 (2008).

[15] K. Ohmori. Wave-Packet and Coherent Control Dynamics. Annu. Rev. Phys. Chem. 60,

487 (2009).

[16] A. Noguchi, Y. Shikano, K. Toyoda, S. Urabe. Aharonov-Bohm effect in the tunnelling

of a quantum rotor in a linear Paul trap. Nat. Commun. 5, 3868 (2014).

[17] G. Higgins, F. Pokorny, C. Zhang, Q. Bodart, M. Hennrich. Coherent Control of a Single

Trapped Rydberg Ion. Phys. Rev. Lett. 119, 220501 (2017).

[18] K.G. Nakamura, K. Yokota, Y. Okuda, R. Kase, T. Kitashima, Y. Mishima, Y. Shikano,

Y. Kayanuma. Ultrafast quantum-path interferometry revealing the generation process of

coherent phonons. Phys. Rev. B 99, 180301(R) (2019).
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Chapter 7

Conclusion

In the present work, the spectroscopic analyses were performed to clarify the

influence of ion-beam irradiation on the defect and electronic structure of the

carbon materials used as a support for Pt nanoparticles. Prior to the spectro-

scopic analysis, the ORR activity of the Pt nanoparticles was investigated by

electrochemical measurement; we found that the Pt nanoparticles on the Ar+-

irradiated glassy carbon substrates exhibited more than twice as high ORR ac-

tivity as those on non-irradiated one.

The findings of this study are described below.

1. X-ray spectroscopic analysis indicated that the electronic structure origi-

nating from Pt−C interactions with charge transfer from Pt to C changed

due to the introduction of vacancies into the carbon substrates.

2. The phonon correlation length La obtained from the Raman spectrum es-

timated the number of defects interacting with Pt nanoparticles, and indi-

cated that ca. three-point-defects were present at the interface structure

between each 5 nm Pt nanoparticle and the HOPG irradiated with Ar+ at

the fluence of 1.0×1013 ions/cm2.

3. DFT calculation of the Pt cluster on graphite structure with vacancies indi-

cated the lower ϵd value on the multiple vacancies. The Pt nanoparticles on
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the carbon supports with vacancies may exhibit higher ORR activity than

that on carbon supports without vacancies.

4. The quantum mechanical theory of the coherent control of optical phonons

by femtosecond optical pulses was modified for a large detuning condition.

The prospect of revealing the defective structure and electronic state of

carbon materials with ultrafast dynamics has been established.

These results will be discussed comprehensively. The ion-beam-induced lat-

tice defects in carbon support would boost the formation of the Pt−C inter-

actions with charge transfer from Pt to C, and change the electronic structure

of the Pt nanoparticles, resulting in the enhancement of the ORR activity of Pt

nanoparticles. The theoretical model for the coherent control of optical phonons

was also developed, as the first step, in order to elucidate the influence of de-

fects in carbon materials on the ultrafast dynamics. The findings of this study

were concluded as described above.

In this study, the double vacancy and defects in the second layer in the graphite

structure were found to have a significant effect on the electronic structure of

Pt atoms. Therefore, ion-beam irradiation into the carbon support would be a

useful method to manipulate the electronic state of the deposited metal nanopar-

ticles. As a result, the method will contribute to the preparation of novel func-

tional materials.
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Appendix A

Program for numerical calculations

In Appendix A, an example of the python script for numerical calculation

used in Chapter 6 is described. However, the Matlab script is also used in the

calculations in Chapter 6, in addition to the python script example described

below.

A.1 Optical electric field for python
import numpy as np

import matplotlib.pyplot as plt

yy=np.arange(0,3201,1.0)

tt1=np.arange(0,3201,1.0)

yy1=np.arange(0,3201,1.0)

yy2=np.arange(0,3201,1.0)

yy3=np.arange(0,3201,1.0)

yy4=np.arange(0,3201,1.0)

yy5=np.arange(0,3201,1.0)

Y1=np.arange(0,3201,1.0)

[E1,E2,E3,E4,E5]=[0.045,0.197,0.385,0.253,0.119]#peak intensity ratio

[L1,L2,L3,L4,L5]=[0.432,0.405,0.379,0.354,0.335]#optical frequency (1/fs)

[S1,S2,S3,S4,S5]=[28.45,30.82,29.94,20.73,44.09]#pulse width (fs)

chirp=0#chirp rating (non-chirp)
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for i in range(3201):

tt=(i*0.1)-160 #0.1 fs step (-160∼160 fs)

tt1[i]=tt

yy1[i]=E1*np.exp(-tt**2/(S1**2))*np.cos(2*np.pi*(L1+chirp*tt)*tt)

yy2[i]=E2*np.exp(-tt**2/(S2**2))*np.cos(2*np.pi*(L2+chirp*tt)*tt)

yy3[i]=E3*np.exp(-tt**2/(S3**2))*np.cos(2*np.pi*(L3+chirp*tt)*tt)

yy4[i]=E4*np.exp(-tt**2/(S4**2))*np.cos(2*np.pi*(L4+chirp*tt)*tt)

yy5[i]=E5*np.exp(-tt**2/(S5**2))*np.cos(2*np.pi*(L5+chirp*tt)*tt)

Y1[i]=yy1[i]+yy2[i]+yy3[i]+yy4[i]+yy5[i]

plt.plot(tt1,Y1)

Fig. A.1: Calculated electric field of optical pulse.

A.2 Optical interference for python
import numpy as np

from scipy import integrate

import matplotlib.pyplot as plt

yy2=np.arange(0,1000,1.0)

tt2=np.arange(0,1000,1.0)

[E1,E2,E3,E4,E5]=[0.045,0.197,0.385,0.253,0.119]#peak intensity ratio

[L1,L2,L3,L4,L5]=[0.432,0.405,0.379,0.354,0.335]#optical frequency (1/fs)

[S1,S2,S3,S4,S5]=[28.45,30.82,29.94,20.73,44.09]#pulse width (fs)

chirp=0.5/1000 #chirp rating

def Efield(t): #definition of function for electric field of laser pulse
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EE=E1*np.exp(-t**2/(S1**2))*np.cos(2*np.pi*(L1+chirp*t)*t)\

+E2*np.exp(-t**2/(S2**2))*np.cos(2*np.pi*(L2+chirp*t)*t)\

+E3*np.exp(-t**2/(S3**2))*np.cos(2*np.pi*(L3+chirp*t)*t)\

+E4*np.exp(-t**2/(S4**2))*np.cos(2*np.pi*(L4+chirp*t)*t)\

+E5*np.exp(-t**2/(S5**2))*np.cos(2*np.pi*(L5+chirp*t)*t)

return EE

j=1

for j in range(1000):

tau=j*0.1

tt2[j]=tau

def h(t):

return Efield(t)*Efield(t+tau)

c1,c2=integrate.quad(h,-np.infty,np.infty)

yy2[j]=c1

plt.plot(tt2,yy2)

Fig. A.2: Calculated optical interference (θ = 0.5/1000 fs−2).

A.3 Phonon amplitude for python
import numpy as np

import matplotlib.pyplot as plt

[E1,E2,E3,E4,E5]=[0.045,0.197,0.385,0.253,0.119]#peak intensity ratio

[L1,L2,L3,L4,L5]=[0.432,0.405,0.379,0.354,0.335]#optical frequency (1/fs)

[S1,S2,S3,S4,S5]=[28.45,30.82,29.94,20.73,44.09]#pulse width (fs)
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def Efield(t): #definition of function for electric field of laser pulse

EE=E1*np.exp(-t**2/(S1**2))*np.cos(2*np.pi*(L1+chirp*t)*t)\

+E2*np.exp(-t**2/(S2**2))*np.cos(2*np.pi*(L2+chirp*t)*t)\

+E3*np.exp(-t**2/(S3**2))*np.cos(2*np.pi*(L3+chirp*t)*t)\

+E4*np.exp(-t**2/(S4**2))*np.cos(2*np.pi*(L4+chirp*t)*t)\

+E5*np.exp(-t**2/(S5**2))*np.cos(2*np.pi*(L5+chirp*t)*t)

return EE

chirp=0.5/1000 #chirp rating

omega=2*np.pi/25.0 #angular frequency of the phonon (vibration period in fs)

hbar=0.656 #eV*fs

eps=7.4 #band gap of diamond

tau1=0.0 #delay of the 1st pulse

def Fa(y,x,tau2):

FA=Efield(x-tau1)*Efield(y-tau1)*(np.cos(eps/hbar*(y-x))*(np.cos(omega*x)-

np.cos(omega*y))+np.sin(eps/hbar*(y-x))*(np.sin(omega*x)-np.sin(omega*y)))+Efield(x-

tau2)*Efield(y-tau2)*(np.cos(eps/hbar*(y-x))*(np.cos(omega*x)-

np.cos(omega*y))+np.sin(eps/hbar*(y-x))*(np.sin(omega*x)-np.sin(omega*y)))+Efield(x-

tau2)*Efield(y-tau1)*(np.cos(eps/hbar*(y-x))*(np.cos(omega*x)-

np.cos(omega*y))+np.sin(eps/hbar*(y-x))*(np.sin(omega*x)-np.sin(omega*y)))+Efield(x-

tau1)*Efield(y-tau2)*(np.cos(eps/hbar*(y-x))*(np.cos(omega*x)-

np.cos(omega*y))+np.sin(eps/hbar*(y-x))*(np.sin(omega*x)-np.sin(omega*y)))

return FA

def Fb(y,x,tau2):

FB=Efield(x-tau1)*Efield(y-tau1)*(np.cos(eps/hbar*(y-x))*(np.sin(omega*x)-

np.sin(omega*y))-np.sin(eps/hbar*(y-x))*(np.cos(omega*x)-np.cos(omega*y)))+Efield(x-

tau2)*Efield(y-tau2)*(np.cos(eps/hbar*(y-x))*(np.sin(omega*x)-np.sin(omega*y))-

np.sin(eps/hbar*(y-x))*(np.cos(omega*x)-np.cos(omega*y)))+Efield(x-tau2)*Efield(y-

tau1)*(np.cos(eps/hbar*(y-x))*(np.sin(omega*x)-np.sin(omega*y))-np.sin(eps/hbar*(y-

x))*(np.cos(omega*x)-np.cos(omega*y)))+Efield(x-tau1)*Efield(y-tau2)*(np.cos(eps/hbar*(y-

x))*(np.sin(omega*x)-np.sin(omega*y))-np.sin(eps/hbar*(y-x))*(np.cos(omega*x)-

np.cos(omega*y)))

return FB

N=450

YYY=np.arange(0,N,1.0)

tau2=np.arange(0,N,1.0)
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for i in range(N):

tt=(i*0.2)-3.0

tau2=tt

Q1=0

Q2=0

for l in range(1001):

ll = l*0.2-100.0

lll = ll

for k in range (l):

kk = k*0.2-100.0

kkk = kk

Q1 = Q1+Fa(kkk,lll,tau2)

Q2 = Q2+Fb(kkk,lll,tau2)

Y=abs((Q1**2+Q2**2)**(0.5))

YYY[i]=Y

plt.xlim([-3,50])

plt.plot(tau2,YYY)

Fig. A.3: Calculated phonon amplitude (θ = 0.5/1000 fs−2).
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