
論文 / 著書情報
Article / Book Information

題目(和文) 冷却フェルミ気体の輸送的性質の理論研究

Title(English) Transport Properties of Resonant Fermi Gases

著者(和文) 藤井啓資

Author(English) Keisuke Fujii

出典(和文)  学位:博士(理学),
 学位授与機関:東京工業大学,
 報告番号:甲第11878号,
 授与年月日:2021年3月26日,
 学位の種別:課程博士,
 審査員:西田 祐介,笹本 智弘,古賀 昌久,石塚 大晃,上妻 幹旺

Citation(English)  Degree:Doctor (Science),
 Conferring organization: Tokyo Institute of Technology,
 Report number:甲第11878号,
 Conferred date:2021/3/26,
 Degree Type:Course doctor,
 Examiner:,,,,

学位種別(和文)  博士論文

Type(English)  Doctoral Thesis

Powered by T2R2 (Science Tokyo Research Repository)

http://t2r2.star.titech.ac.jp/


Tokyo Institute of Technology

Doctoral Thesis

Transport Properties

of Resonant Fermi Gases

Keisuke Fujii

Department of Physics, Tokyo Institute of Technology

February 13, 2021





Abstract

Owing to their high tunability, ultracold atoms provide versatile platforms for investigating

interacting systems. Here, the quantum statistics of particles is controlled by the choice

of atomic species and the space geometry by the operation of optical lattices. In addition,

the strength of the interparticle interaction can be tuned from weak to strong through the

Feshbach resonance. One of the ultracold atomic systems which take maximum advantage of

this tunability is a two-component Fermi gas near the two-body resonance, which is referred

to as a resonant Fermi gas. Because the interaction is characterized by only one parameter,

the s-wave scattering length, the interaction effect appears only through the scattering length

near the resonance. Thus, the resonant Fermi gas shows universal behaviors independent of

the details of the interaction and forms an ideal example of a strongly correlated quantum

many-body system. This universality and the high tunability connect the study of ultracold

atoms to various other fields of physics.

In particular, a resonant Fermi gas in the unitarity limit, where the scattering length is

tuned to infinity in three dimensions, shows remarkable universality because of the absence

of length scales in the interaction. The emergence of the conformal invariance due to the

absence of length scales is one representative example of the universality in the unitarity

limit. The strong coupling, which is associated with conformality, motivates studies of the

thermodynamic properties and the transport properties. For example, the system achieves an

almost “perfect fluid” in the unitarity limit, where the bulk viscosity vanishes and the shear

viscosity has a remarkably small ratio to the entropy density. Although the strong coupling

leads to intriguing transport properties, it makes the calculations of transport coefficients

difficult.

This thesis investigates the transport properties of two-component Fermi gases near the

two-body resonance in two and three dimensions. We particularly focus on their transport

coefficients, such as the bulk viscosity, the shear viscosity, and the thermal conductivity, for

an arbitrary scattering length. In order to carry out reliable analysis in the strongly correlated

regime, such as near the unitarity limit, we need non-perturbative methods. One of the non-

perturbative methods is to use the conformal symmetry that emerges in the unitarity limit.

The application of this symmetry-based approach to hydrodynamics revealed the vanishing

bulk viscosity in the unitarity limit. Another non-perturbative approach is an expansion

in terms of the fugacity, called the quantum virial expansion. In the high-temperature and

low-density regime, this expansion is valid because the fugacity is small.

First of all, we focus on the bulk viscosity, which characterizes the dissipation caused by an

expansion of the fluid volume. The vanishing bulk viscosity in the unitarity limit is intuitively

understood because the entropy does not change before and after an isotropic expansion of the
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fluid due to no interaction scales. In order to investigate the bulk viscosity for a finite scatter-

ing length, we extend the intuitive understanding of the vanishing bulk viscosity at unitarity

to the case where the scattering length is finite. To do this, we construct hydrodynamics with

a finite and spacetime-dependent scattering length. We show that the spacetime-dependent

scattering length uniquely enters into a viscous term so as to represent the expansion and

contraction of the fluid in both normal and superfluid phases. Consequently, we find that the

entropy production due to the modulation of the scattering length is proportional to the bulk

viscosity. Based on this finding, we propose a novel experimental probe for the bulk viscosity

via the entropy production rate when the scattering length is temporally varied in a uniform

system.

Next, we evaluate the transport coefficients via the Kubo formulas in the quantum virial

expansion. Among the transport coefficients, we first discuss the bulk viscosity. As shown

by our hydrodynamic equations, we can find the bulk viscosity in the dissipation produced

by the varying scattering length. We confirm that the bulk viscosity can be found in the

response to the scattering length from the linear response theory without relying on the

hydrodynamics. We also express the Kubo formula for the bulk viscosity with a response

function of the contact, which is the thermodynamically conjugate quantity to the scattering

length. We then review the evaluation of the bulk viscosity up to the second order in fugacity.

The bulk viscosity calculated from the quantum virial expansion does not fully agree with

the one calculated from the kinetic theory. We point out that this discrepancy is due to a

breakdown of the quasiparticle approximation underlying the kinetic theory at the first order

in fugacity.

Finally, we compute the remaining two transport coefficients, i.e., the shear viscosity and

the thermal conductivity, in the quantum virial expansion. In the calculations of these two

transport coefficients, there is a singularity that reduces the order of the fugacity. We give

an exact microscopic computation for the shear viscosity and the thermal conductivity in the

high-temperature limit by taking into account the singularity. We derive a self-consistent

equation for the vertex function which is needed to obtain the transport coefficients in the

high-temperature limit. In particular, we show that the self-consistent equation is identical to

the linearized Boltzmann equation. In addition to the microscopic theory using the quantum

virial expansion, the kinetic theory has been used as another approach for transport in the

high-temperature limit. Our results provide a direct relation between the two approaches

and provide an interpretation of the kinetic theory in the high-temperature limit from the

microscopic theory.
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Chapter 1

Introduction

1.1 Dilute gases near the Feshbach resonance in ultracold atoms

Ultracold atoms are created by laser cooling and evaporative cooling of an atomic cluster

trapped in a vacuum by magnetic and optical methods [1–3]. By selecting the atomic species

that constitute the cluster, we can create both fermionic and bosonic many-body systems. For

instance, popular atomic species for bosonic systems are 87Rb and 23Na, and for fermionic

systems 40K and 6Li. After evaporative cooling, ultracold atomic gases typically reach a

number density n of about 1012 cm−3 at the center of the trap, with temperatures T of about

50 nK, resulting in ultracold dilute gases.1 For typical experimental conditions, the quantum

degeneracy temperature Tdeg ≡ ℏ2n2/3/(2mkB), where m is the mass of the atoms, is near

or below one microkelvin. Thus, the gases achieve quantum degeneracy and provide ideal

platforms for study of quantum many-body systems.

More importantly, in ultracold atoms, the s-wave scattering length a, which is defined

from the two-body scattering amplitude, can be tuned by applying an external magnetic field

through the Feshbach resonance. The Feshbach resonance occurs when the kinetic energy of

an incoming particle coincides with the binding energy in a closed channel [4]. For ultracold

atoms, we trap atoms with the hyperfine structure and adjust the energy difference between

open and closed channels, causing the Feshbach resonance between the hyperfine states. Be-

cause the energy difference between the hyperfine states can be controlled using an external

magnetic field, we can induce the Feshbach resonances with the magnetic field. In the vicinity

of the resonance, the scattering length a is given by

a = abg

(
1− ∆B

B −B0

)
, (1.1.1)

where the background scattering length abg represents the off-resonant value, ∆B is the

resonance width, and B0 is the resonance position [5]. Fig. 1.1 shows the Feshbach resonances

for a Bose–Einstein condensation of optically trapped 23Na atoms [6]. Fig. 1.1 demonstrates

the tunability of the scattering length, according to Eq. (1.1.1).

The tunability of the scattering length enables a situation where only the scattering length

is relevant to the length scales of the interparticle interaction. For a short-range interaction

1One can see the diluteness of ultracold atoms by comparing the number densities of other systems. For

instance, the number density of an ideal gas at 273.15K (0◦C) and 1 atm is 2.7 × 1019 cm−3. In the same

condition, the number densities of metals are typically about 1022 cm−3.

1
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Figure 1.1: Observation of the magnetically tuned scattering length for a Bose-Einstein con-

densation of optically trapped 23Na atoms using the Feshbach resonance [6]. The horizontal

axis represents the magnetic field, and the resonance occurs at about 907 G. The vertical

axis represents the scattering length normalized to the background scattering length abg = ã,

measured by the expansion after release from the trap. The solid line represents the scattering

length given by Eq. (1.1.1).

at low energies,2 the length scales due to the interaction are given by the scattering length a

and the radius rR of the interaction potential. In addition to the length scales due to the

interaction, the gases have two length scales: the average interparticle distance n−1/3 and the

thermal de Broglie wavelength λT ≡ ℏ
√
2π/(mkBT ). Since the ultracold atomic gases are

cold and dilute, the average interparticle distance and the thermal de Broglie wavelength are

sufficiently larger than the radius rR. Moreover, the absolute value of the scattering length

can be tuned to be sufficiently larger than rR. Therefore, in the vicinity of the resonance, the

gases meet the condition of

rR ≪ n−1/3, λT , |a|. (1.1.2)

In this thesis, we refer to a two-component Fermi gas that satisfies this condition as a resonant

Fermi gas. This condition allows rR to be regarded as zero, which is referred to as the zero-

range limit. In the zero-range limit, the interaction is characterized only by the scattering

length. Because the interaction effects appear only through the scattering length, physical

quantities show a universal behavior independent of the details of the interaction potential.

Furthermore, the interaction strength can be tuned according to the scattering length, which

is a remarkable feature of ultracold atoms [7]. This universality and the tunability of the

2A “short-range” interaction here does not need to decay exponentially, as long as its potential radius is

small. For example, a typical interaction potential has a long-range tail of van der Waals potential r−6, but

with a radius of about 1 nm.
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interaction strength connect the study of ultracold atoms to various fields of physics, such as

high Tc-superconductors, nuclear matter, neutron stars, and quark-gluon plasmas [8, 9].

For example, the tunability enabled the observation of the BCS-BEC crossover [10–15].

The BCS-BEC crossover is the phenomenon in resonant Fermi gases which vary without a

phase transition from the fermionic superfluid described by the Bardeen–Cooper–Schrieffer

theory to the bosonic superfluid of a Bose–Einstein condensate of tightly bound molecules,

along with an increase in the attractive interaction strength between the particles. This

increase in the attractive interaction can be realized by increasing the inverse of the scattering

length, resulting in a free Fermi gas for (kFa)
−1 → −∞ and a free Bose gas for (kFa)

−1 → +∞,

where kF is the Fermi wavevector. Here, the radius rR is assumed to be small kFrR → 0.

Fermionic superfluids with a large scattering length have been suggested to be linked to

nuclear matter [16,17] and high-Tc superconductors [18].

1.2 Thermodynamic properties of resonant Fermi gases

For a mass-balanced two-component, i.e., spin-1/2, Fermi gas with a large scattering length,

which we refer to as a resonant Fermi gas, the free energy F is entirely determined only by

the temperature T , the volume V , the number of particles N , and the scattering length a,

due to the universality. With the help of the dimensional analysis, one can write down the

free energy as

F (T, V,N ; a) = εFNfF (kBT/εF, ℏa/
√
2mεF), (1.2.1)

where εF ≡
(
2π2N/V

)2/3 ℏ2/(2m) is the Fermi energy, and fF is a function of two dimen-

sionless ratios. This function fF is significant in the regime with a large scattering length

because it is responsible for the universality. In particular, at the resonance point, where the

scattering length diverges, the function fF turns into a single-variable function f̃F (kBT/εF)

defined by

f̃F (kBT/εF) ≡ lim
|a|→∞

fF (kBT/εF, ℏa/
√
2mεF). (1.2.2)

The thermodynamic properties are governed by the single-variable function f̃F , just like the

free Fermi gas, although the system is strongly interacting. The thermodynamics at the

resonance point is referred to as the universal thermodynamics [19–21], and the function f̃F
was measured in ultracold atoms experiments [22–24].

The limit with an infinite scattering length is called the unitarity limit because it saturates

the s-wave scattering cross-section to the maximum value allowed by the unitarity condition

of the scattering matrix. A resonant Fermi gas in the unitarity limit, which we refer to

as the unitary Fermi gas, is the most pronounced system for the universality owing to the

absence of length scales in the interaction. The universal thermodynamics is an example of

the universal properties of the unitary Fermi gas. The absence of length scales also makes the

unitary Fermi gas a conformal invariant system, which is another example of the universal

properties [25–27]. The conformal invariance provides insights into some properties of the

unitary Fermi gas in terms of symmetry, as we see later.

Another universal property of the resonant Fermi gases is universal relations that connect

their short-range correlations to thermodynamic properties [28–34]. Because the universal

relations hold for any number of particles, temperature, and scattering length, they offer
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valuable information even in the strongly correlated regime. For example, the wavevector

spectrum has a power-law tail at large |k| as

lim
|k|→∞

|k|4nσ(k) = C (σ =↑, ↓), (1.2.3)

where the spectrum nσ(k) is normalized so that the total number of fermions with spin σ is

given by

Nσ =

∫
dk

(2π)3
nσ(k). (1.2.4)

The origin of the power-law tail lies in the short-range singularity due to the zero-range limit.

Here, C is the coefficient of the tail of the spectrum nσ(k) and is called the contact. The

contact characterizes the short-range correlation because it appears due to the short-range

singularity. On the other hand, the contact is also related to thermodynamic quantities. A

representative example is the adiabatic relation:(
∂F

∂a−1

)
T,V,N

= − ℏ2

4πm
C. (1.2.5)

Eqs. (1.2.3) and (1.2.5) connect the short-range correlations and the thermodynamic quanti-

ties through the contact. The contact plays a central role in the universal relations. While

the contact appears in various thermodynamic quantities originating from Eq. (1.2.5), it also

appears in power-law tails of various physical quantities such as the dynamical structure fac-

tor [35–38] and the viscosity spectral function [36,39], as well as in the wavenumber spectrum.

1.3 Transport properties of resonant Fermi gas

The universality of the resonant Fermi gases appears not only in thermodynamics but also

in transport phenomena. The transport properties can be experimentally investigated from

observations, such as the expansion dynamics after release from the trap [40,41]. The atten-

uation and dissipation in these processes are governed by the shear viscosity η and the bulk

viscosity ζ [42,43]. It has been confirmed that the shear viscosity is remarkably small [44–48],

and the bulk viscosity is zero in the unitarity limit [46]. Because of the small viscosities, the

resonant Fermi gases are said to be an almost “perfect fluid.”

The vanishing bulk viscosity in the unitarity limit can be understood in terms of the

conformal invariance [49]. The bulk viscosity appears as a coefficient of the entropy production

associated with the expansion and contraction of the fluid. In scale-invariant systems, because

of the absence of intrinsic length scales, the entropy of the system does not increase during an

isotropic expansion, where the fluid velocity v(t,x) at point x being v(t,x) = cx with some

constant c. This non-production of the entropy means that the bulk viscosity is zero. The

vanishing bulk viscosity can be seen in the non-damping mode for expansion and contraction.

In particular, the unitary Fermi gas in a harmonic trap has an oscillating mode that expands

and contracts with twice the trap potential frequency, which is called the breathing mode [27,

50, 51]. Conversely, the presence of the bulk viscosity is a signal of the breaking of scale

invariance. For example, the model of the two-dimensional Fermi gases in the zero-range

limit classically has a scale invariance, but the scale invariance is broken by quantum effects,
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which result in the appearance of the scattering length. This breaking can be detected via

the bulk viscosity and was measured from the damping of the breathing mode [52–55].

For the shear viscosity, a conjecture about the ratio of the shear viscosity η to the entropy

density s is of interest [56]. This conjecture is that the ratio η/s should be bounded from

below as
η

s
≥ ℏ

4πkB
. (1.3.1)

This conjecture was originally derived from gravity duals based on string theory and proposed

for relativistic quantum field theories at finite temperature and zero chemical potential. How-

ever, since Eq. (1.3.1) does not involve the speed of light, it was speculated that Eq. (1.3.1)

might be valid even in nonrelativistic systems. This conjecture has motivated the search for

the “perfect fluid” which realizes, or at least comes close to, the lower-bound. In particular,

because a N = 4 supersymmetric Yang-Mills theory in the limit of infinite ’t Hooft coupling

realizes the lower bound of the ratio [57], strongly correlated systems such as the unitary

Fermi gas is expected to realize the “perfect fluid.” In fact, the minimum values of the ratio

η/s was estimated for some fluids: η/s ∼ 25 for H2O, η/s ∼ 8.8 for 4He, η/s ∼ 6.3 for 6Li

at unitarity, and η/s ∼ 5.0 for quark-gluon plasma, with ℏ/(4πkB) as the unit [58, 59]. The

unitary Fermi gas is said to achieve a ratio close to the lower bound. Although there are some

counter-proposals that suggest different lower bounds on the ratio [60–64], it is interesting

that the ratio has a non-zero lower bound, and it is an important problem to derive the lower

bound from the principles of quantum statistical physics. The resonant Fermi gas provides a

research platform for this problem.

1.4 Purposes and outline of this thesis

In this thesis, we investigate transport phenomena of the resonant Fermi gases in two and three

dimensions to understand the universal nature of transport in strongly correlated quantum

many-body systems. We particularly focus on the transport coefficients such as the bulk

viscosity, the shear viscosity, and the thermal conductivity. We perform two studies to discuss

the transport coefficients for an arbitrary scattering length: construction of hydrodynamics

with a spacetime-dependent scattering length [Chapter 3] and evaluation of the transport

coefficients in the quantum virial expansion [Chapthers 4 and 5].

We begin with a review of the universality of the resonant Fermi gas in Chapter 2. Then,

as preparation for calculating the transport coefficients, we review the Kubo formulas for the

transport coefficients [65–68]. Finally, we review the kinetic theory approach to the transport

coefficients in the high-temperature limit [69–75].

In Chapter 3, we focus on the bulk viscosity. As already explained, the bulk viscosity

vanishes in the unitarity limit [49]. This vanishing bulk viscosity at unitarity is intuitively

understood because the entropy is not produced during an isotropic expansion of the fluid

due to no reference scales in interactions. In order to investigate the bulk viscosity for a

finite scattering length, we extend this intuitive understanding of the isotropic expansion

at unitarity to the case where the scattering length is finite. A finite scattering length,

which is the only reference scale in the interaction, characterizes the isotropic expansion

process. Namely, the expansion process is understood as an increase in the fluid volume

relative to the reference volume element a3. This understanding of the expansion as the
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comparison of the volumes suggests that an isotropic expansion of the fluid volume at a fixed

scattering length can be regarded as equivalent to a contraction of the scattering length at a

fixed fluid density. We consider a resonant Fermi gas whose scattering length is modulated

over spacetime to construct hydrodynamic equations that involve this equivalence. One can

realize the spacetime-dependent scattering length by applying a modulated magnetic field

over spacetime because the scattering length is tuned via an external magnetic field [76–78].

We show that the spacetime-dependent scattering length enters the hydrodynamic equations

uniquely so as to represent the expansion and contraction of the fluid in both normal and

superfluid phases. As a consequence of our hydrodynamics, we propose a novel experimental

probe for the bulk viscosity via the entropy density production due to a temporal change in

the scattering length. Also, we find that a leading dissipative correction to the contact density

due to the spacetime-dependent scattering length is proportional to the bulk viscosity.

We calculate the bulk viscosity in Chapter 4 and the shear viscosity and the thermal

conductivity in Chapter 5 using a systematic expansion method whose expansion parameter

is the fugacity z ≡ eµ/(kBT ). Here, T is the temperature, and µ the chemical potential. In the

high-temperature and low-density regime nλdT ≪ 1, the fugacity z is small. Thus, physical

quantities can be expanded systematically in terms of the fugacity. This expansion, which

is called the quantum virial expansion, has been widely used to calculate thermodynamic

quantities because it is valid even in strongly coupled regimes such as near the unitarity

limit [79–88]. The transport coefficients were recently computed via the Kubo formulas in

the quantum virial expansion [39, 89–93]. As reviewed in Chapter 2, the transport coeffi-

cients in the high-temperature limit were calculated using the kinetic theory [69–75]. For the

bulk viscosity, the microscopic results using the quantum virial expansion are not consistent

with the kinetic ones. In contrast, for the shear viscosity and the thermal conductivity, the

microscopic results with an approximate resummation in the quantum virial expansion are

consistent with the kinetic results in the relaxation-time approximation.

In Chapter 4, we calculate the bulk viscosity in the quantum virial expansion. As shown in

Chapter 3, the bulk viscosity can be found in the response of the contact when the scattering

length is varied. We express the Kubo formula for the bulk viscosity with the contact-

contact response function and confirm that the bulk viscosity is found in the response of the

contact to the varying scattering length from the linear response theory. We then review the

computaition of the contact-contact response function up to the second order of the fugacity

and the evaluation of the bulk viscosity. We discuss the computation for the bulk viscosity

using the kinetic theory in the high-temperature limit and show that the kinetic theory is not

capable of computing the bulk viscosity up to the second order of the fugacity.

In the calculations of the shear viscosity and the thermal conductivity, there is a singularity

that reduces the order of the fugacity by one. In Chapter 5, we give an exact microscopic

computation for the shear viscosity and the thermal conductivity in the leading order of the

fugacity by taking into account the singularity. We derive the self-consistent equation for the

vertex function which is needed to obtain the transport coefficients in the high-temperature

limit (or equivalently, in the leading order). Furthermore, we show that the self-consistent

equation is equivalent to the linearized Boltzmann equation, which means that the microscopic

calculations agree with the kinetic calculations without any approximation for the transport

coefficients in the high-temperature limit.
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Finally, in Chapter 6, we conclude this thesis and discuss some remarks on prospects.

In what follows, we set ℏ = kB = 1 and employ the shorthand notations ∂t ≡ ∂/∂t,

∂i ≡ ∂/∂xi and ϕ
←→
∂µψ ≡ [ϕ(∂µψ) − (∂µϕ)ψ]/2 with µ = t or i. Unless otherwise specified,

we assume implicit sums over repeated indices for the subscript of the spatial coordinates as

well as for [vi]
2 ≡ vivi. Also, an integration over a d-dimensional wavevector or momentum

is denoted by
∫
k ≡

∫
dk/(2π)d for the sake of brevity.



Chapter 2

Review for transport of resonant

Fermi gases

In this section, we review three topics in relevance to the transport of the resonant Fermi

gases. We first review the universality of the resonant Fermi gases in Sec. 2.1. We next review

the Kubo formulas for transport coefficients in Sec. 2.2. Sec. 2.3 is devoted to a review of the

kinetic theory approach for the resonant Fermi gases at high temperatures.

2.1 Universality of resonant Fermi gases

For the resonant Fermi gases, we consider a two-component fermionic many-body system,

consisting of spin ↑- and ↓-particles with the same mass m in two and three dimensions.

2.1.1 Two-body scattering

Let us discuss the scattering problem between two particles with different spins in three

dimensions. We discuss the scattering problem in two dimensions later. By focusing on

the relative motion, the problem can be reduced to that of a single particle scattered by a

spherical potential V (|x|). The single-particle problem is described by the three-dimensional

Schrödinger equation given by[
− 1

2mr
∇2 + V (|x|)

]
Ψ(x) = EΨ(x), (2.1.1)

where mr ≡ m/2 denotes the reduced mass and E the scattering energy. To obtain scat-

tering states, we suppose that the energy E is positive and denote it as E = k2/(2mr) with

momentum k > 0 of the incoming particle. Let the radius of the potential be rR, and let the

potential decrease sufficiently in |x| ≫ rR. A boundary condition at infinity imposes that

the wave function is a superposition of the plane wave eikz of the incoming particle and the

outward scattering wave eik|x|/|x|:

Ψ(x)
|x|→∞−−−−→ eikz + fk(Ω)

eik|x|

|x|
, (2.1.2)

where fk(Ω) is the scattering amplitude and Ω the spherical angles of an outgoing direction.

For the spherical potential, the angular momentum ℓ is a good quantum number, so that the

8
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scattering amplitude fk(Ω) can be decomposed into independent partial-wave components as

fk(Ω) =
∞∑
ℓ=0

(2ℓ+ 1)fℓ(k)Pℓ(cos θ), (2.1.3)

where Pℓ(cos θ) denotes the Legendre polynomials and θ is the angle between the incoming

direction (z-axis) and an outgoing direction. The scattering amplitude for the ℓ-th partial

wave can be represented as

fℓ(k) =
1

k cot δℓ(k)− ik
, (2.1.4)

where δℓ(k) is the ℓ-th wave phase shift [94].

If the potential V (|x|) decreases exponentially, the phase shift is expand for small k as

δℓ(k) ∼ k2ℓ+1. (2.1.5)

In reality, the interaction potential between particles is estimated as r−n at large distance, as

in the van der Waals potential r−6. In this case, the phase shift for small k is given by [94,95]

δℓ(k) ∼

{
k2ℓ+1 ℓ < (n− 3)/2,

k4 ℓ ≥ (n− 3)/2.
(2.1.6)

Considering the case of the van der Waals potential n = 6, a low-energy expansion of the

phase shift is given by

k cot δℓ(k) =


−a−1 +

reff
2
k2 +O(k3) ℓ = 0,

O(k−2) ℓ = 1,

O(k−3) ℓ ≥ 2,

(2.1.7)

where a is the s-wave scattering length and reff the effective range. Therefore, at low energies,

the zeroth scattering amplitude fℓ=0(k) is dominant and the scattering amplitude is expressed

as

fk(Ω) = fℓ=0(k) = −
1

a−1 − reff
2
k2 + ik

. (2.1.8)

For further low-energy approximation, we assume that the absolute value of the effective

range is at most about the radius of the potential: |reff| ≲ rR. This assumption is satisfied

experimentally by using atoms whose resonance width ∆B of Eq. (1.1.1) is large, and such

a resonance with a large resonance width is called the broad Feshbach resonance [7]. Under

this assumption, as discussed in Chapter 1, we can ignore the effective range along with the

potential radius when the absolute value of the scattering length is sufficiently larger than

the potential radius. Thus, in the zero-range limit rR → 0, the effective-range term becomes

irrelevant and the scattering amplitude is simply obtained by

fk(Ω) = −
1

a−1 + ik
. (2.1.9)

Since poles of the scattering amplitude on the positive imaginary axis of k correspond to

bound states, there is a bound state with the following binding energy Ebind for a > 0:

Ebind =
k2pole
2mr

= − 1

ma2
( [fkpole(Ω)]

−1 = 0 ). (2.1.10)
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At this point, we can see the universality that the behaviors of the system do not depend

on the details of the interaction potential V (|x|). The scattering amplitude (2.1.9) is expressed

only by the scattering length a, which means that the system shows the same behavior at low

energies even for different interaction potentials as long as the scattering length is the same.

We briefly discuss two-body scattering in two dimensions. In two dimensions, the bound-

ary condition at infinity is given by

Ψ(x)
|x|→∞−−−−→ eikx −

√
i

8πk
fk(θ)

eik|x|√
|x|

. (2.1.11)

For the spherical potential, the scattering amplitude is decomposed into independent partial-

wave components as [8, 96]

fk(θ) =

∞∑
ℓ=0

(2− δℓ,0)fℓ(k) cos(ℓθ). (2.1.12)

The scattering amplitude for the ℓ-th partial wave is expressed by the phase shift δℓ(k) as

fℓ(k) =
−4

cot δℓ(k)− i
= −4eiδℓ(k) sin δℓ(k). (2.1.13)

As in the three-dimensional case, the zeroth partial wave component fℓ=0(k) is dominant at

low energies, and the low-energy expansion of the scattering amplitude is obtained by

fk(θ) = fℓ=0(k) =
−4π

2 ln(ka)− iπ
, (2.1.14)

where a is the scattering length in two dimensions. In two dimensions, the scattering length a

is always positive and the attractive potential with any strength induces a zero-energy bound

state. Also, the scattering amplitude has a pole corresponding to the bound state of the

binding energy Ebind = −1/(ma2), as in the case of three dimensions.

2.1.2 Contact interaction

By virtue of the universality, we can take a simple interaction potential among the potentials

with the scattering length a. According to the zero-range limit, we employ a delta function

potential as the interaction potential, which is called a contact interaction. Then, in the

second-quantized formalism, the Hamiltonian of the two-component fermions in d spatial

dimensions is given by

Ĥ =
∑
σ=↑,↓

∫
dx ψ̂†

σ(x)
−∇2

2m
ψ̂σ(x) +

g

2

∑
σ,ρ

∫
dx ψ̂†

σ(x)ψ̂
†
ρ(x)ψ̂ρ(x)ψ̂σ(x), (2.1.15)

where g is the bare coupling constant between two fermions. Here, the annihilation and

creation operators satisfy the canonical anti-commutation relations

{ψ̂σ(x), ψ̂
†
ρ(y)} = δσρδ

d(x− y),

{ψ̂σ(x), ψ̂ρ(y)} = {ψ̂†
σ(x), ψ̂

†
ρ(y)} = 0.

(2.1.16)
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Let us consider the two-body scattering T -matrix to discuss two-body scattering in this

model. The T -matrix T2(p0,p) obeys the following Lippmann-Schwinger equation:

−iT2(p0,p) = −ig +
1

Ld

∫
dk0
2π

∑
k

(−ig)

× i
p0
2 − k0 − ϵp/2−k + i0+

i
p0
2 + k0 − ϵp/2+k + i0+

(
−iT2(p0,p)

)
,

(2.1.17)

where ϵp ≡ p2/(2m) is the kinetic energy and 0+ denotes an infinitesimal positive real number.

Here, Ld is the volume of the system and we take the infinite-volume limit L−d
∑

k →
∫
k as

needed. From the Lippmann-Schwinger equation, the T -matrix can be written as

T2(p0,p) =
1

g−1 −Πpolar(p0,p)
, (2.1.18)

where Πpolar(p0,p) is the polarization function given by

Πpolar(p0,p) = −i
1

Ld

∫
dk0
2π

∑
k

i
p0
2 − k0 − ϵp/2−k + i0+

i
p0
2 + k0 − ϵp/2+k + i0+

=
1

Ld

∑
k

1

p0 − ϵp/2− 2ϵk + i0+
.

(2.1.19)

This polarization function has a ultraviolet divergence for d = 2, 3. To avoid this divergence,

we employ a dimensional regularization. The polarization function in the infinite-volume limit

is computed as

Πpolar(p0,p) =

∫
k

1

p0 − ϵp/2− k2

m + i0+
= −mΓ(1− d/2)

(4π)d/2
(−m(p0 − ϵp/2)− i0+)d/2−1,

(2.1.20)

where we use the following identities for the gamma function:

Γ(x)Γ(y)

Γ(x+ y)
=

∫ 1

0
ds sy−1(1− s)x−1 = (−1)y

∫ ∞

0
ds

sy−1

(1− s)x+y
. (2.1.21)

In Eq. (2.1.20), the divergence of the polarization function is expressed by that of the gamma

function. The analytic contionuation for the gamma function eliminates the divergence for

d = 3 because of Γ(−1/2) = −2
√
π. Also, the divergence for d = 2 can be avoided by

setting d = 2− δ and expanding the gamma function for an infinitesimally small quantity δ.

Therefore, the T -matrix in the infinite-volume limit is found to be

T2(p0,p) = Ta(p0 − ϵp/2 + i0+), (2.1.22)

where we define the T -matrix in the center-of-mass frame as

Ta(ε+ i0+) =
1

g−1 − m
(d−2)Ωd−1

(−mε− i0+)d/2−1
(2.1.23)

with

Ωd−1 ≡
(4π)d/2

2Γ(2− d/2)
=

{
2π d = 2,

4π d = 3.
(2.1.24)
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The on-shell T -matrix in the center-of-mass frame is related to the scattering amplitude,

−(4π/m)fk(Ω) = Ta(p2/m + i0+) for d = 3 and (1/m)fk(θ) = Ta(p2/m + i0+) for d = 2.

From these relations, we define the scattering length a in d spatial dimensions so that the

pole existing for a > 0 corresponds to the binding energy Ebind = −1/(ma2), and thus we

find
1

g
=

ma2−d

(d− 2)Ωd−1
, (2.1.25)

and

Ta(ε+ i0+) =
Ωd−1

m

d− 2

a2−d − (−mε− i0+)d/2−1

=


1

m

−4π
ln(−ma2ε− i0+)

d = 2,

4π

m

1

a−1 −
√
−mε− i0+

d = 3.

(2.1.26)

Eq. (2.1.25) connects the bare coupling constant g to the scattering length a in the dimensional

regularization.

2.2 Kubo formulas for transport coefficients

In this section, we review the Kubo formulas for transport coefficients, especially viscosity

coefficients. Transport coefficients are defined in hydrodynamics as coefficients for dissipation.

The Kubo formulas are obtained by matching linear responses computed in a microscopic

theory with those computed in hydrodynamics. Our discussion here follows mainly that in

Ref. [68].

2.2.1 Microscopics

Let us first consider a microscopic system that is weakly perturbed by an external field. For

viscosity coefficients, the external field is taken to be a vector potential corresponding to a

fluid velocity. The perturbed Hamiltonian is given by

ĤA(t) =
∑
σ

∫
dx

[D⃗ψσ(x)]
† · [D⃗ψσ(x)]

2m
+ V̂ , (2.2.1)

where D⃗ ≡ ∇ − iA(t,x) is the covariant derivative. Here, the unperturbed Hamiltonian Ĥ

is intended to be a general Hamiltonian, including the one with the contact interaction of

Eq. (2.1.15). The current density operator is defined by

Ĵ A
i (t,x) ≡ −m δĤA(t)

δAi(t,x)
= Ĵi(x)− M̂(x)

Ai(t,x)

m
, (2.2.2)

where M̂(x) and Ĵi(x) is the unperturbed mass density operator and mass current density

operator given by

M̂(x) = m
∑
σ

ψ̂†
σ(x)ψ̂σ(x), Ĵi(x) = −i

∑
σ

ψ̂†
σ(x)
←→
∂i ψ̂σ(x). (2.2.3)



2.2. KUBO FORMULAS FOR TRANSPORT COEFFICIENTS 13

Suppose that at the initial time t = −∞, the external field is zero, i.e., Ai(−∞,x) = 0,

and the density matrix operator is prepared in thermal equilibrium,

ρ̂(−∞) = ρ̂eq =
1

Z
e−β(Ĥ−µN̂), (2.2.4)

with the partition function Z ≡ Tr[e−β(Ĥ−µN̂)]. Then, according to the linear response theory,

the expectation value of the mass current density is given by

Ji(t,x) ≡ Tr[Ĵ A
i (t,x)ρ̂(t)]

= ⟨Ĵ A
i (t,x)⟩+ i

∫ t

−∞
dt′
∫

dx′ ⟨[Ĵi(t,x), Ĵj(t′,x′)]⟩Aj(t
′,x′)

m
+O(A2),

(2.2.5)

where Ô(t,x) ≡ eiĤtÔ(x)e−iĤt is an operator in the Heisenberg picture and ⟨Ô⟩ ≡ Tr[Ôρ̂eq] is
an expectation value at the thermal equilibrium. By setting ⟨M̂(t,x)⟩ =M and ⟨Ĵi(t,x)⟩ =
0, the Fourier components of the expectation value is obtained by

Ji(w,k) ≡
∫ ∞

−∞
dt

∫
dx eiwt−ik·xJi(t,x)

= −
[
Mδij −RJiJj (w,k)

] Aj(w,k)

m
+O(A2),

(2.2.6)

where the response function RAB(w,k) is defined by

RAB(w,k) ≡ i
∫ ∞

0
dt

∫
dx eiwt−ik·x⟨[Â(t,x), B̂(0,0)]⟩. (2.2.7)

Here, w represents a complex frequency with Im[w] > 0. Although w is eventually replaced

by ω + i0+ for a real frequency ω, it is technically helpful to work in the upper-half plane of

the complex frequency w in the process of the computation and to deal with the infinitesimal

imaginary part i0+ at the very end.

2.2.2 Hydrodynamics

Next, we consider the same system in terms of hydrodynamics. Hydrodynamics is a low-energy

effective theory describing long-time and long-distance dynamics for correlated systems and

is valid on scales larger than scales that characterize the thermalization process, such as a

relaxation time and a mean free path. On this scale, the system is considered to be in local

thermal equilibrium, where thermal equilibrium is realized at each point in spacetime, and

local thermodynamic quantities describe the system. Hydrodynamic equations describing the

motion of the local thermodynamic quantities are given in the form of continuity equations

for mass, momentum, and energy [97],

∂tM(t,x) + ∂iJi(t,x) = 0, (2.2.8)

∂tJi(t,x) + ∂jΠij(t,x) =
1

m

[
M(t,x)Ei(t,x) + Jj(t,x)Fij(t,x)

]
, (2.2.9)

∂tH(t,x) + ∂iQi(t,x) =
1

m
Ji(t,x) · Ei(t,x), (2.2.10)

where Πij(t,x) denotes the stress tensor, H(t,x) the energy density, Qi(t,x) the energy

current density. The right-hand sides of these equations represent the external forces due to
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the external vector field as the electric field Ei(t,x) = −∂tAi(t,x) and the magnetic field

Fij(t,x) = ∂iAj(t,x)− ∂jAi(t,x). In order for the hydrodynamic equations to form a set of

closed equations, the conserved charge densities and their current densities are to be expressed

in terms of the local thermodynamic quantities and the fluid velocity vi(t,x). Such equations

for the densities and the current densities are called constitutive relations. The constitutive

relations for normal fluids read

Ji(t,x) =M(t,x)vi(t,x), (2.2.11)

H(t,x) = E(t,x) +M(t,x)

2
[vi(t,x)]

2, (2.2.12)

Πij(t,x) = P(t,x)δij +M(t,x)vi(t,x)vj(t,x)− σij(t,x), (2.2.13)

Qi(t,x) =
[
H(t,x) + P(t,x)

]
vi(t,x)− σij(t,x)vj(t,x) + qi(t,x), (2.2.14)

where E(t,x) is the internal energy density and P(t,x) the pressure. The viscous tensor σij
and the heat flux qi(t,x) are given by

σij(t,x) = η

[
∂ivj(t,x) + ∂jvi(t,x)−

2

d
δij∇ · v(t,x)

]
+ ζδij∇ · v(t,x) (2.2.15)

and

qi(t,x) = −κ∂iT (t,x), (2.2.16)

where T (t,x) is the temperature. Also, η, ζ and κ are transport coefficients, called the

shear viscosity, the bulk viscosity and the thermal conductivity, respectively. We choose the

mass density M(t,x) and the internal energy density E(t,x) as the independent variables

in thermodynamics. Then, the pressure P(t,x) = P(M(t,x), E(t,x)) and the temperature

T (t,x) = T (M(t,x), E(t,x)) are locally determined from the thermodynamic relations. Thus,

Eqs. (2.2.8)–(2.2.16) form a set of closed equations with M(t,x), E(t,x) and vi(t,x) as

independent variables.

To find the mass current density, we solve the hydrodynamic equations for a weak external

field Ai(t,x) by linearizing them. Depending on the weak external field, the thermodynamic

variables slightly deviate from their global equilibrium valuesM and E , and the fluid velocity

is small, all of which are O(A):

δM(t,x) ≡M(t,x)−M, δE(t,x) ≡ E(t,x)− E , vi(t,x) ∼ O(A). (2.2.17)

Then, the hydrodynamic equations are linearized and their spacetime Fourier transformations

are given by

− iwδM(w,k) +Mikivi(w,k) = 0, (2.2.18)

− iwMvi(w,k) + iki

[(
∂P
∂M

)
E
δM(w,k) +

(
∂P
∂E

)
M
δE(w,k)

]
+ ηk2vi(w,k) +

(
ζ +

d− 2

d
η

)
kikjvj(w,k) = iwMAi(w,k)

m
, (2.2.19)

− iwδE(w,k) + iki

(
E + P

)
vi(w,k)

+ κk2

[(
∂T

∂M

)
E
δM(w,k) +

(
∂T

∂E

)
M
δE(w,k)

]
= 0. (2.2.20)
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By eliminating δM(w,k) and δE(w,k), the mass current density up to O(k2) is found to be

Ji(w,k) = −
[
Mδij −Mc2s

kikj
(iw)2

+ η
k2

iw
δij +

(
ζ +

d− 2

d
η

)
kikj
iw

+O(k3)

]
Aj(w,k)

m
+O(A2),

(2.2.21)

where the adiabatic speed of sound cs is defined by

c2s ≡
(
∂P
∂M

)
S/M

=
E + P
M

(
∂P
∂E

)
M

+

(
∂P
∂M

)
E
. (2.2.22)

Here, the themodynamic quantities obey

E + P = TS + µM, dE = TdS + µdM, (2.2.23)

where S is the entropy density and µ the mass chemical potential.

2.2.3 Kubo formulas for viscosity coefficients

By matching the current responses between the microscopic and hydrodynamic descriptions

in Eqs. (2.2.6) and (2.2.21) at low frequencies and wavevectors, we find

−RJiJj (w,k) = −Mc2s
kikj
(iw)2

+ η
k2

iw
δij +

(
ζ +

d− 2

d
η

)
kikj
iw

+O(k3). (2.2.24)

The purpose of this section is to derive the viscosity coefficients by taking the appropriate

limit for this equation.

Kubo’s canonical correlation function

It is useful to represent the response function, not in terms of the conserved charge density,

but in terms of its current density, i.e., the stress tensor, because response functions for

conserved charge densities can have long-range correlations [67, 98]. Using iweiwt = ∂te
iwt,

the temporal integral by parts leads to

iwRJiJj (w,k) = −i
∫ ∞

0
dt

∫
dx eiwt−ik·x⟨[∂tĴi(t,x), Ĵj(0,0)]⟩

− i
∫

dx e−ik·x⟨[Ĵi(0,x), Ĵj(0,0)]⟩.
(2.2.25)

The second term vanishes because the equal-time commutator is computed as [99]

[Ĵi(x), Ĵj(y)] = −i
(
Ĵj(x)∂i + Ĵi(y)∂j

)
δd(x− y). (2.2.26)

Then, using the momentum continuity equation for the unperturbed mass current density

operator,

∂tĴi(t,x) + ∂jΠ̂ij(t,x) = 0, (2.2.27)

with the stress tensor operator Π̂ij(t,x), the response function is further written as

iwRJiJj (w,k) = i

∫ ∞

0
dt

∫
dx eiwt−ik·x⟨[∂kΠ̂ik(t,x), Ĵj(0,0)]⟩ (2.2.28)

= −kk
∫ ∞

0
dt

∫
dx eiwt−ik·x⟨[Π̂ik(t,x), Ĵj(0,0)]⟩. (2.2.29)



16 CHAPTER 2. REVIEW FOR TRANSPORT OF RESONANT FERMI GASES

Furthermore, because of the spacetime translational invariance, the expectation value of the

commutator turns into

⟨[Π̂ik(t,x), Ĵj(0,0)]⟩ = ⟨[Π̂ik(0,0), Ĵj(−t,−x)]⟩ (2.2.30)

= ⟨Π̂ik(0,0)Ĵj(−t,−x)− Π̂ik(0,0)e
−βĤ Ĵj(−t,−x)eβĤ⟩ (2.2.31)

= −
∫ β

0
dτ ∂τ ⟨Π̂ik(0,0)e

−τĤ Ĵj(−t,−x)eτĤ⟩ (2.2.32)

= i

∫ β

0
dτ ⟨Π̂ik(0,0)∂tĴj(−t+ iτ,−x)⟩, (2.2.33)

where the number operator N̂ commutes with the other operators, i.e., eβµN̂ Ôe−βµN̂ = Ô.
By using the momentum continuity equation (2.2.27) again, we arrive at

iwRJiJj (w,k) = −kkkl
∫ ∞

0
dt

∫
dx eiwt−ik·x

∫ β

0
dτ ⟨δΠ̂ik(0,0)δΠ̂jl(−t+ iτ,−x)⟩, (2.2.34)

where δΠ̂ij(t,x) ≡ Π̂ij(t,x)−⟨Π̂ij(t,x)⟩ is introduced to incorporate the boundary contribu-

tion at spatial infinity with the clustering property,

lim
|x|→∞

⟨Π̂ik(0,0)Π̂jl(−t+ iτ,−x)⟩ = lim
|x|→∞

⟨Π̂ik(0,0)⟩⟨Π̂jl(−t+ iτ,−x)⟩. (2.2.35)

Using Kubo’s canonical correlation function [65] defined by

KAB(w,k) ≡
∫ ∞

0
dt

∫
dx eiwt−ik·x

∫ β

0

dτ

β
⟨δÂ(t− iτ,x)δB̂(0,0)⟩, (2.2.36)

the right-hand side of Eq. (2.2.34) can be written simply as

iwRJiJj (w,k) = −βkkklKΠikΠjl
(w,k), (2.2.37)

and thus Eq. (2.2.24) is rewritten as

lim
w→i0+

[
βKΠikΠjl

(w,0)
kkkl
k2

+
Mc2s
iw

kikj
k2

]
= ηδij +

(
ζ +

d− 2

d
η

)
kikj
k2

. (2.2.38)

Kubo formulas

Let us extract the viscosity coefficients from Eq. (2.2.38). Here, the fourth-rank tensor

KΠikΠjl
(w,0) is invariant under the exchange of i ↔ k and j ↔ l by the definition of the

stress tensor and is also invaritnt under the exchange of (ik) ↔ (jl) according to the On-

sager reciprocity. Because of the symmetry of the subscripts and the rotational symmetry,

KΠikΠjl
(w,0) is represented by a linear combination of δijδkl+ δilδjk and δikδjl. By determin-

ing their coefficients to be consistent with Eq. (2.2.38), we find

lim
w→i0+

[
βKΠikΠjl

(w,0) +
Mc2s
iw

δijδkl

]
= η(δijδkl + δilδjk) +

(
ζ − 2

d
η

)
δikδjl, (2.2.39)

where the shear and bulk viscosities are given by

η = lim
w→i0+

βKΠxyΠxy(w,0), (2.2.40)

ζ = lim
w→i0+

[
βKΠΠ(w,0) +

Mc2s
iw

]
, (2.2.41)
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with the trace of the stress tensor Π̂(t,x) ≡ Π̂ii(t,x)/d.

By replacing the complex frequency w with ω + i0+, one can see that the second term of

the bulk viscosity has a peak originating from the gapless sound propagation,

Mc2s
iw
→ Mc2s

i(ω + i0+)
=Mc2s

(
−iP 1

ω
− πδ(ω)

)
, (2.2.42)

where the symbol P stands for the principal value of the integral. The singularity that this

peak brings in the limit of ω → 0 is canceled by the same singularity produced by the first

term. Actually, the two terms can be combined as

βKΠΠ(w,0) +
Mc2s
iw

= βKΠ̃Π̃(w,0), (2.2.43)

where we introduce a modified stress tensor operator ˆ̃Π(t,x) as

ˆ̃Π(t,x) ≡ Π̂(t,x)−
[(

∂P
∂M

)
E
M̂(t,x) +

(
∂P
∂E

)
M
Ĥ(t,x)

]
. (2.2.44)

Here, M̂(t,x) and Ĥ(t,x) are the mass and energy density operators, respectively. In the

operator ˆ̃Π(t,x), the pressure fluctuations that cause sound waves are eliminated from the

trace of the stress tensor operator. Eq. (2.2.43) is derived from the following properties of

the canonical correlation function,

KNO(w,0) = −
1

iw

(
∂⟨O(0)⟩
∂(βµ)

)
β

, KHO(w,0) =
1

iw

(
∂⟨O(0)⟩
∂β

)
βµ

, (2.2.45)

and the thermodynamic relations for ⟨M̂(x)⟩ =M, ⟨Ĥ(x)⟩ = E , and ⟨Π̂(x)⟩ = P. Therefore,
the bulk viscosity is given by

ζ = lim
w→i0+

βKΠ̃Π̃(w,0). (2.2.46)

Eqs. (2.2.40) and (2.2.46) are the Kubo formulas for the viscosity coefficients in Refs. [66,68].

From Kubo’s correlation function to response function

Finally, we rewrite Kubo’s correlation function into the response function. By using iweiwt =

∂te
iwt in Kubo’s correlation function, the temporal integration by parts leads to

βKAB(w,k) =
1

iw

∫ ∞

0
dt

∫
dx ∂te

iwte−ik·x
∫ β

0
dτ ⟨δÂ(t− iτ,x)δB̂(0,0)⟩

= − 1

iw

∫ ∞

0
dt

∫
dx eiwt−ik·x

∫ β

0
dτ ⟨∂tδÂ(t− iτ,x)δB̂(0,0)⟩

− 1

iw

∫
dx e−ik·x

∫ β

0
dτ ⟨δÂ(−iτ,x)δB̂(0,0)⟩.

(2.2.47)

Then, the integral over τ can be rewritten as∫ β

0
dτ ⟨∂tδÂ(t− iτ,x)δB̂(0,0)⟩ = i

∫ β

0
dτ ⟨∂τδÂ(t− iτ,x)δB̂(0,0)⟩

= i⟨[eβĤδÂ(t,x)e−βĤ − δÂ(t,x)]δB̂(0,0)⟩
= −i⟨[δÂ(t,x), δB̂(0,0)]⟩
= −i⟨[Â(t,x), B̂(0,0)]⟩,

(2.2.48)
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so that we obtain

βKAB(w,k) =
RAB(w,k)−

∫ β
0 dτ

∫
dx e−ik·x⟨δÂ(−iτ,x)δB̂(0,0)⟩

iw
. (2.2.49)

According to the Kubo formulas for the viscosity coefficients of Eqs. (2.2.40) and (2.2.46), we

introduce the complex shear viscosity as

η(w) =
RΠxyΠxy(ω + i0+,0)−

∫ β
0 dτ

∫
dx ⟨δΠ̂xy(−iτ,x)δΠ̂xy(0,0)⟩

iw
, (2.2.50)

and the complex bulk viscosity as

ζ(w) =
RΠΠ(ω + i0+,0)−

∫ β
0 dτ

∫
dx ⟨δ ˆ̃Π(−iτ,x)δ ˆ̃Π(0,0)⟩

iw
. (2.2.51)

The viscosity coefficients are given by the real part of the complex viscosities for w → ω+ i0+

in the static limit ω → 0:

η = lim
ω→0

Re[η(ω + i0+)], (2.2.52)

ζ = lim
ω→0

Re[ζ(ω + i0+)]. (2.2.53)

2.2.4 Kubo formula for thermal conductivity

It is necessary for computing the thermal conductivity to apply a temperature gradient to

the system, which produces the heat flux. In the discussion of the viscosity coefficients, we

have introduced the vector potential as an external field corresponding to the fluid velocity.

An external field corresponding to the temperature is introduced as a gravitational potential

because the temperature is coupled with a Hamiltonian in the Boltzmann distribution [68].

By applying the gravitational potential as an external field, the energy current density can

be calculated by both microscopics and hydrodynamics, just as in the case of the viscosities.

By comparing the energy current response, the Kubo formula for the thermal conductivity is

given by

Tκ = lim
w→i0+

βKJ q
xJ q

x
(w,0), (2.2.54)

where Ĵ q
i (t,x) denotes the heat current density operator defined by

Ĵ q
i (t, ,x) = Q̂i(t,x)−

E + P
M

Ĵi(t,x). (2.2.55)

The heat current density is defined by subtracting the current density multiplied by the

enthalpy from the energy current density. In the same way as the viscosity coefficients, the

complex thermal conductivity is introduced as

Tκ(w) =
RJ q

xJ q
x
(w,0)−

∫ β
0 dτ

∫
dx ⟨δĴ q

x (−iτ,x)δĴ q
x (0,0)⟩

iw
, (2.2.56)

and the thermal conductivity is given by

κ = lim
ω→0

Re[κ(ω + i0+)]. (2.2.57)
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2.3 Kinetic theory at high temperatures

This section is devoted to a review of kinetic theory approach to transport for the resonant

Fermi gases at high temperatures [69–73].

2.3.1 Boltzmann equation

The kinetic theory describes collective motions of particles forming a gas with a one-body

distribution function in the phase space. We first consider a simple gas composed of identical

particles. Let us define a one-body distribution function f(t,x,p) so that f(t,x,p)∆x∆p is

the number of particles in a microvolume element ∆x∆p of the (2d)-dimensional phase space

spanned by the coordinates and momentums. The variation of the number of particles in the

volume element is caused by collisions between particles:

d

dt
f(t,x,p) =

(
∂

∂t
f(t,x,p)

)
coll

. (2.3.1)

The left-hand side reads

d

dt
f(t,x,p) =

∂

∂t
f(t,x,p) + ẋi

∂

∂ri
f(t,x,p) + ṗi

∂

∂pi
f(t,x,p), (2.3.2)

where the time derivatives ṙi and ṗi are determined by the canonical equations of motion:

ẋi =
∂E(t,x,p)

∂pi
, ṗi = −

∂E(t,x,p)

∂xi
, (2.3.3)

with the single-particle energy E(t,x,p). For nonrelativistic gases, we suppose that the energy

E(t,x,p) is given by

E(t,x,p) =
p2

2m
+ U(t,x), (2.3.4)

and thus the left-hand side is written as

d

dt
f(t,x,p) =

∂

∂t
f(t,x,p) +

pi
m

∂

∂ri
f(t,x,p) + Fi(t,x)

∂

∂pi
f(t,x,p), (2.3.5)

where U(t,x) is a potential energy and Fi(t,x) ≡ −∂iU(t,x) is its external force.

The left-hand side of Eq. (2.3.1), called the streaming term, is simply written using the one-

body distribution function, as in Eq. (2.3.5), because it is determined by the motion of a single

particle only. On the other hand, the right-hand side, called the collision term, cannot be

strictly described without two- or more-body distribution functions because collision processes

involve multiple particles. The collision term is approximately given by the following form

using the one-body distribution function only:(
∂fp
∂t

)
coll

=

∫
p2,k1,k2

W(k1,k2|p,p2)
[
fk1fk2(1 + cfp)(1 + cfp2)− (1 + cfk1)(1 + cfk2)fpfp2

]
,

(2.3.6)

whereW(k1,k2|p,p2) is the transition rate and fp is the shorthand notation of f(t,x,p). The

transision rate represents the probability that two particles with momenta p and p2 collide

and then have momenta k1 and k2, respectively. Here, c represents statistics of particles:
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c = 0 for classical particles, c = 1 for bosons, and c = −1 for fermions. The time-evolution

equation for f(t,x,p) given by Eqs. (2.3.5) and (2.3.6) is called the Boltzmann equation.

Let us move on to our subject, the resonant Fermi gas. For the resonant Fermi gas, we

need to consider the spin degrees of freedom σ =↑, ↓. We introduce a distribution function

for each spin degree of freedom fσ(t,x,p). The Boltzmann equation for fσ(t,x,p) is given

by

∂

∂t
fσ(t,x,p) +

pi
m

∂

∂ri
fσ(t,x,p) + Fi(t,x)

∂

∂pi
fσ(t,x,p) =

(
∂

∂t
fσ(t,x,p)

)
coll;σ

. (2.3.7)

The streaming term remains in the same form because it is determined by the motion of a

single particle, but the collision term is modified to describe collisions between particles with

different spins:(
∂

∂t
fσ(t,x,p)

)
coll;σ

=

∫
p2,k1,k2

W(k1,k2|p,p2)

×
[
fσ;k1fσ̄;k2(1− fσ;p)(1− fσ̄;p2)− (1− fσ;k1)(1− fσ̄;k2)fσ;pfσ̄;p2

]
,

(2.3.8)

where σ̄ denotes the opposite spin to σ. Because the Boltzmann equations for f↑;p and f↓;p
switch to each other under spin reversal, the distribution functions of both components are

always equal when both f↑;p and f↓;p are equal in an initial state. We consider only such

states, and define f(t,x,p) as f(t,x,p) = f↑(t,x,p) = f↓(t,x,p). Then, the distribution

function f(t,x,p) obeys the same equation as in the case of the simple gas, i.e., Eqs. (2.3.5)

and (2.3.6) with c = −1.
Furthermore, we focus on the high-temperature limit, where the thermal de Broglie wave-

length is sufficiently smaller than the average interparticle distance. In the high-temperature

limit, the collision term can be taken to be that for classical particles (c = 0). Also, the

two-body scattering is dominant in the limit, so that the transition rate is given by

W(k1,k2|p,p2) = |Ta( (k1−k2)2

4m +i0+)|2(2π)d+1δd(k1+k2−p−p2)δ(ϵk1+ϵk2−ϵp−ϵp2), (2.3.9)

where ϵp = p2/(2m) is the kinetic energy and the two-body scattering T -matrix Ta(ε+ i0+)

is given by Eq. (2.1.26):

|Ta( (k1−k2)2

4m + i0+)|2 =


16π2

m2

1

ln2(a2 (k1−k2)2

4 ) + π2
d = 2,

16π2

m2

1

a−2 + (k1−k2)2

4

d = 3.

(2.3.10)

Eventually, the resonant Fermi gas in the high-temperature limit is kinematically described

by the Boltzmann equation for classical particles of Eqs. (2.3.5) and (2.3.6) with c = 0,

employing the transition rate of Eqs. (2.3.9) and (2.3.10).

2.3.2 Properties of the Boltzmann equation

In preparation for the calculations of the transport coefficients, we review the properties of

the Boltzmann equation for the resonant Fermi gas [100].
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Collision invariants and continuity equations

Let us consider the following integral:

Φf (t,x) ≡
∫
p

(
∂fp
∂t

)
coll

φ(p), (2.3.11)

where φ(p) is an arbitrary function of momentum p. From the symmetries of the transision

rate

W(k1,k2|p,p2) =W(k1,k2|p2,p) =W(k2,k1|p,p2) =W(p,p2|k1,k2), (2.3.12)

the integral Φf (t,x) turns into

Φf (t,x) =
1

4

∫
p,p2,k1,k2

W(k1,k2|p,p2)
[
fk1fk2 − fpfp2

](
φ(p) + φ(p2)− φ(k1)− φ(k2)

)
.

(2.3.13)

When φ(p) satisfies

φ(p) + φ(p2) = φ(k1) + φ(k2) (2.3.14)

for any sets of possible momenta in the collision, the integral Φf (t,x) becomes zero for any

distribution function. Eq. (2.3.14) means that the sum of the physical quantity φ(p) of

the two colliding particles is invariant before and after the collision. Therefore, when the

physical quantity φ(p) is a conserved quantity in the collision process, Φf (t,x) is zero. We

assume that conserved quantities in the collision process are only the number of particles,

momentum and energy. The number of particles, momentum and energy correspond to the

following functions:

φ(p) = {1, pi, ϵp}. (2.3.15)

These quantities are called the collision invariants.

By multiplying the Boltzmann equation with the collision invariants and integrating

over p, we can obtain continuity equations

∂tn(t,x) + ∂iji(t,x) = 0, (2.3.16)

m∂tji(t,x) + ∂jΠij(t,x) = n(t,x)Fi(t,x), (2.3.17)

∂tH(t,x) + ∂iQi(t,x) = Fi(t,x)ji(t,x), (2.3.18)

for the number of particles, momentum, and energy. Here, the physical quantities read

n(t,x) = 2

∫
p
f(t,x,p), (2.3.19)

ji(t,x) = 2

∫
p

pi
m
f(t,x,p), (2.3.20)

H(t,x) = 2

∫
p
ϵpf(t,x,p), (2.3.21)

Πij(t,x) = 2

∫
p

pipj
m

f(t,x,p), (2.3.22)

Qi(t,x) = 2

∫
p

pi
m
ϵpf(t,x,p), (2.3.23)

for the number density, number current density, energy density, stress tensor, and energy

current density. Here, the prefactor 2 is the number of spin degrees of freedom.
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H-Theorem and equilibrium distribution

Let us show the H-theorem, one of the most important properties of the Boltzmann equation.

We introduce Boltzmann’s H (t,x) and its current density defined by

H (t,x) ≡
∫
p
f(t,x,p) ln f(t,x,p), (2.3.24)

Hi(t,x) ≡
∫
p

pi
m
f(t,x,p) ln f(t,x,p). (2.3.25)

These quantities satisfy

∂tH (t,x) + ∂iHi(t,x) =

∫
p

(
∂fp
∂t

)
coll

ln f(t,x,p) (2.3.26)

= −1

4

∫
p,p2,k!,k2

W(k1,k2|p,p2)
[
fk1fk2 − fpfp2

]
×
(
ln[fk1fk2 ]− ln[fpfp2 ]

)
. (2.3.27)

Here, the following inequality holds:

(x− y)(lnx− ln y) ≥ 0 for any x, y > 0 , (2.3.28)

where the equality sign applies if, and only if, x = y. Therefore, we obtain

∂tH (t,x) + ∂iHi(t,x) ≤ 0, (2.3.29)

where the equality sign applies if, and only if, f(t,x,p) satisfies

fk1fk2 = fpfp2 , (2.3.30)

for any sets of possible momenta in the collision. The inequality (2.3.29) is called the H-

theorem and is considered to be the molecular counterpart of the law of increasing entropy.

When the equality condition (2.3.30) holds, the collision term is obviously zero. In ad-

dition, when the collision term is zero, the equality condition (2.3.30) is true because the

equality sign of Eq. (2.3.29) holds from Eq. (2.3.26). Therefore, the vanishing collision term

and the equality condition (2.3.30) are equivalent:(
∂fp
∂t

)
coll

= 0 ⇔ fk1fk2 = fpfp2 . (2.3.31)

Here, we define the local thermal equilibrium distribution f eq(t,x,p) so that the collision term

is zero. Then, from the condition (2.3.30), the equilibrium distribution f eq(t,x,p) satisfies

ln f eqk1
+ ln f eqk2

= ln f eqp + ln f eqp2
(2.3.32)

for any sets of possible momenta in the collision. This equation is the same as the condition

for the collision invariants of Eq. (2.3.14). Because the collision invariants are only the

number of particles, momentum and energy, ln f eqp is represented as a linear combination

of the collision invariants. Therefore, the equilibrium distribution is given by the Maxwell–

Boltzmann distribution as

f eq(t,x,p) = exp

[
β(t,x)

(
(p−mv(t,x))2

2m
− µ(t,x)

)]
, (2.3.33)

where β(t,x), vi(t,x), and µ(t,x) correspond to the local inverse temperature, the local

velocity and the local chemical potential, respectively.
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2.3.3 From the Boltzmann equation to hydrodynamics

We derive hydrodynamics from the Boltzmann equation and find the formulas for the trans-

port coefficients [101]. For simplicity, let potential U(t,x) be zero in the following. Let us

expand the distribution function around the local thermal equilibrium,

f(t,x,p) = f eq(t,x,p) + δf(t,x,p). (2.3.34)

The parameters of f eq(t,x,p), i.e., β(t,x), vi(t,x), and µ(t,x), are determined by the match-

ing conditions,

0 =

∫
p
δfp =

∫
p
piδfp =

∫
p
ϵpδfp. (2.3.35)

These conditions impose the coincidence between the conserved quantities calculated using

f(t,x,p) and those calculated using f eq(t,x,p).

Constitutive relations

The continuity equations are given by Eqs. (2.3.16), (2.3.17), and (2.3.18). Substituting the

expansion (2.3.34) into Eqs. (2.3.19)–(2.3.23), the constitutive relations read

n(t,x) = 2

∫
p
f eq(t,x,p) = 2eβ(t,x)µ(t,x)

(
m

2πβ(t,x)

)d/2

, (2.3.36)

ji(t,x) = 2

∫
p

pi
m
f eq(t,x,p) = n(t,x)vi(t,x), (2.3.37)

H(t,x) = 2

∫
p
ϵpf

eq(t,x,p) = E(t,x) + m[vi(t,x)]
2

2
n(t,x), (2.3.38)

Πij(t,x) = 2

∫
p

pipj
m

(
f eq(t,x,p) + δf(t,x,p)

)
(2.3.39)

= P(t,x) +mn(t,x)vi(t,x)vj(t,x)− σij(t,x), (2.3.40)

Qi(t,x) = 2

∫
p

pi
m
ϵp

(
f eq(t,x,p) + δf(t,x,p)

)
(2.3.41)

=
(
H(t,x) + P(t,x)

)
vi(t,x)− σij(t,x)vj(t,x) + qi(t,x), (2.3.42)

with the use of the matching conditions (2.3.35). Here, E(t,x) and P(t,x) are the internal

energy density and the pressure, respectively:

E(t,x) = d

2
P(t,x) = 2

∫
p
ϵpe

−β(t,x)[ϵp−µ(t,x)] =
deβ(t,x)µ(t,x)

β(t,x)

(
m

2πβ(t,x)

)d/2

. (2.3.43)

While f eq(t,x,p) determines the local thermodynamic quantities, the deviation δf(t,x,p)

determines the dissipative terms provided by the viscous tensor σij(t,x) and the heat flux

qi(t,x),

σij(t,x) = −2
∫
p

[pi −mvi(t,x)][pj −mvj(t,x)]
m

δf(t,x,p), (2.3.44)

qi(t,x) = 2

∫
p

pi −mvi(t,x)
m

[p−mv(t,x)]2

2m
δf(t,x,p). (2.3.45)
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Therefore, our problem is to determine the deviation δf(t,x,p) up to the first order of the

derivatives of the velocity and the temperature from the Boltzmann equation, and to compute

the dissipative terms.

Linearized Boltzmann equation

We derive an equation for finding δf(t,x,p) from the Boltzmann equation. With the help of

the thermodynamic relation,

d(βP) = −Edβ + nd(βµ), (2.3.46)

and the zeroth-order hydrodynamic equations, we have(
∂t + vj(t,x)∂j

)
β(t,x) = β(t,x)

(
∂P
∂E

)
n

[∇ · v(t,x)], (2.3.47)(
∂t + vj(t,x)∂j

)
[β(t,x)µ(t,x)] = −β(t,x)

(
∂P
∂n

)
E
[∇ · v(t,x)], (2.3.48)(

∂t + vj(t,x)∂j

)
vi(t,x) = −

∂iP(t,x)
mn(t,x)

. (2.3.49)

Then, the streaming term turns into

∂

∂t
f eqp +

pi
m

∂

∂xi
f eqp = β(t,x)f eqp

[
πij(p)

Vij(t,x)

2
+ π(p)[∇ · v(t,x)]− jqi (p)∂i lnβ(t,x)

]
,

(2.3.50)

with the shear strain rate tensor Vij(t,x),

Vij(t,x) ≡ ∂ivj(t,x) + ∂jvi(t,x)−
2

d
δij [∇ · v(t,x)], (2.3.51)

and

πij(p) =
pipj
m
− p2

dm
δij , (2.3.52)

π(p) =
p2

dm
− ϵp

(
∂P
∂E

)
n

−
(
∂P
∂n

)
E
, (2.3.53)

jqi (p) =

(
ϵp −

E + P
n

)
pi
m
. (2.3.54)

Here, we take the local rest frame that is vi(t,x) = 0 and yet ∂ivj(t,x) ̸= 0. In the high-

temperature limit, from Eq. (2.3.43), we have(
∂P
∂E

)
n

=
2

d
,

(
∂P
∂n

)
E
= 0, (2.3.55)

and thus π(p) is equal to zero.

On the other hand, by substituing the expansion (2.3.34), the collision term is linearized

as (
∂fp
∂t

)
coll

= −β(t,x)f eqp
∫
p2,k1,k2

f eqp2
W(k1,k2|p,p2)

[
ϕp + ϕp2 − ϕk1 − ϕk2

]
= −β(t,x)f eqp eβ(t,x)µ(t,x)Lkin[ϕp],

(2.3.56)
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where we take δfp = β(t,x)f eqp ϕp and introduce the linearized collision operator Lkin. By

combining Eqs. (2.3.50) and (2.3.56), we obtain the linearized Boltzmann equation

πij(p)
Vij(t,x)

2
− jqi (p)∂i lnβ(t,x) = −e

β(t,x)µ(t,x)Lkin[ϕp]. (2.3.57)

According to the form of the left-hand side, we choose ϕp as

ϕp = −e−β(t,x)µ(t,x)

[
φij(p)

Vij(t,x)

2
− φi(p)∂i lnβ(t,x)

]
. (2.3.58)

Then, the linearized Boltzmann equation is separated into equations for the shear strain rate

tensor,

πij(p) = Lkin[φij(p)]

=

∫
p2,k1,k2

e−βϵp2W(k1,k2|p,p2)
[
φij(p) + φij(p2)− φij(k1)− φij(k2)

]
,

(2.3.59)

and for the temperature gradient,

jqi (p) = Lkin[φi(p)]

=

∫
p2,k1,k2

e−βϵp2W(k1,k2|p,p2)
[
φi(p) + φi(p2)− φi(k1)− φi(k2)

]
.

(2.3.60)

We can determine the deviation δfp by solving Eqs. (2.3.59) and (2.3.60) together with the

matching conditions (2.3.35).

Transport coefficients

With the use of δfp = β(t,x)f eqp ϕp, the strain tensor and the heat current density are written

as

σij(t,x) = −2β(t,x)
∫
p
πij(p)f

eq
p ϕp, (2.3.61)

qi(t,x) = 2β(t,x)

∫
p
jqi (p)f

eq
p ϕp, (2.3.62)

in the local rest frame. These dissipative terms in hydrodynamics are given by

σij(t,x) = ηVij(t,x) + ζδij [∇ · v(t,x)], qi(t,x) = −κ∂iT (t,x). (2.3.63)

By substituting Eq. (2.3.58) into Eqs. (2.3.61) and (2.3.62) and comparing them to Eq. (2.3.63),

we find the shear viscosity and the thermal conductivity,

η = 2β

∫
p
e−βϵpπxy(p)φxy(p), (2.3.64)

Tκ = 2β

∫
p
e−βϵpjqx(p)φx(p), (2.3.65)

where the spacetime dependence of the thermodynamic quantities are dropped. In the high-

temperature limit, the bulk viscosity ζ vanishes because ϕp does not have a term proportional

to the bulk strain rate [∇ · v(t,x)] due to π(p) = 0.
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2.3.4 Linearized collision operator

We focus on the shear viscosity and discuss the linearized Boltzmann equation of Eq. (2.3.59).

The following argument can apply to the thermal conductivity as well. The shear viscosity is

obtained from Eq. (2.3.64) using the solution φxy(p) of Eq. (2.3.59).

Inner product

Associated with Eq. (2.3.64), we introduce an inner product as

⟨φ1, φ2⟩ ≡
∫
p
e−βϵpφ1(p)φ2(p), (2.3.66)

where φ1(p) and φ2(p) are arbitrary real functions of p. From the definition, this inner

product satisfies

linearity : ⟨φ, aφ1 + bφ2⟩ = a⟨φ, φ1⟩+ b⟨φ, φ2⟩, (2.3.67)

conjugate symmetry : ⟨φ1, φ2⟩ = ⟨φ2, φ1⟩, (2.3.68)

positivity : ⟨φ, φ⟩ ≥ 0, (2.3.69)

non-degenerate : ⟨φ, φ⟩ = 0 ⇒ φ = 0, (2.3.70)

where φ,φ1, and φ2 are any real functions of p and a and b are any real numbers. With the

use of this inner product, Eq. (2.3.64) is written as

η = 2β⟨πxy, φxy⟩ = 2β⟨Lkin[φxy], φxy⟩. (2.3.71)

Here, the linearized collision operator Lkin is self-adjoint for this inner product,

⟨φ1, Lkin[φ2]⟩ =
1

4

∫
p,p2,k1,k2

e−β(ϵp+ϵp2 )W(k1,k2|p,p2)
[
φ1(p) + φ1(p2)− φ1(k1)− φ1(k2)

]
×
[
φ2(p) + φ2(p2)− φ2(k1)− φ2(k2)

]
= ⟨Lkin[φ1], φ2⟩. (2.3.72)

In particular, the positivity of the transition rate leads to

⟨φ, Lkin[φ]⟩ =
1

4

∫
p,p2,k1,k2

e−β(ϵp+ϵp2 )W(k1,k2|p,p2)
[
φ(p) + φ(p2)− φ(k1)− φ(k2)

]2
≥ 0,

(2.3.73)

which means that the linearized collision operator Lkin is non-negative. The equality sign

holds if and only if φ(p) is the collision invariants. Therefore, the linearized collision operator

Lkin has zero eigenvalue for the collision invariants and positive eigenvalues for the other

eigenfunctions. Because the matching conditions (2.3.35) make the solution φxy(p) orthogonal

to the collision invariants, it can be expressed as

φxy(p) = L−1
kin[πxy(p)], (2.3.74)

where L−1
kin denotes the inverse of the linearized collision operator in the orthogonal comple-

ment space for the collision invariants.
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Relaxation-time approximation

Because the linearized Boltzmann equation is difficult to solve analytically, it is usually solved

by expanding φxy(p) by polynomials. Here, let φtrial
xy (p) be the approximate solution to the

linearized Boltzmann equation. The Schwarz inequality leads to

⟨φtrial
xy , Lkin[φtrial

xy ]⟩⟨φxy, Lkin[φxy]⟩ ≥ ⟨φtrial
xy , Lkin[φxy]⟩2. (2.3.75)

Using this inequality for Eq. (2.3.71), it is possible to evaluate the lower bound of the shear

viscosity as

η ≥ 2β
⟨φtrial

xy , Lkin[φxy]⟩2

⟨φtrial
xy , Lkin[φtrial

xy ]⟩
= 2β

⟨φtrial
xy , πxy⟩2

⟨φtrial
xy , Lkin[φtrial

xy ]⟩
= ηLB. (2.3.76)

The equal sign is true if and only if the trial function φtrial
xy (p) is proportional to the solu-

tion φxy(p).

Here, as the simplest approximation, we take φtrial
xy (p) as

φtrial
xy (p) = eβµτηπxy(p). (2.3.77)

This trial function is a solution when the collision term is approximated to(
∂fp
∂t

)
coll;relax

= −fp − f
eq
p

τη
. (2.3.78)

Employing this collision term is called the relaxation-time approximation, where τη is referred

to as the relaxation time for the shear viscosity. The relaxation time τη is defined so that the

shear viscosity in the relaxation-time approximation ηrelax coincides with the lower bound of

the shear viscosity ηLB. The shear viscosity in the relaxation-time approximation is calculated

as

ηrelax = 2β⟨πxy, eβµτηπxy⟩ = 2βeβµτη⟨πxy, πxy⟩, (2.3.79)

whereas the lower bound ηLB is given as

ηLB = 2β
⟨πxy, πxy⟩

⟨πxy, Lkin[πxy]⟩
⟨πxy, πxy⟩. (2.3.80)

The relaxation time τη is found to be

τη =
⟨πxy, πxy⟩

⟨πxy, eβµLkin[πxy]⟩
, (2.3.81)

and thus the relaxation time is given by the inverse of the expectation value of the linearized

collision operator with πxy(p) corresponding to the shear strain.

2.4 Summary

This chapter devoted to a review of topics related to our study of the resonant Fermi gases.

In Sec. 2.1, we reviewed the universality of the resonant Fermi gases from the perspective of

the two-body scattering. We also introduced the contact interaction model in the second-

quantized formalism to describe the resonant Fermi gas [Eq. (2.1.15)] and derived the two-

body scattering T -matrix [Eq. (2.1.26)]. The T -matrix due to the two-body scattering in
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vacuum plays an important role in the high-temperature limit. In Sec. 2.2, we gave the Kubo

formulas for the transport coefficients [Eqs. (2.2.52), (2.2.53), and (2.2.57)]. We will compute

the transport coefficients in Chapters 4 and 5 via these Kubo formulas. We also introduced

hydrodynamics, which defines the transport coefficients. The formulation of hydrodynamics,

consisting of the continuity equations and the constitutive relations, will be the basis for

extensions of the hydrodynamic equations in Chapter 3. In Sec. 2.3, we gave the kinetic

description of the resonant Fermi gas and derived the computation method for the transport

coefficients using the kinetic theory. The linearized Boltzmann equations of Eqs. (2.3.59) and

(2.3.60) will be derived from the microscopic theory using the quantum virial expansion in

Chapter 5.

The vanishing bulk viscosity in the unitarity limit can be found via the Kubo formula

(2.2.46). In the free and unitarity limit, where the system is conformal invariant, Π̂(t,x) =

2Ĥ(t,x)/d holds [see Eq. (A.1.30) in Appendix A]. Accordingly, the equation of state obeys

P = 2E/d, so that the modified stress tensor ˆ̃Π(t,x) of Eq. (2.2.44) turns into zero. Therefore,

the bulk viscosity is found to be zero in the free and unitarity limit.



Chapter 3

Hydrodynamics with

spacetime-dependent scattering

length

In this chapter, we focus on the bulk viscosity among the transport coefficients. It was shown

that the bulk viscosity vanishes in the unitarity limit because of no interaction scales [49].

The vanishing bulk viscosity at unitarity is intuitively understood because the entropy does

not change before and after an isotropic expansion due to no interaction scales. We extend

this intuitive understanding to the case where the scattering length is finite in order to inves-

tigate the bulk viscosity for a finite scattering length. When the scattering length is finite,

an isotropic expansion of the fluid volume at a fixed scattering length can be regarded as

equivalent to a contraction of the scattering length at a fixed fluid density because there are

no reference scales other than the scattering length in contact interactions. We consider the

resonant Fermi gas whose scattering length is modulated over spacetime to construct hydro-

dynamic equations that involve this equivalence. In Sec. 3.1, we introduce a Hamiltonian with

the spacetime-dependent scattering length and derive operator identities including continuity

equations. Hydrodynamic equations must be consistent with the equations obtained from the

expectation values of the operator identities. We construct constitutive relations for normal

fluids in Sec. 3.2 and for superfluids in Sec. 3.3. In Sec. 3.4, we summarize our findings and

propose possible applications to ultracold atoms.

3.1 Quantum field theory

3.1.1 Spacetime-dependent scattering length for hydrodynamics

In ultracold atoms, the scattering length can be tuned by applying an external magnetic field

via the Feshbach resonance. By modulating the applied magnetic field spatially and tempo-

rally, one can make the scattering length dependent on space and time. To investigate the role

of the spacetime-dependent scattering length in the low-energy dynamics, we employ hydro-

dynamics. Hydrodynamics is a low-energy effective theory for dynamics on scales sufficiently

larger than the scales that characterize the thermalization of the system, such as a relaxation

time and a mean free path. For the hydrodynamics, we suppose that the spacetime modu-

29
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lation of the scattering length is sufficiently smooth. We consider a resonant Fermi gas with

the spacetime-dependent scattering length in d dimensions whose Hamiltonian is provided by

Ĥ(t) =

∫
dx

∑
σ=↑,↓

(
[Diψ̂σ(t,x)]

†[Diψ̂σ(t,x)]

2m
−At(t,x)ψ̂

†
σ(t,x)ψ̂σ(t,x)

)

+
g(t,x)

2

∑
σ,ρ

ψ̂†
σ(t,x)ψ̂

†
ρ(t,x)ψ̂ρ(t,x)ψ̂σ(t,x)

]
,

(3.1.1)

where the coupling constant g(t,x) is connected to the scattering length in the dimensional

regularization via Eq. (2.1.25):

1

g(t,x)
=
ma(t,x)2−d

(d− 2)Ωd−1
. (3.1.2)

Here, we employ the Heisenberg picture, and Dµ ≡ ∂µ − iAµ(t,x) is the covariant derivative

and an external gauge field Aµ(t,x) is introduced for generality. The temporal component

At(t,x) represents the trapping potential, whereas the vector potential Ai(t,x) appears in

noninertial frames.

3.1.2 Continuity equations

The annihilation and creation operators obey the equal-time anti-commutation relations

{ψ̂σ(t,x), ψ̂
†
τ (t,y)} = δστδ

d(x− y),

{ψ̂σ(t,x), ψ̂τ (t,y)} = {ψ̂†
σ(t,x), ψ̂

†
τ (t,y)} = 0.

(3.1.3)

The time-evolution equation for ψ̂σ(t,x) is obtained by the Heisenberg equation of motion:

i∂tψ̂σ(t,x) = [ψ̂σ(t,x), Ĥ(t)]

=

[
−DiDi

2m
−At(t,x) + g(t,x)

∑
τ

ψ̂†
τ (t,x)ψτ (t,x)

]
ψ̂σ(t,x).

(3.1.4)

This equation is invariant under the gauge transformation of

ψσ(t,x)→ eiχ(t,x)ψ̂σ(t,x), Aµ(t,x)→ Aµ(t,x) + ∂µχ(t,x). (3.1.5)

We can write the continuity equations for the mass, momentum, and energy. The mass,

momentum, and energy density operators are defined by

M̂(t,x) = m
∑
σ

ψ̂†
σ(t,x)ψ̂σ(t,x), (3.1.6)

Ĵi(t,x) = −i
∑
σ

ψ̂†
σ(t,x)

←→
Diψ̂σ(t,x), (3.1.7)

Ĥ(t,x) =
∑
σ

[Diψ̂σ(t,x)]
†[Diψ̂σ(t,x)]

2m
+
g(t,x)

2

∑
σ,ρ

ψ̂†
σ(t,x)ψ̂

†
ρ(t,x)ψ̂ρ(t,x)ψ̂σ(t,x).

(3.1.8)
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The continuity equations can be straightforwardly derived from the Heisenberg equation

(3.1.4) and are given by

∂tM̂(t,x) + ∂iĴi(t,x) = 0, (3.1.9)

∂tĴi(t,x) + ∂jΠ̂ij(t,x) = Fit(t,x)
M̂(t,x)

m
+ Fij(t,x)

Ĵj(t,x)
m

− ∂ia(t,x)

Ωd−1a(t,x)d−1

Ĉ(t,x)
m

,

(3.1.10)

∂tĤ(t,x) + ∂iQ̂i(t,x) = Fit(t,x)
Ĵi(t,x)
m

+
∂ta(t,x)

Ωd−1a(t,x)d−1

Ĉ(t,x)
m

, (3.1.11)

where Fµν(t,x) ≡ ∂µAν(t,x) − ∂νAµ(t,x) denotes the field strength tensor and the right-

hand sides of the momentum and energy continuity equations represent the external forces

and powers supplied by Aµ(t,x) and a(t,x). The stress tensor Π̂ij(t,x), the energy current

density Q̂i(t,x), and the contact density Ĉ(t,x) are defined by

Π̂ij(t,x) =
∑
σ

[Diψ̂σ(t,x)]
†[Djψ̂σ(t,x)] + [Djψ̂σ(t,x)]

†[Diψ̂σ(t,x)]

2m

+ δij

[
g(t,x)

2

∑
σ,τ

ψ̂†
σ(t,x)ψ̂

†
ρ(t,x)ψ̂ρ(t,x)ψ̂σ(t,x)−

∂i∂i
4m

(∑
σ

ψ̂†
σ(t,x)ψ̂σ(t,x)

)]
,

(3.1.12)

Q̂i(t,x) =
∑
σ

[Diψ̂σ(t,x)]
†[DjDjψ̂σ(t,x)]− [DjDjψ̂σ(t,x)]

†[Diψ̂σ(t,x)]

4im2

+
g(t,x)

im

∑
σ,τ

ψ̂†
σ(t,x)

(
ψ̂†
ρ(t,x)

←→
Diψ̂ρ(t,x)

)
ψ̂σ(t,x), (3.1.13)

Ĉ(t,x) = m2g(t,x)2

2

∑
σ,τ

ψ̂†
σ(t,x)ψ̂

†
ρ(t,x)ψ̂ρ(t,x)ψ̂σ(t,x). (3.1.14)

The contact obtained by integrating the contact density Ĉ(t,x) over the whole space is the

important quantity in the universal relations of the resonant Fermi gases [29].

In addition to the continuity equations, the trace of the stress tensor satisfies

Π̂ii(t,x) = 2Ĥ(t,x) + Ĉ(t,x)
mΩd−1a(t,x)d−2

− d

4m2
∂i∂iM̂(t,x). (3.1.15)

In the unitarity limit, the divergence of the scattering length results in Eq. (3.1.15) without

the second term on the right-hand side, which represents the nonrelativistic counterpart of the

traceless condition for conformality (see Appendix A). The second term represents conformal

symmetry breaking due to the scattering length. Here, we note that the stress tensor operator

(3.1.12) is not unique. One can add any term ∆̂ij(t,x) satisfying ∂j∆̂ij(t,x) = 0 to the stress

tensor operator without changing the form of the continuity equation for the momentum. For

example, by modifying the stress tensor to

Π̂ij(t,x) → Π̂ij(t,x)−
d

d− 1

(
δij∂k∂k − ∂i∂j

)M̂(t,x)

4m2
, (3.1.16)

the last term is eliminated. This ambiguity, however, has no effect within the hydrodynamics

up to first order in derivatives and is irrelevant to our discussion below.
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3.2 Hydrodynamics for normal fluids

3.2.1 Constitutive relations

To move on to hydrodynamics, we define the expectation values for the operators as

O(t,x) ≡ Tr
[
ρ̂Ô(t,x)

]
, (3.2.1)

where the density matrix operator ρ̂ is arbitrary but independent of time because we work in

the Heisenberg picture. Then, Eqs. (3.1.9), (3.1.10), and (3.1.11) lead to

∂tM(t,x) + ∂iJi(t,x) = 0, (3.2.2)

∂tJi(t,x) + ∂jΠij(t,x) = Fit(t,x)
M(t,x)

m
+ Fij(t,x)

Jj(t,x)
m

− ∂ia(t,x)

Ωd−1a(t,x)d−1

C(t,x)
m

,

(3.2.3)

∂tH(t,x) + ∂iQi(t,x) = Fit(t,x)
Ji(t,x)
m

+
∂ta(t,x)

Ωd−1a(t,x)d−1

C(t,x)
m

. (3.2.4)

These are the continuity equations in the hydrodynamics. Also, the operator identity (3.1.15)

leads to

Πii(t,x) = 2H(t,x) + C(t,x)
mΩd−1a(t,x)d−2

+O(∂2). (3.2.5)

Hydrodynamics requires constitutive relations that express the physical quantities in terms

of fluid variables in order for the continuity equations to form a set of closed equations. Here,

the fluid variables are the local thermodynamic quantities and the fluid velocity vi(t,x). The

constitutive relations for normal fluids read

Ji(t,x) =M(t,x)vi(t,x), (3.2.6)

H(t,x) = E(t,x) +M(t,x)

2
vi(t,x)

2, (3.2.7)

Πij(t,x) = P(t,x)δij +M(t,x)vi(t,x)vj(t,x)− σ(a)ij (t,x), (3.2.8)

Qi(t,x) =
[
H(t,x) + P(t,x)

]
vi(t,x)− σ(a)ij (t,x)vj(t,x) + q

(a)
i (t,x), (3.2.9)

for the momentum density, the energy density, the stress tensor, and the energy current

density, respectively. Here, E(t,x) is the internal energy density and P(t,x) is the pressure,

while σ
(a)
ij (t,x) and q

(a)
i (t,x) are the dissipative corrections to the stress tensor and the energy

current density, respectively. If the scattering length is uniform over space and time, these

constitutive relations have to return to Eqs. (2.2.11)–(2.2.14). Therefore, only the derivatives

of the scattering length can be added to Eqs. (2.2.11)–(2.2.14), and the dissipative terms

σ
(a)
ij (t,x) and q

(a)
i (t,x) can contain the derivatives of the sattering length in addition to the

usual ones.1

The constitutibe relation for the contact density C(t,x) is obtained by substituting the

constitutive relations for the energy density and the stress tensor of Eqs. (3.2.7) and (3.2.8)

1Note that the conserved charge densities do not have dissipative corrections, including the derivatives of

the scattering length. This is because the conserved charge densities match the local thermodynamic quantities

in the fluid rest frame vi(t,x) = 0. That is, Ji(t,x) = 0 and H(t,x) = E(t,x) hold in the fluid rest frame.
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into Eq. (3.2.5):

C(t,x)
mΩd−1a(t,x)d−2

= dP(t,x)− 2E(t,x)− σ(a)ii (t,x) +O(∂2). (3.2.10)

Here, we introduce the contact density in local thermal equilibrium as

Ceq(t,x)
mΩd−1a(t,x)d−2

≡ dP(t,x)− 2E(t,x), (3.2.11)

which is understood as the local extension of one of the universal relations known as the

pressure relation [28, 29]. With the use of Ceq(t,x), the constitutive relation for the contact

density is written as

C(t,x) = Ceq(t,x)−mΩd−1a(t,x)
d−2σ

(a)
ii (t,x) +O(∂2). (3.2.12)

3.2.2 Entropy production

To determine the dissipative corrections of σ
(a)
ij (t,x) and q

(a)
i (t,x), let us discuss entropy

production. The entropy density S(t,x) is introduced as

E(t,x) + P(t,x) = T (t,x)S(t,x) + µ(t,x)M(t,x), (3.2.13)

where T (t,x) and µ(t,x) are the local temperature and the local mass chemical potential,

respectively. We chooseM(t,x) and E(t,x) as the independent variables of thermodynamics

and regard the entropy density as a function ofM(t,x), E(t,x), and a(t,x). With the help

of the dimensional analysis, the entropy density is written as

S(t,x) = a(t,x)−dfS(a(t,x)
dM(t,x)/m, ma(t,x)d+2E(t,x)), (3.2.14)

where fS(θ1, θ2) is a function of two dimensionless ratios. Using this expression, we obtain

the derivative of S(t,x) with respect to a(t,x) as

a(t,x)
∂S(t,x)
∂a(t,x)

= −dS(t,x) + dM(t,x)
∂S(t,x)
∂M(t,x)

+ (d+ 2)E(t,x)∂S(t,x)
∂E(t,x)

= −dS(t,x) + dM(t,x)

(
−µ(t,x)
T (t,x)

)
+ (d+ 2)E(t,x)

(
1

T (t,x)

)
= −dP(t,x)− 2E(t,x)

T (t,x)
.

(3.2.15)

Together with Eq. (3.2.11), we obtain

T (t,x)
∂S(t,x)
∂a(t,x)

= − Ceq(t,x)
mΩd−1a(t,x)d−1

, (3.2.16)

which is the local extension of one of the universal relations known as the adiabatic relation [28,

29]. The total differential of S(t,x) is given by

T (t,x)dS(t,x) = dE(t,x)− µ(t,x)dM(t,x)− Ceq(t,x)
mΩd−1a(t,x)d−1

da(t,x). (3.2.17)

Since the derivatives of the entropy density are related to the derivatives of the other

conserved charge densities by Eq. (3.2.17), the continuity equations for the other conserved
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charge quantities lead to the continuity equation for the entropy, called the entropy production

equation,

∂tS(t,x) + ∂i

[
S(t,x)vi(t,x) +

q
(a)
i (t,x)

T (t,x)

]
=

Φ(t,x)

T (t,x)
. (3.2.18)

Here, the dissipation function Φ(t,x) is given by

Φ(t,x) = −q(a)i (t,x)
∂iT (t,x)

T (t,x)
+ σ

(a)
ij (t,x)∂ivj(t,x)

− σ(a)ii (t,x)
[
∂t ln a(t,x) + vk(t,x)∂k ln a(t,x)

]
+O(∂3).

(3.2.19)

We then impose the second law of thermodynamics in local thermal equilibrium, i.e., the

entropy production rate is non-negative for arbitrary field configurations of T (t,x), vi(t,x),

and a(t,x). Then, the dissipative corrections up to first order in derivatives are found to be

q
(a)
i (t,x) = −κ(t,x)∂iT (t,x) +O(∂2), (3.2.20)

σ
(a)
⟨ij⟩(t,x) = η(t,x)Vij(t,x) +O(∂2), (3.2.21)

σ
(a)
ii (t,x) = dζ(t,x)V (a)(t,x) +O(∂2), (3.2.22)

and

κ(t,x) ≥ 0, η(t,x) ≥ 0, ζ(t,x) ≥ 0, (3.2.23)

where the traceless part of the viscous term is introduced as

σ
(a)
⟨ij⟩(t,x) = σ

(a)
ij − δij

σkk(t,x)

d
. (3.2.24)

Here, Vij(t,x) is the usual shear strain rate tensor defined by Eq. (2.3.51), but

V (a)(t,x) ≡ ∂kvk(t,x)− d
[
∂t ln a(t,x) + vk(t,x)∂k ln a(t,x)

]
(3.2.25)

is the bulk strain rate tensor modified by the spacetime-dependent scattering length. The

transport coefficients, κ(t,x), η(t,x), and ζ(t,x), depend on space and time because they

are locally specified byM(t,x), E(t,x) and a(t,x), Substituting these dissipation corrections

into Eq. (3.2.19), the dissipation function results in

Φ(t,x) = κ(t,x)
[∂iT (t,x)]

2

T (t,x)
+
η(t,x)

2
[Vij(t,x)]

2 + ζ(t,x)[V (a)(t,x)]2 +O(∂3). (3.2.26)

Thus, the second law of thermodynamics is satisfied.

We can see that the dissipation function has a term involving the spacetime-dependent

scattering length as

Φ(t,x) ∼ ζ(t,x)

a(t,x)2
[∂ta(t,x)]

2 ∼ ζ(t,x)a(t,x)2
(
∂t

1

a(t,x)

)2

. (3.2.27)

In order for such terms to be non-divergent, the bulk viscosity must vanish at the least as

ζ(t,x) ∼ a(t,x)2 for a(t,x)→ 0 (3.2.28)

and

ζ(t,x) ∼ 1

a(t,x)2
for

1

a(t,x)
→ 0, (3.2.29)

assuming that the hydrodynamics is applicable in both limits. In particular, the latter be-

havior is consistent with the vanishing bulk viscosity of the unitary Fermi gas in a normal

phase [46,49,74,89–91].
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3.3 Hydrodynamics for superfluids

3.3.1 Superfluid velocity

We can construct the hydrodynamic equations for superfluids in a similar way. The hydro-

dynamics for superfluids is given by Landau’s two-fluid model [97]. In the two-fluid model,

there is a superfluid component, whose velocity is microscopically defined by

ui(t,x) ≡
∂iθ(t,x)−Ai(t,x)

m
, (3.3.1)

in addition to the normal fluid component. Here, θ(t,x) is the condensate phase normalized

so as to transform as θ(t,x)→ θ(t,x) + χ(t,x) under the U(1) gauge transformation (3.1.5).

The time derivative of ui(t,x) can be written formally as

∂tui(t,x) + ∂i

(
[uj(t,x)]

2

2
+ ν(t,x)

)
=
Fit(t,x)

m
, (3.3.2)

where ν(t,x) is defined by

ν(t,x) ≡ −∂tθ(t,x)−At(t,x)

m
− [ui(t,x)]

2

2
. (3.3.3)

This quantity ν(t,x) is a scalar under the Galilean transformation and corresponds to the mass

chemical potential if the system is uniform over space and time [26]. In the hydrodynamics,

Eq. (3.3.2) is regarded as the time-evolution equation for ui(t,x), and ν(t,x) is given by the

constitutive relation,

ν(t,x) = µ(t,x) + µ′(a)(t,x), (3.3.4)

where µ(t,x) is the local chemical potential and µ′(a)(t,x) is its dissipative correction.

3.3.2 Constitutive relations

The two-fluid model hasM(t,x), E(t,x), vi(t,x), and ui(t,x) as independent variables. The
time evolution for these eight variables is described by the continuity equations of Eqs. (3.2.2),

(3.2.3), and (3.2.4), and the time-evolution equation of Eq. (3.3.2). Here, the continuity

equations remain the same because they follow from the operator identities. The constitutive

relations is modified due to the presence of the superfluid velocity, and read

M(t,x) =Mn(t,x) +Ms(t,x), (3.3.5)

Ji(t,x) =Mn(t,x)vi(t,x) +Ms(t,x)ui(t,x), (3.3.6)

H(t,x) = E(t,x) + Ji(t,x)ui(t,x)−
M(t,x)

2
[ui(t,x)]

2, (3.3.7)

Πij(t,x) = P(t,x)δij +Mn(t,x)vi(t,x)vj(t,x) +Ms(t,x)ui(t,x)uj(t,x)− σ(a)ij (t,x),

(3.3.8)

Qi(t,x) =
[
H(t,x) + P(t,x)

]
vi(t,x)−

[
µ(t,x) +

1

2
[uj(t,x)]

2

]
Ms(t,x)wi(t,x)

− σ(a)ij (t,x)vj(t,x)− µ′(a)(t,x)Ms(t,x)wi(t,x) + q
(a)
i (t,x), (3.3.9)
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for the mass density, the momentum density, the energy density, the stress tensor, and the

energy current density, respectively. Here, Mn(t,x) and Ms(t,x) are the normal fluid and

superfluid components of the total mass density, and wi(t,x) is the relative velocity between

the two components:

wi(t,x) ≡ vi(t,x)− ui(t,x). (3.3.10)

Because one cannot take an inertial frame in which the velocities of both components are zero

simultaneously in general, the thermodynamics of a superfluid phase is considered in a rest

frame of ui(t,x) = 0. In such a frame, the relative velocity appears in the thermodynamic

relations: (
∂S(t,x)
∂M(t,x)

)
E,Mnwi,a

= −µ(t,x)
T (t,x)

, (3.3.11)(
∂S(t,x)
∂E(t,x)

)
M,Mnwi,a

=
1

T (t,x)
, (3.3.12)(

∂S(t,x)
∂[Mn(t,x)wi(t,x)]

)
M,E,a

= −wi(t,x)

T (t,x)
, (3.3.13)

where the entropy density S(t,x) is provided by

P(t,x) + E(t,x)−Mn(t,x)[wi(t,x)]
2 = T (t,x)S(t,x) + µ(t,x)M(t,x). (3.3.14)

The constitutive relation for the contact density C(t,x) is obtained by substituting the

constitutive relations for the energy density and the stress tensor of Eqs. (3.3.7) and (3.3.8)

into Eq. (3.2.5):

C(t,x)
mΩd−1a(t,x)d−2

= dP(t,x)− 2E(t,x) +Mn(t,x)[wi(t,x)]
2 − σ(a)ii (t,x) +O(∂2). (3.3.15)

We introduce the contact density in local thermal equilibrium as

Ceq(t,x)
mΩd−1a(t,x)d−2

≡ dP(t,x)− 2E(t,x) +Mn(t,x)[wi(t,x)]
2, (3.3.16)

which is the pressure relation for the two-fluid model. With the use of Ceq(t,x), the consti-

tutive relation for the contact density is written as

C(t,x) = Ceq(t,x)−mΩd−1a(t,x)
d−2σ

(a)
ii (t,x) +O(∂2). (3.3.17)

3.3.3 Entropy production

We regard the entropy density as a function ofM(t,x), E(t,x),Mn(t,x)wi(t,x), and a(t,x).

With the help of the dimensional analysis, the entropy density is written as

S(t,x) = a(t,x)−dfS(a(t,x)
dM(t,x)/m, ma(t,x)d+2E(t,x), a(t,x)d+1Mn(t,x)wi(t,x)),

(3.3.18)
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where fS(θ1, θ2, θ3) is a function of three dimensionless ratios. Using this expression, we

obtain the derivative of S(t,x) with respect to a(t,x) as

a(t,x)
∂S(t,x)
∂a(t,x)

= −dS(t,x) + dM(t,x)
∂S(t,x)
∂M(t,x)

+ (d+ 2)E(t,x)∂S(t,x)
∂E(t,x)

+ (d+ 1)Mn(t,x)wi(t,x)
∂S(t,x)

∂[Mn(t,x)wi(t,x)]

= −dP(t,x)− 2E(t,x) +Mn(t,x)[wi(t,x)]
2

T (t,x)
.

(3.3.19)

Together with Eq. (3.3.16), we obtain

T (t,x)
∂S(t,x)
∂a(t,x)

= − Ceq(t,x)
mΩd−1a(t,x)d−1

, (3.3.20)

which is the adiabatic relation for the two-fluid model. For the two-fluid model, the total

differential of S(t,x) is given by

T (t,x)dS(t,x) = dE(t,x)− µ(t,x)dM(t,x)

− wi(t,x)d[Mn(t,x)wi(t,x)]−
Ceq(t,x)

mΩd−1a(t,x)d−1
da(t,x).

(3.3.21)

We can calculate the continuity equation for the entropy by using the continuity equations

and the constitutive relations, and obtain the following entropy production equation:

∂tS(t,x) + ∂i

[
S(t,x)vi(t,x) +

q
(a)
i (t,x)

T (t,x)

]
=

Φ(t,x)

T (t,x)
, (3.3.22)

where the dissipation function Φ(t,x) is given by

Φ(t,x) = −q(a)i (t,x)
∂iT (t,x)

T (t,x)
+ σ

(a)
ij (t,x)∂ivj(t,x)

− σ(a)ii (t,x)
[
∂t ln a(t,x) + vk(t,x)∂k ln a(t,x)

]
+ µ′(a)(t,x)∂i

[
Ms(t,x)wi(t,x)

]
+O(∂3).

(3.3.23)

We impose the second law of thermodynamics in local thermal equilibrium, i.e., the en-

tropy production rate is non-negative for arbitrary field configurations of T (t,x), vi(t,x),

Ms(t,x)wi(t,x), and a(t,x). Then, the dissipative corrections up to first order in derivatives

are found to be

q
(a)
i (t,x) = −κ(t,x)∂iT (t,x) +O(∂2), (3.3.24)

σ
(a)
⟨ij⟩(t,x) = η(t,x)Vij(t,x) +O(∂2), (3.3.25)

σ
(a)
ii (t,x) = dζ1(t,x)∂i[Ms(t,x)wi(t,x)] + dζ2(t,x)V

(a)(t,x) +O(∂2), (3.3.26)

µ′(a)(t,x) = ζ3(t,x)∂i

[
Ms(t,x)wi(t,x)

]
+ ζ4(t,x)V

(a)(t,x) +O(∂2), (3.3.27)

and

κ(t,x) ≥ 0, η(t,x) ≥ 0, ζ2(t,x) ≥ 0, ζ3(t,x) ≥ 0, ζ2(t,x)ζ3(t,x) ≥ ζ1(t,x)2.
(3.3.28)
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where Vij(t,x) and V
(a)(t,x) are the shear and bulk strain rate tensors defined by Eqs. (2.3.51)

and (3.2.25), respectively. Because of the Onsager reciprocity, we have ζ1(t,x) = ζ4(t,x).

The transport coefficients, κ(t,x), η(t,x), ζ1(t,x), ζ2(t,x), and ζ3(t,x), depend on space

and time because they are locally specified byM(t,x), E(t,x),Mn(t,x)wi(t,x), and a(t,x).

Substituting these dissipation corrections into Eq. (3.3.23), the dissipation function results in

Φ(t,x) = κ(t,x)
[∂iT (t,x)]

2

T (t,x)
+
η(t,x)

2
[Vij(t,x)]

2 + 2ζ1(t,x)V
(a)(t,x)∂i[Ms(t,x)wi(t,x)]

+ ζ2(t,x)[V
(a)(t,x)]2 + ζ3(t,x)

(
∂i[Ms(t,x)wi(t,x)]

)2
+O(∂3). (3.3.29)

Thus, the second law of thermodynamics is satisfied.

We can see that the dissipation function has terms involving the spacetime-dependent

scattering length as

Φ(t,x) ∼ ζ1(t,x)

a(t,x)
[∂ta(t,x)] +

ζ2(t,x)

a(t,x)2
[∂ta(t,x)]

2

∼ ζ1(t,x)a(t,x)
(
∂t

1

a(t,x)

)
+ ζ2(t,x)a(t,x)

2

(
∂t

1

a(t,x)

)2

.

(3.3.30)

In order for such terms to be non-divergent, the bulk viscosity must disappear at the least as

ζ1(t,x) ∼ a(t,x), ζ2(t,x) ∼ a(t,x)2 for a(t,x)→ 0 (3.3.31)

and

ζ1(t,x) ∼
1

a(t,x)
, ζ2(t,x) ∼

1

a(t,x)2
for

1

a(t,x)
→ 0, (3.3.32)

assuming that the hydrodynamics is applicable in both limits. In particular, the latter behav-

iors are consistent with the vanishing bulk viscosities of the unitary Fermi gas in a superfluid

phase [49,102,103].

3.4 Summary

Hydrodynamics is a low-energy effective theory describing long-time and long-distance physics

of correlated systems out of thermal equilibrium. The hydrodynamic equations are provided

by the continuity equations and the constitutive relations, which form a set of closed equa-

tions. In this chapter, we constructed the hydrodynamic equations including the spacetime-

dependent scattering length as an external field. We showed that it not only appears ex-

plicitly as an external source of the momentum and energy continuity equations [Eqs. (3.2.3)

and (3.2.4)], but also enters the constitutive relations through the modified bulk strain rate

tensor [Eq. (3.2.25)] in both normal and superfluid phases. The expression of the modified

bulk strain rate tensor can be understood intuitively from the equivalence between ∂kvk(t,x)

and −d∂t ln a(t,x) = −[∂ta(t,x)d]/a(t,x)d. Because the interaction has no scale other than

the scattering length, the expansion (contraction) rate of the fluid volume represented by

∂kvk(t,x) is equivalent to the contraction (expansion) rate of the volume element a(t,x)d

represented by −[∂ta(t,x)d]/a(t,x)d. Furthermore, to ensure the Galilean invariance, the

time derivative term ∂t ln a(t,x) has to be accompanied by vk(t,x)∂k ln a(t,x) so as to form

the material derivative ∂t+vk(t,x)∂k. As a result, the spacetime-dependent scattering length
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is added to the original bulk strain rate tensor ∂kvk(t,x) in the form of Eq. (3.2.25). Because

the isotropic expansion of the fluid volume is associated with a scale transformation, we can

also derive the modified bulk strain tensor in terms of the Galilean and conformal symmetries,

as detailed in Appendix B.

Finally, we summarize the physical implications to be extracted from our findings. As

already shown in Eqs. (3.2.29) and (3.3.32), the vanishing bulk viscosities in the unitarity

limit can be reproduced in both normal and superfluid phases [46, 49, 74, 89–91, 102, 103]. In

addition, let us consider for brevity the case where the scattering length depends only on

time and varies slowly in a uniform system at rest. From the constitutive relations and the

dissipative corrections, i.e., Eqs. (3.2.12) and (3.2.22) for the normal phase and Eqs. (3.3.17)

and (3.3.26) for the superfluid phase, the contact density is obtained as

C(t) = Ceq(t) + d2mΩd−1ζ(t)a(t)
d−3ȧ(t) +O(ȧ2), (3.4.1)

where ζ(t) for the normal phase should be replaced with ζ2(t) for the superfluid phase. Here,

the time variation of the scattering length does not cause the fluid velocity in a uniform

system. The continuity equation for the energy further leads to

Ḣ(t) = Ceq(t)
mΩd−1a(t)d−1

ȧ(t) + d2
ζ(t)

a(t)2
ȧ(t)2 +O(ȧ3). (3.4.2)

Similarly, Eqs. (3.2.26) and (3.3.29) prove that the entropy density is produced as

T (t)Ṡ(t) = d2
ζ(t)

a(t)2
ȧ(t)2 +O(ȧ3). (3.4.3)

The energy and entropy densities have the contributions proportional to the bulk viscosity due

to the time-dependent scattering length. We will confirm Eqs. (3.4.1)–(3.4.3) microscopically

by employing the linear response theory in Chapter 4. These results of Eqs. (3.4.1)–(3.4.3)

may be useful as a novel probe to measure the bulk viscosity in ultracold atom experiments.2

For example, when the scattering length is periodically modulated as

a(t)−1 = δb sin(ωt), (3.4.4)

the entropy production can be expressed as

T (t)Ṡ(t) = ζ ′(t) (dωδb)2 cos2(ωt) +O(ω3, δb3), (3.4.5)

where, according to Eqs. (3.2.29) and (3.3.32), we define ζ ′(t) as the coefficient of the tail of

the bulk viscosity in the unitarity limit,

ζ ′(t) ≡ ζ(t)a(t)2. (3.4.6)

In the unitarity limit, the bulk viscosity itself vanishes, but ζ ′(t) is supposed to be finite and

the modulated scattering length may be useful to measure it.

2A uniform system can be realized experimentally, for example, by using an optical box trap [104].



Chapter 4

Bulk viscosity in the quantum virial

expansion

In this chapter, we compute the bulk viscosity of the resonant Fermi gas. To perform a reliable

computation in the strongly correlated regime, such as the unitarity limit, we employ the

quantum virial expansion as a non-perturbative method. In Sec. 4.1, we review the quantum

virial expansion and specifically calculate the thermodynamic quantities of the resonant Fermi

gas. In Sec. 4.2, we first derive the Kubo formula for the bulk viscosity expressed by the

contact-contact response function and confirm that the bulk viscosity appears in the response

of the contact to a variation of the scattering length from the viewpoint of the linear response

theory. We next review the bulk viscosity calculation via the Kubo formula in the quantum

virial expansion [89–91]. Then, we compare the obtained bulk viscosity with that derived in

the kinetic theory and discuss the origin of the discrepancy between them. This chapter is

concluded by a summary in Sec. 4.3.

4.1 Quantum virial expansion

At high temperatures, where nλdT ≪ 1 holds for the particle number density n and the thermal

de Broglie wavelength λT ≡
√
2π/(mT ), correlations between particles are effectively weak.

As already discussed, the resonant Fermi gas has three length scales: the average interparticle

distance n−1/d, the thermal de Broglie wavelength λT , and the scattering length a. All of

them are sufficiently larger than the other length scales of the interaction potential, which

are typically represented by the radius of the interaction rR. In the quantum virial expansion

for the resonant Fermi gas, we consider a regime in which the gas meets the condition of

rR ≪ λT ≪ n−1/d, rR ≪ a, (4.1.1)

which is referred to as the high-temperature regime.

4.1.1 Formulation

Physical quantities in thermal equilibrium are calculated from the expectation values in the

grand canonical ensemble:

⟨Ô⟩ ≡ 1

Z
Tr
[
e−β(Ĥ−µN̂)Ô

]
, (4.1.2)

40
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where Z is the grand canonical partition function provided by

Z = Tr
[
e−β(Ĥ−µN̂)

]
, (4.1.3)

with the inverse temperature β = T−1 and the chemical potential µ. The trace can be

decomposed into each particle number sector as

Tr
[
e−β(Ĥ−µN̂)Ô

]
=

∞∑
N=0

TrN

[
e−β(Ĥ−µN̂)Ô

]
=

∞∑
N=0

zN TrN

[
e−βĤÔ

]
, (4.1.4)

where TrN denotes the trace restricted to the N -body sector and z ≡ eβµ is the fugacity. At

high temperatures with a fixed number of particles, the chemical potential µ diverges to −∞,

so that the fugacity becomes small z ≪ 1 and it plays the role of an expansion parameter.

Then, the expectation value can be expanded in terms of z as

⟨Ô⟩ = z⟨Ô⟩(1) + z2⟨Ô⟩(2) +O(z3), (4.1.5)

with

⟨Ô⟩(1) = Tr1

[
e−βĤÔ

]
, (4.1.6)

⟨Ô⟩(2) = Tr2

[
e−βĤÔ

]
− Tr1

[
e−βĤÔ

]
Tr1

[
e−βĤ

]
, (4.1.7)

where the zero particle sector is obviously Tr0[e
−βĤ ] = 1 and the physical quantity Ô is

supposed to be zero in vacuum: Tr0[e
−βĤÔ] = 0. This expansion is called the quantum virial

expansion [105], which is valid in the high-temperature regime. The low-order coefficients for

the fugacity can be computed from few-body problems.

4.1.2 Matsubara formalism

To discuss specific calculations in the quantum virial expansion, we introduce the Matsubara

formalism. We consider a resonant Fermi gas in d spatial dimensions whose Hamiltonian is

given by

Ĥ =
∑
σ=↑,↓

∫
dx ψ̂†

σ(x)
−∇2

2m
ψ̂σ(x) +

∑
σ,ρ

∫
dx

g

2
ψ̂†
σ(x)ψ̂

†
ρ(x)ψ̂ρ(x)ψ̂σ(x). (4.1.8)

Here, we employ the Schrödinger picture, and the annihilation and creation operators obey

the canonical anti-commutation relations,

{ψ̂σ(x), ψ̂
†
ρ(y)} = δσρδ

d(x− y),

{ψ̂σ(x), ψ̂ρ(y)} = {ψ̂†
σ(x), ψ̂

†
ρ(y)} = 0.

(4.1.9)

In the dimensional regularization, the bare coupling constant g is related to the scattering

length a as in Eq. (2.1.25):
1

g
=

ma2−d

(d− 2)Ωd−1
, (4.1.10)

with Ωd−1 ≡ (4π)d/2/2Γ(2− d/2) = 2π, 4π for d = 2, 3.
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For the Matsubara formalism, we introduce the imaginary-time representation of an op-

erator Ô as

Ô(τ) ≡ eτ(Ĥ−µN̂)Ôe−τ(Ĥ−µN̂), (0 ≤ τ ≤ β). (4.1.11)

Using the annihilation and creation operators in the imaginary-time representation, we define

the single-particle Green function as

Gσσ′(τ,x; τ ′,x′) ≡ −⟨Tτ ψ̂σ(τ,x)ψ̂
†
σ′(τ

′,x′)⟩, (4.1.12)

where Tτ denotes the time-ordering operator for the imaginary time:

Tτ ψ̂σ(τ,x)ψ̂
†
σ′(τ

′,x′) ≡ Θ(τ − τ ′)ψ̂σ(τ,x)ψ̂
†
σ′(τ

′,x′)−Θ(τ ′ − τ)ψ̂†
σ′(τ

′,x′)ψ̂σ(τ,x), (4.1.13)

with the step function Θ(τ). We note that ψ̂†
σ(τ,x) ≡ eτ(Ĥ−µN̂)ψ̂†

σ(x)e−τ(Ĥ−µN̂) is not the

hermitian conjugate operator of ψ̂σ(τ,x). From translational and spin-rotational symmetries,

the Green function can be expressed as

Gσσ′(τ,x; τ ′,x′) = δσσ′G(τ − τ ′,x− x′). (4.1.14)

We further introduce the spatiotemporal Fourier transformations of the annihilation and

creation operators as

ψ̂σ(ω
F
m,k) =

1√
βLd/2

∫ β

0
dτ

∫
dx eiω

F
mτ−ik·xψ̂σ(τ,x),

ψ̂†
σ(ω

F
m,k) =

1√
βLd/2

∫ β

0
dτ

∫
dx e−iωF

mτ+ik·xψ̂†
σ(τ,x),

(4.1.15)

where ωF
m = 2π(m+1/2)/β is the fermionic Matsubara frequency. Then, the spatiotemporal

Fourier transformation of the single-particle Green function is introduced as

G(iωF
m,k) =

∫ β

0
dτ

∫
dx eiω

F
mτ−ik·xG(τ,x). (4.1.16)

In particular, the single-particle Green function for free fermions, referred to as the free

propagator, takes the simple form of

G(iωF
m,k) =

1

iωF
m − ϵk + µ

, (4.1.17)

with the single-particle energy ϵk = k2/(2m). The free propagator G(iωF
m,k) in Matsubara

frequency and momentum space plays the role of a building block in the quantum virial

expansion, as well as in general diagrammatic techniques.

We also introduce the pair propagator D(iωB
l ,k) [106], represented diagrammatically in

Fig. 4.1, as

−D(iωB
l ,k) = −g +

1

βLd

∑
m

∑
p

(−g)G↑(iω
F
m,p)G↓(iω

B
n − iωF

m,k − p)(−g) + · · · , (4.1.18)

where ωB
l = 2πl/β is the bosonic Matsubara frequency. We can write the pair propagator

D(iωB
l ,k) as

D(iωB
l ,k) =

1

g−1 + Π̃polar(iω
B
l ,k)

, (4.1.19)
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= + + ...
Figure 4.1: Diagrammatic representation of the pair propagator. The pair propagator,

described by the double line, consists of the single line and the dot, representing the free

propagator of Eq. (4.1.17) and the bare coupling constant (−g), respectively.

where Π̃polar(iω
B
l ,k) is the polarization function in the medium,

Π̃polar(iω
B
l ,k) ≡

1

βLd

∑
m

∑
p

1

iωF
m − ϵp + µ

1

iωB
l − iωF

m − ϵk−p + µ
. (4.1.20)

The summation over the Matsubara frequency results in

Π̃polar(iω
B
l ,k) = −

1

Ld

∑
p

1− fF (ϵk+p/2 − µ)− fF (ϵk−p/2 − µ)
iωn − ϵp/2− 2ϵk + 2µ

, (4.1.21)

where fF (ε) is the Fermi-Dirac distribution function:

fF (ε) =
1

eβε + 1
. (4.1.22)

Therefore, we obtain

[D(iωB
l ,k)]

−1 =
1

g
− 1

Ld

∑
p

1− fF (ϵk/2+p − µ)− fF (ϵk/2−p − µ)
iωB

l − ϵk/2− 2ϵp + 2µ
. (4.1.23)

Here, the Fermi-Dirac distribution function fF (ε− µ) is at least the first order of z:

fF (ε− µ) =
1

z−1eβε + 1
= ze−βϵ +O(z2). (4.1.24)

Therefore, the pair propagator D(iωB
l ,k) is expanded in terms of z as

D(iωB
l ,k) = Ta(iωB

l − ϵk/2 + 2µ) +O(z), (4.1.25)

where Ta(iωB
l − ϵk/2 + 2µ) is the two-body scattering T -matrix in the center-of-mass frame

defined by

Ta(w) ≡

[
1

g
− 1

Ld

∑
p

1

w − 2ϵp

]−1

. (4.1.26)

This definition is consistent with the two-body scattering T -matrix in Chapter 2 [Eqs. (2.1.18),

(2.1.19), and (2.1.22)]. With the use of Eq. (4.1.10), the T -matrix in the infinite-volume limit

L−d
∑

p →
∫
p is represented as

Ta(w) =
Ωd−1

m

d− 2

a2−d − (−mw)d/2−1
. (4.1.27)
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Since the pair propagator has the zeroth-order term for the fugacity due to the two-body

scattering in vacuum, it plays the role of a building block in the quantum virial expansion

in addition to the free propagator G(iωF
m,k). Namely, we can evaluate the leading order of

physical quantities for the fugacity by the diagrammatic approach with the free propagtor

G(iωF
m,k) and the T -matrix Ta(iωB

l − ϵk/2 + 2µ).

In the Matsubara frequency representation, the fugacity appears through the expansion

of the distribution function resulting from the Matsubara frequency summation. Thus, it is

difficult to find the fugacity dependence in the Matsubara frequency representation before

summing over the Matsubara frequency. On the other hand, the free propagator in the

imaginary-time representation has an explicit fugacity dependence,

G(τ,k) = −e−τ(ϵk−µ)[Θ(τ)− fF (ϵk − µ)] =
∞∑

N=0

zNG(N)(τ,k), (4.1.28)

with

G(N)(τ,k) =

 −e
τµe−τϵkΘ(τ) N = 0,

−eτµe−τϵk
(
e−βϵk

)N
N ≥ 1.

(4.1.29)

With the use of G(N)(τ,k), we can express the coefficients of each order for the fugacity in the

quantum virial expansion. In fact, the diagrammatic computational method for the quantum

virial expansion is established in the imaginary-time representation, not in the Matsubara

frequency representation [86,87]. In particular, the zeroth-order term G(0)(τ,k) runs only in

the forward direction for the imaginary time because it involves Θ(τ). Thus, we can estimate

the order of each diagram for the fugacity from the number of propagators going backward

in the imaginary time when an imaginary time is assigned to each vertex. Nevertheless, we

mainly employ the Matsubara frequency representation. We rely on the technique in the

imaginary-time representation only when we estimate the order of diagrams for the fugac-

ity. The Matsubara frequency representation is more convenient than the imaginary-time

representation for the resummation discussed in Chapter 5.

4.1.3 Thermodynamic quantities

As a concrete example, we review the thermodynamic quantities of the resonant Fermi gas

in the quantum virial expansion. The thermodynamic potential Ω in the grand canocnial

ensemble is defined by

Ω = − 1

β
lnZ. (4.1.30)

The partition function is expanded in terms of the fugacity as

Z = 1 + zTr1

[
e−βĤ

]
+ z2Tr2

[
e−βĤ

]
+O(z3), (4.1.31)

and then the thermodynamic potential is expanded as

β
Ω

Ld
= − 2

λdT

[
b1z + b2z

2 +O(z3)
]
, (4.1.32)

where Ld is the volume of the system and the prefactor 2 is the number of the spin degrees of

freedom. The coefficients bn are referred to as the n-th order virial expansion coefficients [88],
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and they determine the quantum virial expansion of the thermodynamic quantities. Here, b1
is fixed by the one-body problem, so that it is obtained as b1 = 1 from the results for the free

Fermi gas [see Eq. (4.1.50)].

Here, the thermodynamic relations of the resonant Fermi gas are given by

E + P = TS + µn, (4.1.33)

dE = TdS + µdn+
Ceq

mΩd−1ad−1
da, (4.1.34)

where E is the internal energy density, P the pressure, S the entropy density, and Ceq the

contact density. Here, the last term on the right-hand side of Eq. (4.1.34) represents the

adiabatic relation, which is one of the universal relations of the resonant Fermi gas [28]. From

these relations, we obtain

d(βP) = −Edβ + nd ln z − βCeq
mΩd−1ad−1

da. (4.1.35)

In the infinite-volume limit, with the use of this thermodynamic relation and Ω = −PLd, the

thermodynamic quantities are found as

βP =
2

λdT

[
z + b2z

2 +O(z3)
]
, (4.1.36)

E = −
(
∂(βP)
∂β

)
z,a

=
d

2
P − 2

λdT

∂b2
∂β

z2 +O(z3), (4.1.37)

n = z

(
∂(βP)
∂z

)
β,a

=
2

λdT

[
z + 2b2z

2 +O(z3)
]
, (4.1.38)

Ceq
mΩd−1ad−1

= − 1

β

(
∂(βP)
∂a

)
β,z

= − 2

βλdT

∂b2
∂a

z2 +O(z3). (4.1.39)

To find the virial expansion coefficients, we calculate the particle number density n by

using

n =
∑
σ=↑,↓

⟨ψ̂†
σ(0,x)ψ̂σ(0,x)⟩ = 2G(τ = −0+,x = 0) = lim

τ→−0+

2

βLd

∑
m

∑
k

e−iωF
mτG(iωF

m,k).

(4.1.40)

Thus, we only need to find the Green function G(iωF
m,k). We introduce the self-energy

Σ(iωF
m,k) such that the Green function has the form of

G(iωF
m,k) =

1

iωF
m − ϵk + µ− Σ(iωF

m,k)
. (4.1.41)

The leading order of the self-energy can be evaluated from the diagram in Fig. 4.2 and is

given by

ΣLO(iω
F
m,k) =

1

βLd

∑
n

∑
p

D(iωF
m + iωF

n ,k + p)G(iωF
n ,p). (4.1.42)
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Figure 4.2: Diagrammatic representation of the leading-order fermion self-energy. See the

caption of Fig. 4.1 for the meaning of the symbols. In this diagram, one can assign an

imaginary time to each vertex such that only the leftward free propagator goes backward in

the imaginary time. The fact that at least one propagator goes backward in the imaginary

time means that this diagram has a first-order contribution of the fugacity. Only this diagram

provides the self-energy at O(z).

With the use of Eq. (4.1.25), the self-energy is calculated as

ΣLO(iω
F
m,k) =

1

βLd

∑
n

∑
p

Ta(iωF
m + iωF

n − ϵk+p/2 + 2µ)

iωF
n − ϵp + µ

+O(z)

= − 1

Ld

∑
p

∮
γ

dw

2πi
fF (w)

Ta(iωF
m + w − ϵk+p/2 + 2µ)

w − ϵp + µ
+O(z)

=
1

Ld

∑
p

fF (ϵp − µ)Ta(iωF
m + ϵp − ϵk+p/2 + µ) +O(z2),

(4.1.43)

where γ consists of counterclockwise closed contours around the singularities of fF (w) in the

complex plane of w. Only the pole of the free propagator w = ϵk − µ leads to the first-order

contribution for the fugacity. Thus, by using Eq. (4.1.24), we obtain the self-energy up to

first order for the fugacity as

ΣLO(iω
F
m,k) =

z

Ld

∑
p

e−βϵpTa(iωF
m + ϵp − ϵk+p/2 + µ) +O(z2). (4.1.44)

From the self-energy ΣLO(iω
F
m,k), the particle number density n is given by

n =
2

β

∑
m

∫
k
eiω

F
m0+

[
G(iωF

m,k) +G(iωF
m,k)ΣLO(iω

F
m,k)G(iω

F
m,k) +O(z2)

]

=
2

β

∑
m

∫
k

[
eiω

F
m0+

iωF
m − ϵk + µ

+ eiω
F
m0+ ΣLO(iω

F
m,k)

[iωF
m − ϵk + µ]2

+O(z2)

]
= 2

∫
k
fF (ϵk − µ)− 2

∫
k

∮
γ

dw

2πi
fF (w)

ΣLO(w,k)

[w − ϵk + µ]2
+O(z3),

(4.1.45)

where we take the infinite-volume limit L−d
∑

k →
∫
k and rewrite the Matsubara frequency

summation as the contour integral on γ. Here, γ can be deformed according to the singularities

of the integrand, as depicted in Fig. 4.3:

γ → γ+ + γ−,

γ+ : w = ε+ i0+, ε = −∞→ +∞,
γ− : w = ε− i0+, ε = +∞→ −∞.

(4.1.46)
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Figure 4.3: Deformation of the integral contour γ. Because the singularities of the integrated

function except for fF (w) in Eq. (4.1.45) are located on the real axis, the integral contour is

deformed to straight lines γ+ and γ− that are parallel to and slightly shifted from the real

axis. Here, the contribution on the circle with infinite radius is negligible.

Then, the contour integral is expressed as∮
γ

dw

2πi
fF (w)

ΣLO(w,k)

[w − ϵk + µ]2
= −

∫ +∞

−∞

dε

π
fF (ε) Im

[
ΣLO(ε− i0+,k)

[ε− ϵk + µ− i0+]2

]
(4.1.47)

= −z2
∫ +∞

−∞

dε

π
e−βεe−βϵk+p/2 Im

[
Ta(ε− i0+)

[ε− ϵk−p/2− i0+]2

]
+O(z3).

(4.1.48)

Therefore, the particle number density n is obtained as

n = 2z

∫
k
e−βϵk − 2z2

∫
k
e−2βϵk

+ 2z2
∫
k,p

∫ +∞

−∞

dε

π
e−βεe−βϵk+p/2 Im

[
Ta(ε− i0+)

[ε− ϵk−p/2− i0+]2

]
+O(z3).

(4.1.49)

By comparing this with Eq. (4.1.38), we find the virial expansion coefficients as

b1 = λdT

∫
k
e−βϵk = 1, (4.1.50)

b2 = −
λdT
2

∫
k
e−2βϵk +

λdT
2

∫
k,p

∫ +∞

−∞

dε

π
e−βεe−βϵk+p/2 Im

[
Ta(ε− i0+)

[ε− ϵk−p/2− i0+]2

]
= − 1

2 · 2d/2
+

2d/2

4Ωd−1

∫ +∞

−∞

dε

π
e−βε Im

[
m2Ta(ε− i0+)

[−mε+ i0+]2−d/2

]
. (4.1.51)



48 CHAPTER 4. BULK VISCOSITY IN THE QUANTUM VIRIAL EXPANSION

The second term of the second virial expansion coefficient is known as the Beth-Uhlenbeck

term [107]. In particular, when d = 3 and |a| = ∞, one can find b2 = 3/(4
√
2), which is

consistent with experimental results for the unitary Fermi gas [22–24].

From the virial expansion coefficients, the thermodynamic quantities can be calculated

according to Eqs. (4.1.36)–(4.1.39). For later use, we calculate the contact density. From

Eq. (4.1.39) and

∂

∂a
Ta(ε+ i0+) = −2(−mε− i0+)2−d/2

mad−1

∂

∂ε
Ta(ε+ i0+), (4.1.52)

the contact density is given by

Ceq = z2
2d/2

λdT

∫ +∞

−∞

dε

π
e−βε Im

[
m2Ta(ε− i0+)

]
+O(z3). (4.1.53)

Here, the imaginary part of Ta(ε− i0+) is provided by

Im[Ta(ε− i0+)] = Θ(a)
2Ωd−1

m2a4−d
πδ(ε+ 1

ma2
) + Θ(ε)mad−2ρa(ε), (4.1.54)

with

ρa(ε) ≡


2π

[ln(ma2ε)]2 + π2
d = 2,

sgn(a)
√
ma2ε

a−2 +mε
d = 3,

(4.1.55)

which consists of a bound-state peak at the binding energy Ebind = −1/(ma2) and a contin-

uum of scattering states for positive energies. Therefore, the contact density for d = 3 has

the analytic expression of [21]

Ceq = z2
16π

λ4T

[
1 +

√
π

ã
eã

−1
(
1 + erf

(
ã−1
))]

+O(z3), (4.1.56)

where the dimensionless scattering length is introduced as ã ≡
√
2πa/λT =

√
m/βa.

4.2 Bulk viscosity

We reviewed the quantum virial expansion with a warming-up calculation of the thermody-

namic quantities. We now turn to the bulk viscosity via the Kubo formula and evaluate it in

the quantum virial expansion.

4.2.1 Contact-contact response function

The complex bulk viscosity is given by Eq. (2.2.51):

ζ(w) =
RΠΠ(w,0)−

∫ β
0 dτ

∫
dx ⟨δ ˆ̃Π(−iτ,x)δ ˆ̃Π(0,0)⟩
iw

. (4.2.1)

The bulk viscosity coefficient is provided by the real part of the complex bulk viscosity in the

static limit [Eq. (2.2.53)],

ζ = lim
ω→0

Re[ζ(ω + i0+)]. (4.2.2)
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The response function RAB(w,k) is defined by Eq. (2.2.7):

RAB(w,k) = i

∫ ∞

0
dt

∫
dx eiwt−ik·x⟨[Â(t,x), B̂(0,0)]⟩. (4.2.3)

Here, Π̂(t,x) = Π̂ii(t,x)/d is the trace of the stress tensor operator divided by d and the

modified stress tensor operator ˆ̃Π(t,x) is defined by Eq. (2.2.44).

In the resonant Fermi gas, the trace of the stress tensor operator obeys

Π̂(t) ≡
∫

dx
Π̂ii(t,x)

d
=

2

d
Ĥ(t) +

Ĉ(t)

dmΩd−1ad−2
, (4.2.4)

which follows from Eq. (3.1.15). Here, the contact operator Ĉ(t) is defined by the integral

over the whole space of the contact density operator Ĉ(t,x):

Ĉ(t) ≡
∫

dx Ĉ(t,x) =
∫

dx
(mg)2

2

∑
σ,ρ

ψ̂†
σ(t,x)ψ̂

†
ρ(t,x)ψ̂ρ(t,x)ψ̂σ(t,x). (4.2.5)

The substitution of Eq. (4.2.4) into the response function leads to

RΠΠ(w,0) =
i

Ld

∫ ∞

0
dt eiwt⟨[Π̂(t), Π̂(0)]⟩

=
1

(dmΩd−1ad−2)2
i

Ld

∫ ∞

0
dt eiwt⟨[Ĉ(t), Ĉ(0)]⟩

=
1

(dmΩd−1ad−2)2
RCC(w,0),

(4.2.6)

where the commutator of the Hamiltonian with any operator in the grand canonical ensemble

can be dropped. Furthermore, the second term of the right-hand side of Eq. (4.2.1) is written

as ∫ β

0
dτ

∫
dx ⟨δ ˆ̃Π(−iτ,x)δ ˆ̃Π(0,0)⟩ =

∫ ∞

−∞

dω

π
βKΠ̃Π̃(ω + i0+,0),

=

∫ ∞

−∞

dω

π
ζ(ω + i0+), (4.2.7)

where KAB(w,k) is Kubo’s correlation function defined by Eq. (2.2.36) and the frequency

integration sets the two operators at equal time. The frequency integration of the complex

bulk viscosity provides the sum rule, which was derived in Refs. [36, 108]:∫ ∞

−∞

dω

π
ζ(ω + i0+) = − 1

d2mΩd−1ad−3

(
∂Ceq
∂a

)
n,S

. (4.2.8)

Therefore, the complex bulk viscosity is obtained as

ζ(w) =
1

iw

RCC(w,0)

(dmΩd−1ad−2)2
+

1

iw

1

d2mΩd−1ad−3

(
∂Ceq
∂a

)
n,S

. (4.2.9)

The contact-contact response function is more favorable for the calculation of the complex

bulk viscosity than the stress-stress response function. Since the response function is expressed

by the expectation value in the grand canonical ensemble, it can be evaluated in the quantum

virial expansion.
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4.2.2 Linear response to the contact

According to the linear response theory, the contact-contact response function appears in the

response of the contact to a variation of the scattering length, which is a conjugate variable

to the contact as in Eq. (4.1.34). In fact, we derived the response of the contact in the

hydrodynamic framework [Eq. (3.4.1)] and found the bulk viscosity appears. Let us confirm

that Eq. (3.4.1) can be reproduced by combining the linear response to the contact with the

Kubo formula for the bulk viscosity of Eq. (4.2.9). We consider the system which is perturbed

by a slightly modulated scattering length from its constant value as

a(t) = a0 + δa(t). (4.2.10)

We consider a certain frequency mode by setting δa(t) = e−iwtδa with Im(w) > 0. Along

with the variation of the scattering length, the Hamiltonian in the Schrödinger picture varies

as1

Ĥa(t) = Ĥ +
Ĉ

mΩd−1a
d−1
0

δa(t). (4.2.11)

The density matrix operator also varies as

ρ̂a(t) = ρ̂eq + δρ̂(t), (4.2.12)

where ρ̂eq ≡ e−β(Ĥ−µN̂)/Z is the equilibrium density matrix and

δρ̂(t) = − i

mΩd−1a
d−1
0

∫ t

−∞
dt′ e−iĤ(t−t′)[Ĉ, ρ̂eq]e

iĤ(t−t′)δa(t′), (4.2.13)

up to first order for the perturbation. The expectation value of the contact operator is then

given by

Ca(t) ≡ Tr[Ĉa(t)ρ̂a(t)] = Tr[Ĉρ̂eq] + Tr[Ĉδρ̂(t)] +O(δa2). (4.2.14)

The second term is written as

Tr[Ĉδρ̂(t)] = − i

mΩd−1a
d−1
0

∫ t

−∞
dt′ ⟨[Ĉ(t), Ĉ(t′)]⟩δa(t′)

= − i

mΩd−1a
d−1
0

∫ ∞

0
dt′ ⟨[Ĉ(t′), Ĉ(0)]⟩eiwt′δa(t),

(4.2.15)

where Ĉ(t) ≡ eiĤtĈe−iĤt is the unperturbed contact operator in the interaction picture.

From Eq. (4.2.9), we find the bulk viscosity as

− i

mΩd−1a
d−1
0

∫ ∞

0
dt′ eiwt′⟨[Ĉ(t′), Ĉ(0)]⟩ = −iwd2mΩd−1a

d−3
0 Ldζ(w)+

(
∂Ceq
∂a

)
n,S

, (4.2.16)

so that the second term of Eq. (4.2.14) is expressed as

Tr[Ĉδρ̂(t)] = δa(t)

(
∂Ceq
∂a

)
n,S

+ δȧ(t)d2mΩd−1a
d−3
0 Ldζ +O(δä). (4.2.17)

1Here, the contact does not vary: ∂Ĉ(x)/∂a = 0. To see this, we need to employ the cutoff regularization

rather than the dimensional regularization of Eq. (4.1.10). In the cutoff regularization, the coupling constant

g is related to the scattering length a as (mg)−1 = ((d− 2)Ωd−1)
−1[a2−d − Λd−2/(Γ(d/2)Γ(2− d/2))]. In the

limit of Λ → ∞, the coupling constant goes to zero, i.e., g → 0, while the contact density operator remains

finite. Thus, we get ∂Ĉ(x)/∂a = 2(mg)Ĉ(x)/(Ωd−1a
d−1) → 0.
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Therefore, the linear response of the contact is obtained as

Ca(t) = Ceq[a(t)] + d2mΩd−1a
d−3
0 Ldζȧ(t) +O(δa2, δä), (4.2.18)

with Ceq[a(t)] ≡ Tr[Ĉρ̂eq] + (∂C/∂a)n,Sδa(t) + O(δa2). Furthermore, the expectation value

of the energy continuity equation (3.1.11) integrated over the whole space leads to

Ḣ(t) =
Ca(t)

mΩd−1a(t)d−1
ȧ(t)

=
Ceq[a(t)]

mΩd−1a(t)d−1
ȧ(t) + Ldd2

ζ

a(t)2
ȧ(t)2 +O(δa3, δä).

(4.2.19)

Then, the thermodynamic relation (4.1.34) provides the entropy production at the rate of

T Ṡ(t) = Ḣ(t)− Ceq[a(t)]

mΩd−1a(t)d−1
ȧ(t) = Ldd2

ζ

a(t)2
ȧ(t)2 +O(δa3, δä). (4.2.20)

Therefore, dividing Eqs. (4.2.18), (4.2.19), and (4.2.20) by the volume, we arrive at Eqs. (3.4.1),

(3.4.2), and (3.4.3), respectively, from a microscopic perspective without relying on the hy-

drodynamics.

4.2.3 Evaluation

We calculate the bulk viscosity from Eq. (4.2.9) in the quantum virial expansion. We first

evaluate the contact-contact response function. The response function is obtained from the

analytic continuation for the imaginary-time correlator,

RAB(w,0) = χAB(w,0). (4.2.21)

Here, the imaginary-time correlator is defined by

χAB(iω
B,k) ≡

∫ β

0
dτ

∫
dx eiω

Bτ−ik·x⟨Tτ Â(τ,x)B̂(0,0)⟩, (4.2.22)

where Â(τ,x) and B̂(τ,x) are operators in the imaginary-time representation. The leading

order of the contact-contact correlator is depicted diagrammatically in Fig. 4.4, and the

correlator is given by

χCC(iω
B,k) =

m4

βLd

∑
l

∑
p

D(iωB + iωB
l ,k + p)D(iωB

l ,p)

=
m4

βLd

∑
l

∑
p

Ta(iωB + iωB
l − ϵk+p/2 + 2µ)Ta(iωB

l − ϵp/2 + 2µ),

(4.2.23)

where only the leading-order contribution is considered and higher-order contributions are

dropped. With the use of

Ta(w) =
∫ ∞

−∞

dε

π

Im[Ta(ε− i0+)]
w − ε

, (4.2.24)
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Figure 4.4: Diagrammatic representation of the contact-contact correlator. The double

line represents the pair propagator, and the crossed dot shows the contact density operator

insertion. The diagram has a second-order contribution for the fugacity, which is the leading

order in the high-temperature limit.

we can perform the summation over the Matsubara frequency and obtain

χCC(iω
B,k) =

m4

Ld

∑
p

∫ ∞

−∞

dε

π

∫ ∞

−∞

dε′

π

(
fB(ε+ ϵk+p/2− 2µ)− fB(ε′ + ϵp/2− 2µ)

)
× Im[Ta(ε− i0+)] Im[Ta(ε′ − i0+)]

iωB − ε+ ε′ − ϵk+p/2 + ϵp/2
,

(4.2.25)

where fB(ε) is the Bose-Einstein distribution function:

fB(ε) =
1

eβε − 1
. (4.2.26)

Because of fB(ε − 2µ) = z2e−βε + O(z4), the correlator at zero momentum in the infinite-

volume limit is reduced to

χCC(iω
B,0) =

2d/2z2

λdT

∫ ∞

−∞

dε

π

∫ ∞

−∞

dε′

π

e−βε − e−βε′

iωB − ε+ ε′
Im[m2Ta(ε− i0+)] Im[m2Ta(ε′ − i0+)],

(4.2.27)

and the contact-contact response function is given by

RCC(w,0)

(dmΩd−1ad−2)2
=

1

(dmΩd−1ad−2)2
2d/2z2

λdT

∫ ∞

−∞

dε

π

∫ ∞

−∞

dε′

π

e−βε − e−βε′

w − ε+ ε′

× Im[m2Ta(ε− i0+)] Im[m2Ta(ε′ − i0+)].
(4.2.28)

We next evaluate the partial derivative of the contact density with respect to a. Since the

contact density is given by Eq. (4.1.53), its partial derivative is written as(
∂Ceq
∂a

)
β,z

= z2
2d/2

λdT

∫ +∞

−∞

dε

π
e−βε Im

[
m2 ∂

∂a
Ta(ε− i0+)

]
+O(z3). (4.2.29)

Because the partial derivative with respect to a at fixed n and S is equivalent to that at fixed

β and z in the leading order for the fugacity, we get

1

d2mΩd−1ad−3

(
∂Ceq
∂a

)
n,S

=
1

(dmΩd−1ad−2)2
z2

2d/2

λdT

∫ +∞

−∞

dε

π

∫ +∞

−∞

dε′

π

e−βε − e−βε′

ε− ε′

× Im[m2Ta(ε− i0+)] Im[m2Ta(ε′ − i0+)] +O(z3), (4.2.30)
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where the following identity is used:

2 Im[mTa(ε− i0+)] Re[mTa(ε− i0+)] = Ωd−1a
d−1 ∂

∂a
Im[mTa(ε− i0+)]. (4.2.31)

Therefore, we obtain the complex bulk viscosity of Eq. (4.2.9) as

ζ(w) =
2d/2z2

(dΩd−1ad−2)2λdT

∫ ∞

−∞

dε

π

∫ ∞

−∞

dε′

π

e−βε − e−βε′

ε− ε′
Im[mTa(ε− i0+)] Im[mTa(ε′ − i0+)]

i(w − ϵ+ ϵ′)
.

(4.2.32)

We find that the real part of ζ(ω + i0+) reproduces the bulk viscosity spectral function in

Refs. [89–91]:

Re[ζ(ω+i0+)] =
2d/2z2

(dΩd−1ad−2)2λdT

1− e−βω

ω

∫ ∞

−∞

dε

π
e−βε Im[mTa(ε+ω−i0+)] Im[mTa(ε−i0+)].

(4.2.33)

With the use of Eq. (4.1.54), the bulk viscosity spectral function is expressed as

Re[ζ(ω + i0+)] =
2d/2z2

d2λdT

1− e−β|ω|

|ω|
e

β

ma2
2

ma2
Θ(a)

[
2

ma2
πδ(ω) + ρa(|ω| − 1

ma2
)Θ(|ω| − 1

ma2
)

]
+

2d/2z2

d2λdT

1− e−β|ω|

|ω|

∫ ∞

0

dε

π
e−βερa(ε)ρa(ε+ |ω|) +O(z3). (4.2.34)

We can see that Eq. (4.2.34) has a term proportional to Θ(a)δ(ω) coming from the product

of the bound-state peaks in Eq. (4.2.33). This peak contribution Θ(a)δ(ω) is considered to

be broadened by incorporating higher-order contributions for the fugacity [89,90].

By taking the static limit ω → 0 for Eq. (4.2.34) for a < 0, we obtain the bulk viscosity

coefficient up to second order for the fugacity as

ζd=2 =
z2

2λ2T

∫ ∞

0

dx

π
e−x

[
2π

[ln(xã2)]2 + π2

]2
+O(z3), (4.2.35)

ζd=3 =
2
√
2z2

9πλ3T

−1 + (1 + ã−2) exp(ã−2)Γ(0, ã−2)

ã2
+O(z3), (4.2.36)

where ã =
√
2πa/λT is the dimensionless scattering length and Γ(s, x) is the upper incomplete

gamma function:

Γ(s, x) =

∫ ∞

x
dt ts−1e−t. (4.2.37)

Here, because the upper incomplete gamma function is expanded as

Γ(0, z) = −γ − ln(z)−
∞∑
k=1

1

k!

(−z)k

k
, (4.2.38)

with the Euler’s constant γ, the bulk viscosity coefficient ζd=3 exhibits the non-analyticity in

the unitarity limit |a| → ∞:

ζd=3 =
2
√
2z2

9πλ3T

ln(ã2e−1−γ)

ã2
+O(z2ã−4, z3). (4.2.39)
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In contrast, in the free-particle limit |a| → 0, the bulk viscosity coefficient ζd=3 has the

asymptotic form of

ζd=3 =
2
√
2z2

9πλ3T
ã2 +O(z2ã4, z3), (4.2.40)

which is analytic. In two dimensions, the bulk viscosity coefficient ζd=2 has the asymptotic

form of

ζd=2 =
z2

λ2T

2π

[ln(ã2e−γ)]4
+O(z2[ln(ã2)]−6, z3). (4.2.41)

The non-analysity of Eq. (4.2.39) is considered to be regularized by higher-order contributions,

and a2ζd=3 converges to a finite value in the unitarity limit [90].

4.2.4 Kinetic theory approach

The bulk viscosity coefficient in the limit of a→∞ was calculated in the kinetic theory, and

it is given by

lim
a→∞

ζd=3;kin =
z2

12
√
2λ3T ã

2
(4.2.42)

for three dimensions [74] and

lim
a→∞

ζd=2;kin =
z2

2λ2Tπ[ln(ã
2)]4

(4.2.43)

for two dimensions [75]. These results disagree with Eqs. (4.2.39) and (4.2.35). In three

dimensions, Eqs. (4.2.39) and (4.2.42) have different forms as a function of the scattering

length. In two dimensions, Eqs. (4.2.41) and (4.2.43) are different by a constant factor.

To understand the discrepancy, we review the kinetic theory approach for the bulk vis-

cosity coefficient [74, 75]. The bulk viscosity in the high-temperature limit was computed by

employing the Landau kinetic equation for quasiparticles,

∂

∂t
fp +

∂Ep

∂p
· ∂
∂x

fp −
∂Ep

∂x
· ∂
∂p
fp =

(
∂fp
∂t

)
coll

, (4.2.44)

where the collision term is given by(
∂fp
∂t

)
coll

=

∫
p2,k1,k2

W(k1,k2|p,p2)
[
fk1fk2(1− fp)(1− fp2)− (1− fk1)(1− fk2)fpfp2

]
,

(4.2.45)

with the transition rate of

W(k1,k2|p,p2) = |Ta( (k1−k2)2

4m + i0+)|2(2π)d+1δd(k1 + k2 − p− p2)δ(Ek1 +Ek2 −Ep −Ep2).

(4.2.46)

Here, fp = f(t,x,p) is a nonequilibrium distribution function of fermions for each spin com-

ponent and the quasiparticle energy Ep = Ep[f ] is given as a functional of the nonequilibrium

distribution function. In the high-temperature limit, the quasiparticle energy is obtained from

the real part of the self-energy of Eq. (4.1.43) where the Fermi-Dirac distribution function

fF (ϵp − µ) is replaced by the nonequilibrium distribution function fp:

Ep[f ] = ϵp + Re
[
ΣLO(ϵp − µ− i0+,p)

]∣∣
fF (ϵp−µ)→fp

= ϵp +

∫
p′
Re
[
Ta( (p−p′)2

4m − i0+)
]
fp′ .

(4.2.47)
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As discussed in Chapter 2, if the quasiparticle energy is set to Ep = ϵp, the bulk viscosity

vanishes. The nonvanishing bulk viscosity is predicted by the presence of the real part of

the self-energy. However, because the self-energy of Eq. (4.1.43) has both real and imaginary

parts in O(z), we consider that such a kinetic equation is not fully grounded. Namely, if we

consider the real part of the self-energy, we cannot ignore the imaginary part of the same

order. The imaginary part of the self-energy invalidates the quasiparticle approximation,

i.e., the fermion spectral function cannot be regarded as a delta function in O(z) due to the

imaginary part.

To further support our consideration, let us derive the equilibrium distribution function

resulting from the kinetic equation of Eq. (4.2.44). As in the discussion in Chapter 2, the

equilibrium distribution is defined from the condition that the collision term (4.2.45) vanishes.

From this condition, the equilibrium distribution in the rest frame obeys the self-consistent

equation of [109]

f eqk =
1

exp[β(Ek[f eq]− µ)] + 1
. (4.2.48)

By substituting the quasiparticle energy and expanding the right-hand side with respect to

the fugacity, we obtain

f eqk = fF (ϵk − µ) + f ′F (ϵk − µ)Re[ΣLO(ϵk − µ− i0+,k)] +O(z3), (4.2.49)

with f ′F (ε) ≡ ∂εfF (ε). In contrast, the equilibrium distribution is obtained microscopically

as

f eqk ≡ G(τ = −0+,k) = lim
τ→−0+

1

β

∑
m

e−iωF
mτG(iωF

m,k). (4.2.50)

Since G(τ = −0+,k) is given by Eqs. (4.1.41) and (4.1.43), we get

f eqk = fF (ϵk − µ) +
∫ ∞

−∞

dε

π
fF (ε) Im

[
ΣLO(ε− i0+,k)

[ε− ϵk + µ− i0+]2

]
+O(z3), (4.2.51)

with the use of Eq. (4.1.47). This equilibrium distribution can be expressed as

f eqk = ZkfF (ϵk − µ) + f ′F (ϵk − µ)Re[ΣLO(ϵk − µ− i0+,k)]

+ P

∫ ∞

−∞

dε

π

1

ε

∂

∂ε

[
fF (ε+ ϵk − µ) Im[ΣLO(ε+ ϵk − µ− i0+,k)]

]
+O(z3),

(4.2.52)

where Zk ≡ 1 + ReΣ′
LO(ϵk − µ − i0+,k) is the quasiparticle residue, and the symbol P

stands for the principal value of the integral. Thus, we can find two discrepancies between

Eqs. (4.2.49) and (4.2.52). One is the quasiparticle residue, and the other is a term involving

the imaginary part of the self-energy. Because all thermodynamic quantities in the kinetic

theory are represented through the distribution function, they are also inconsistent with those

derived from the microscopic computation. Therefore, the Landau kinetic equation employed

in Refs. [74,75] is invalid at the order in which the self-energy contributes because its imaginary

part is not negligible. We consider that this is the origin of the discrepancy between the bulk

viscosity derived from the Kubo formula and that derived from the kinetic theory.
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4.3 Summary

In this chapter, we introduced the quantum virial expansion as a non-perturbative compu-

tational method and discussed the bulk viscosity in the high-temperature limit. In Sec. 4.1,

we reviewed the quantum virial expansion using the Matsubara formalism. We also reviewed

the calculation of the thermodynamic quantities and obtained the first and second virial

coefficients [Eqs. (4.1.50) and (4.1.51)] [107]. The virial expansion coefficients are important

quantities characterizing the universality shown by the thermodynamics of the resonant Fermi

gas. The higher-order coefficients were calculated [79,82,83,85–87,110–115] and agreed with

the experimental results [116, 117]. In Sec. 4.2, we derived the Kubo formula for the bulk

viscosity expressed by the contact-contact response function [Eq. (4.2.9)], and also derived

the response of the physical quantities to the time-dependent scattering length from a micro-

scopic perspective without relying on the hydrodynamic approach [Eqs. (4.2.18), (4.2.19), and

(4.2.20)]. We then reviewed the calculation of the contact-contact response function in the

quantum virial expansion and obtained the bulk viscosity [Eqs. (4.2.35) and (4.2.36)] [89–91].

Finally, we discussed the discrepancy between the bulk viscosity derived from the Kubo for-

mula in the quantum virial expansion and the one derived from the kinetic theory. We pointed

out that the kinetic theory is invalid due to the breakdown of the quasiparticle approximation

at O(z).



Chapter 5

Shear viscosity and thermal

conductivity in the quantum virial

expansion

In this chapter, we compute the shear viscosity and the thermal conductivity of the resonant

Fermi gas in the quantum virial expansion. As the bulk viscosity reviewed in Chapter 4, they

were also calculated in the quantum virial expansion via the Kubo formulas [39, 89, 91, 93].

However, the calculations of the shear viscosity and the thermal conductivity suffer from

a divergence in the static limit due to a singularity called the pinch singularity [119, 120].

In Refs. [39, 89, 91, 93], an expansion of the spectral function was carried out, and then the

expansion approximately resummed by the memory function method. The purpose of this

chapter is to give an exact microscopic computation for the shear viscosity and the thermal

conductivity in the high-temperature limit by taking into the account the singularity. The

pinch singularity appears not only in the high-temperature limit but also in the weak coupling

limit. The singularity was studied in the weak coupling limit [119, 120]. We derive a self-

consistent equation incorporating terms with the singularity in the high-temperature limit by

extending the methods in the weak coupling limit, mainly based on the Eliashberg method

for the Fermi liquid [120] and its modern description [123].

In Sec. 5.1, we review the transport coefficients calculated in the quantum virial expansion

using the memory function method. In Sec. 5.2, we introduce the pinch singularity and

confirm its appearance in the Kubo formula. We also express the transport coefficient in the

high-temperature limit by a vertex function. In Sec. 5.3, we then derive the self-consistent

equation for the vertex function in the high-temperature limit and show that it is equal to

the linearized Boltzmann equation. In Sec. 5.4, we solve the derived self-consistent equation

and calculate specifically the shear viscosity and the thermal conductivity. We conclude this

chapter in Sec. 5.5.

In this chapter, we consider the quantum virial expansion for the resonant Fermi gas, as in

Chapter 4. The Hamiltonian of the system is given by Eq. (4.1.8), and the basic formulations

of the quantum virial expansion are as described in Chapter 4.

57
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5.1 Memory function method for shear viscosity

We first review the computation of the shear viscosity in the quantum virial expansion to

see that a resummation is required for the expansion [39, 89, 91]. The shear viscosity η is

computed from1

η = lim
ω→0

Im[RΠxyΠxy(ω + i0+,0)]

ω
. (5.1.1)

Here, Π̂xy(t,x) = eitĤΠ̂xy(x)e
−itĤ is the xy-component of the stress tensor operator in the

Heisenberg picture and Π̂xy(x) is

Π̂xy(x) = −
∑
σ

ψ̂†
σ(x)

∂x∂y
m

ψ̂σ(x). (5.1.2)

The response function RAB(w,k) is defined by Eq. (2.2.7):

RAB(w,k) = i

∫ ∞

0
dt

∫
dx eiwt−ik·x⟨[Â(t,x), B̂(0,0)]⟩. (5.1.3)

As the bulk viscosity in Chapter 4, the stress-stress response function of the resonant

Fermi gas was calculated in the quantum virial expansion [89,91], which results in the spectral

function Im[RΠxyΠxy(ω + i0+,0)]/ω as

Im[RΠxyΠxy(ω + i0+,0)]

ω

= Pπδ(ω) + z2

λdT

(m/2π)d/2

Γ(2 + d/2)

eβω − 1

ω

∫ ∞

0
dε e−βεε1+d/2 Im

[
Ta(ε− ω − i0+)

(ω + i0+)2

]
+
z2

λdT

(m/2π)d/2

Γ(2 + d/2)

1− e−βω

ω

∫ ∞

0
dε e−βεε1+d/2 Im

[
Ta(ε+ ω − i0+)

(ω − i0+)2

]
+O(z3), (5.1.4)

where P is the pressure given by Eqs. (4.1.36) and (4.1.51). From Eq. (5.1.1), the shear

viscosity η is obtained by taking the static limit ω → 0 in Eq. (5.1.4). However, this limit

cannot be taken in Eq. (5.1.4), and a resummation is required. For the spectral function

Im[RΠxyΠxy(ω + i0+,0)]/ω, there is a resummation method called the memory function

method [118]. In the memory function method, the spectral function is supposed to have

the Drude form of

Im[RΠxyΠxy(ω + i0+,0)]

ω
= Im

[
η0

ω − i0+ −M(ω)

]
, (5.1.5)

whereM(ω) is called the memory function, and η0 is a real constant. By comparing Eq. (5.1.4)

with the Drude form of

Im

[
η0

ω − i0+ −M(ω)

]
= η0 Im

[
1

ω − i0+

]
+ η0 Im

[
M(ω)

(ω − i0+)2

]
+ · · · , (5.1.6)

we can find η0 = P and

M(ω) = − z2

PλdT

(m/2π)d/2

Γ(2 + d/2)

eβω − 1

ω

∫ ∞

0
dε e−βεε1+d/2Ta(ε− ω + i0+)

+
z2

PλdT

(m/2π)d/2

Γ(2 + d/2)

1− e−βω

ω

∫ ∞

0
dε e−βεε1+d/2Ta(ε+ ω − i0+) +O(z2). (5.1.7)

1See Appendix C for this Kubo formula.
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Because of Re[M(0)] = 0, the shear viscosity is obtained as [89,91]

η =
P

Im[M(0)]
=


2

πλ2T

[∫ ∞

0
dx e−x x2

[ln(xã2)]2 + π2

]−1

+O(z) d = 2,

15π

4
√
2λ3T

[∫ ∞

0
dx e−x x3

x+ ã−2

]−1

+O(z) d = 3,

(5.1.8)

where ã =
√
2πa/λT is the dimensionless scattering length. On the other hand, the shear

viscosity in the high-temperature limit was calculated from the kinetic theory for d = 3 [69,70]

and for d = 2 [72, 73], as reviewed in Chapter 2. The result of Eq. (5.1.8) agrees with that

calculated from the kinetic theory in the relaxation-time approximation.

The thermal conductivity κ was also computed in the quantum virial expansion via

Tκ = lim
ω→0

Im[RJ q
xJ q

x
(ω + i0+,0)]

ω
, (5.1.9)

and the expansion was resummed by the memory function method [93]. Then, the thermal

conductivity obtained using the memory function method agrees with that calculated from the

kinetic theory in the relaxation-time approximation [71]. Here, Ĵ q
x (t,x) = eitĤ Ĵ q

x (x)e−itĤ is

the x-component of the heat current density operator in the Heisenberg picture [Eq. (2.2.55)]

and Ĵ q
x (x) is

Ĵ q
x (x) = Q̂i(x)−

E + P
mn

Ĵi(x),

=
∑
σ

[∂iψ̂
†
σ(x)][∂j∂jψ̂σ(x)]− [∂j∂jψ̂

†
σ(x)][∂iψ̂σ(x)]

4im2

+
g

im

∑
σ,ρ

ψ̂†
σ(x)[ψ̂

†
ρ(x)
←→
∂i ψ̂ρ(x)]ψ̂σ(x)−

E + P
n

∑
σ

ψ̂†
σ(x)
←→
∂i ψ̂σ(x)

im
, (5.1.10)

where E , P, and n are the internal energy density, the pressure, and the particle number

density, respectively.

5.2 Pinch singularity in Kubo formulas

5.2.1 Pinch singularity

We now turn to a singularity that causes a divergence in the quantum virial expansion. The

need for the resummation comes from the so-called “pinch singularity,” which breaks down the

naive expansion [119,120]. The pinch singularity arises from the product of the single-particle

Green functions with the same frequency and momentum,

GR(ω,k)GA(ω,k) = A(ω,k)

−2 ImΣR(ω,k)
, (5.2.1)

which appears in the static limit of the response function. Here, GR(ω,k) and GA(ω,k) are

the retarded and advanced Green functions, respectively, and are given in the form of

GR(ω,k) = 1

ω − k2

2m + µ− ΣR(ω,k)
= GA∗(ω,k), (5.2.2)
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where ΣR(ω,k) is the retarded self-energy and A(ω,k) is the spectral function defined by

A(ω,k) ≡ −2 ImGR(ω,k). This product (5.2.1) diverges when the imaginary part of the

self-energy vanishes. The vanishing of the imaginary part of the self-energy leads to the pinch

singularity but also justifies the quasiparticle approximation, which underlies the kinetic

theory. For this reason, it is necessary to discuss the pinch singularity to understand the

relation between the microscopic and kinetic computations [121,122].

The reatrded and advanced Green functions are obtained from the analytic continuation

of the Matsubara Greem function G(iωF
m,k) of Eq. (4.1.12),

GR(ω,k) = GA∗(ω,k) = G(ω + i0+,k). (5.2.3)

Thus, the retarded self-energy ΣR(ω,k) in the high-temperature limit is provided by Eq. (4.1.44):

ΣR(ω,k) = ΣLO(ω + i0+,k) =
z

Ld

∑
p

e−βϵpTa(ω + ϵp − ϵk+p/2 + µ+ i0+), (5.2.4)

where O(z2) terms are dropped. Then, the product of Eq. (5.2.1) is evaluated as

GR(ω,k)GA(ω,k) = z−1 2πδ(ω − ϵk + µ)

−2 ImΣR
on-shell(k)

, (5.2.5)

where ΣR
on-shell(k) is defined by

ΣR
on-shell(k) =

1

Ld

∑
p

e−βϵpTa(ϵk−p/2 + i0+). (5.2.6)

Therefore, the product has the inverse power of the fugacity, which breaks down the naive

expansion. Since this product reduces the order of the fugacity by one, the terms involving this

product are enhanced in the high-temperature limit. We refer to the product of Eq. (5.2.5)

as the singular product. Throughout this chapter, we consider the high-temperature limit.

Namely, we only consider the lowest-order terms for the fugacity without overlooking the

pinch singularity and drop higher-order corrections.

5.2.2 Kubo formula

We confirm that the pinch singularity appears in the Kubo formula of Eqs. (5.1.1) and (5.1.9).

The response function is obtained from the analytic continuation of the imaginary-time cor-

relator: RAB(ω + i0+,0) = χAB(ω + i0+,0). To study the shear viscosity and the thermal

conductivity in a unified manner, we consider an imaginary-time correlator

χOO(iω
B,0) =

∫ β

0
dτ

∫
dx eiω

Bτ ⟨Tτ Ô(τ,x)Ô(0,0)⟩, (5.2.7)

where Ô(τ,x) = eτ(Ĥ−µN̂)Ô(x)e−τ(Ĥ−µN̂) is an operator in the imaginary-time representa-

tion. Here, we suppose that the operator Ô is a quadratic one

Ô(p = 0) =
∑
σ

∑
k

ψ̂†
σ;kQ(k)ψ̂σ;k, (5.2.8)
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Γ

Figure 5.1: Diagrammatic representation of the imaginary-time correlator by using the

vertex function Γ. The bold line represents the full propagator G, as opposed to the thin line

representing the free propagator G as in Fig. 4.1. The square denotes the bare vertex Q.

where ψ̂σ;p ≡ L−d/2
∫
dx e−ip·xψ̂σ(x) is the Fourier component of the annihilation operator.

From Eq. (5.1.2), the xy-component of the stress tensor operator is given by

Π̂xy(p = 0) =
∑
σ

∑
k

ψ̂†
σ;kπxy(k)ψ̂σ;k, (5.2.9)

with πxy(k) ≡ kxky/m, so that we can set Q(k) = πxy(k) for the shear viscosity. On the other

hand, the heat current density operator is not a quadratic operator from Eq. (5.1.10) [93]:

Ĵ q
x (p = 0) =

∑
σ

∑
k

ψ̂†
σ;kj

q
x(k)ψ̂σ;k +

g

Ld

∑
Q,k,k′

Qx

m
ψ̂†
↑;Q/2+kψ̂

†
↓;Q/2−kψ̂↓;Q/2−k′ψ̂↑;Q/2+k′ ,

(5.2.10)

with

jq(k) ≡
(
ϵk −

E + P
n

)
k

m
. (5.2.11)

In the high-temperature limit, the first term of Ĵ q
x (p = 0) is dominant and the second

term is negligible, so that we can set Q(k) = jqi (k) for the thermal conductivity. This is

because the relative momentum dependence of the second term inhibits the appearance of

the singular product, which is the product of the single-particle Green functions with the

same momentum. The contribution from the second term is not enhanced by the singularity

in the high-temperature limit.

With the use of Eq. (5.2.8), the imaginary-time correlator (5.2.7) is written as

χOO(iω
B,0) =

1

Ld

∑
σ,σ′

∫ β

0
dτ eiω

Bτ
∑
k,k′

Q(k)⟨Tτ ψ̄σ;k(τ)ψσ;k(τ)ψ̄σ′;k′(0)ψσ′;k′(0)⟩Q(k′).

(5.2.12)

We introduce the vertex function Γ(iωF
m+ iωB, iωF

m;k) such that the correlator is denoted by

χOO(iω
B,0) = − 2

βLd

∑
m

∑
k

Q(k)G(iωF
m + iωB,k)G(iωF

m,k)Γ(iω
F
m + iωB, iωF

m;k), (5.2.13)

which is represented diagrammatically in Fig. 5.1. Here, because the bare vertex Q(k) is

diagonal with respect to the spin indices and independent of the spin indices, the vertex

function is also diagonal and independent.
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Figure 5.2: Branch cut structure and contours of integration used to evaluate the imaginary-

time correlator. The contour γ can be deformed to four lines: γ → C = C1 + C2 + C3 + C4.
Here, the contribution from the circle with infinite radius is negligible. The complex variable

w is parametrized as w = ε + i0+ on C1, w = ε − i0+ on C2, w = ε − iωB + i0+ on C3, and
w = ε− iωB − i0+ on C4 with ε ∈ R.

For the analytic continuation iωB → ω+ i0+, it is necessary to express the correlator such

that χOO(w,0) is regular in the upper half-plane of w ∈ C. To do this, we first rewrite the

Matsubara frequency summation as the contour integral on γ:

χOO(iω
B,0) =

2

Ld

∮
γ

dw

2πi
fF (w)

∑
k

Q(k)G(w + iωB,k)G(w,k)Γ(w + iωB, w;k), (5.2.14)

where γ consists of counterclockwise closed contours around the singularities of fF (w). Here,

the Green function G(w,k) has a branch on Im[w] = 0 and the vertex function Γ(w+iωB, w;k)

can have branches on Im[w] = 0 and Im[w] = −ωB, as shown in Appendix D. Thus, we can

deform γ to C, as depicted in Fig. 5.2. Then, the correlator is expressed as

χOO(iω
B,0) =

2

Ld

∫ ∞

−∞

dε

2πi

∑
k

fF (ε)Q(k)

×
{
G(ε+ iωB,k)G(ε+ i0+,k)Γ(ε+ iωB, ε+ i0+;k)

− G(ε+ iωB,k)G(ε− i0+,k)Γ(ε+ iωB, ε− i0+;k)
+ G(ε+ i0+,k)G(ε− iωB,k)Γ(ε+ i0+, ε− iωB;k)

− G(ε− i0+,k)G(ε− iωB,k)Γ(ε− i0+, ε− iωB;k)
}
.

(5.2.15)

We can apply the analytic continuation iωB → ω + i0+ to this expression and obtain the



5.3. SELF-CONSISTENT EQUTION FOR VERTEX FUNCTION 63

response function ROO(ω + i0+,0) as

ROO(ω + i0+,0) = χOO(ω + i0+,0)

=
2

Ld

∫ ∞

−∞

dε

2πi

∑
k

[
fF (ε+ ω)− fF (ε)

]
Q(k)

× GR(ε+ ω,k)GA(ε,k)Γ(ε+ ω + i0+, ε− i0+;k)
+Rnon-sing(ω + i0+,0),

(5.2.16)

with the use of Eq. (5.2.3). One sees that Eq. (5.2.16) has a product of the retarded and

advanced Green functions with the same frequency and momentum in the static limit. Here,

Rnon-sing(ω + i0+,0) is the contribution from the integrals on C1 and C4, and is given by

Rnon-sing(ω + i0+,0) =
2

Ld

∫ ∞

−∞

dε

2πi

∑
k

fF (ε)Q(k)

×
{
GR(ε+ ω,k)GR(ε,k)Γ(ε+ ω + i0′+, ε+ i0+;k)

− GA(ε,k)GA(ε− ω,k)Γ(ε− i0+, ε− ω − i0′+;k)
}
,

(5.2.17)

where the infinitesimal quantities obey 0′+ > 0+ because of the sequence of the limits. This

Rnon-sing(ω+i0
+,0) is not enhanced in the static limit because it does not involve the singular

product.

We introduce a transport coefficient σO in the same form as the Kubo formulas,

σO ≡ lim
ω→0

Im[ROO(ω + i0+,0)]

ω
. (5.2.18)

In the static limit, the term involving the singular product yields the leading-order contribu-

tion, and thus the transport coefficient σO is given by

σO =
2β

Ld

∑
k

e−βϵkQ(k) ΓRA(k)

−2 ImΣR
on-shell(k)

, (5.2.19)

where Eq. (5.2.5) is used. Here, ΓRA(k) is the vertex function connecting to the singular

product and is defined by

ΓRA(k) ≡ Γ(ϵk − µ+ i0+, ϵk − µ− i0+;k). (5.2.20)

From Eq. (5.2.19), ΓRA(k) is the only vertex function we need to calculate for the transport

coefficient.

5.3 Self-consistent eqution for vertex function

In the previous section, we derived the formal expression for the transport coefficient σO by

using the vertex function. In this section, we evaluate the leading-order vertex function in the

quantum virial expansion. Since the singular product reduces the order of the fugacity by one,

the leading-order vertex function is given by the sum of an infinite number of terms. To take
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Γ = + Γ

= +
Figure 5.3: The self-consistent equation for the vertex function (top) and the leading-order

four-point functions (bottom). In the upper figure, the Green functions connected with the

vertex function are the full propagator G, denoted by the bold line. In the lower figure, the

first term on the right-hand side represents the Maki-Thompson diagram and the second term

represents the Aslamazov-Larkin diagram.

into account the contributions of the infinite number of terms, we consider the self-consistent

equation for the vertex function, represented in Fig. 5.3 diagrammatically,

Γ(iωF
m + iωB, iωF

m;k) = Q(k) + 1

β

∑
n

∫
p
I(iωF

m + iωB, iωF
m;k|iωF

n + iωB, iωF
n ;p)

× G(iωF
n + iωB,p)G(iωF

n ,p)Γ(iω
F
n + iωB, iωF

n ;p),

(5.3.1)

where I denotes the connected four-point function. Hereafter, we take the infinite-volume

limit L−d
∑

p →
∫
p. The pinch singularity can result from the product of the Matsubara

Green functions of the same frequency and momentum in the limit iωB → 0 corresponding

to the static limit. In the self-consistent equation, the singular product can arise from the

product of the two Green functions connected with the vertex function.

Let us take the four-point function I specifically such that the second term of Eq. (5.3.1)

has the zeroth-order contribution for the fugacity. Since the singular product reduces the

order by one, we consider the four-point function I with a first-order contribution for the

fugacity. As mentioned in Chapter 4, we can estimate the order of diagrams by using the

techniques of the quantum virial expansion in the imaginary-time representation. The first-

order contributions are given by diagrams of the Maki-Thompson and Aslamazov-Larkin

types [39,91], which are drawn in Fig. 5.3,

IMT(iω
F
m + iωB, iωF

m;k|iωF
n + iωB, iωF

n ;p) = Ta(iωF
m + iωF

n + iωB,k + p), (5.3.2)

and

IAL(iω
F
m + iωB, iωF

m;k|iωF
n + iωB, iωF

n ;p)

= − 2

β

∑
l

∫
q
Ta(iωB

l + iωB, q)Ta(iωB
l , q)G(iω

B
l − iωF

m, q − k)G(iωB
l − iωF

n , q − p),
(5.3.3)
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with I = IMT+IAL and Ta(iωB
l ,p) ≡ Ta(iωB

l −ϵp/2+2µ). It is sufficient for the leading-order

vertex function to evaluate the four-point functions IMT and IAL with the full propagator G
and the pair propagator D replaced by the free propagator G and the T -matrix Ta.

The only vertex function required for the transport coefficient is ΓRA(k), which is obtained

by applying the following analytic continuations to the vertex function Γ(iωF
m + iωB, iωF

m;k):

1. iωF
m → ϵk − µ− i0+,

2. iωB → 0 + i0′+,
(5.3.4)

where the infinitesimal quantities obey 0′+ > 0+ because of the sequence of the limits.2 In

the following, we apply these analytic continuations (5.3.4) to the self-consistent equation,

particularly, to the contributions from the two diagrams, i.e., Maki-Thompson and Aslamazov-

Larkin, and derive the leading-order self-consistent equation for ΓRA(k).

5.3.1 Maki-Thompson contribution

We denote the contribution from the Maki-Thompson diagram in the form of a linear operator,

LMT[Γ](iω
F
m + iωB, iωF

m;k) ≡ 1

β

∑
n

∫
p
IMT(iω

F
m + iωB, iωF

m;k|iωF
n + iωB, iωF

n ;p)

× G(iωF
n + iωB,p)G(iωF

n ,p)Γ(iω
F
n + iωB, iωF

n ;p).

(5.3.5)

In order to carry out the analytic continuations (5.3.4), it is necessary to express Eq. (5.3.5) so

as to be regular in the lower half-plane of the complex variable for arguments containing iωF
m,

regular in the upper half-plane of the complex variable for arguments containing iωB, and

regular in the upper half-plane of the complex variable for arguments containing iωF
m + iωB.

The Matsubara frequency summation in LMT[Γ] is expressed by the controur integral on CMT

as

LMT[Γ](iω
F
m + iωB, iωF

m;k) = −
∮
CMT

dw

2πi

∫
p
fF (w)Ta(w + iωF

m + iωB,k + p)

× G(w + iωB,p)G(w,p)Γ(w + iωB, w;p),

(5.3.6)

where the contour CMT runs around all the singularities of fF (w). We evaluate LMT[Γ] from

the singularities of the integrand except for fF (w). Within the leading order, the singularity

of the T -matrix Ta(w + iωF
m + iωB,k + p) is negligible because the contribution from its

singularity leads to O(z2). Therefore, LMT[Γ] in the high-temperature limit can be evaluated

from the singularities of G(w + iωB,p), G(w,p), and Γ(w + iωB, w;p). This means that we

can take CMT to be C depicted in Fig. 5.2 in the high-temperature limit. Since the integral

on C is rewritten as the integrals over ε as in Eq. (5.2.15), LMT[Γ] is given by

LMT[Γ](iω
F
m + iωB, iωF

m;k)

=

∫ ∞

−∞

dε

2πi

∫
p
fF (ε)

×
[
Ta(ε+ iωF

m + iωB,k + p)G(ε+ iωB,p)G(ε− i0+,p)Γ(ε+ iωB, ε− i0+;p)

− Ta(ε+ iωF
m,k + p)G(ε+ i0+,p)G(ε− iωB,p)Γ(ε+ i0+, ε− iωB;p)

]
+ LMT;non-sing[Γ].

(5.3.7)

2When there is no need to distinguish their magnitudes, we denote both as 0+.
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Here, LMT;non-sing[Γ] represents the integrals on C1 and C4, which do not involve the singular

product after the analytic continuations. Then, we can apply the analytic continuations

(5.3.4) to this expression and obtain

LMT[ΓRA](k) ≡ LMT[Γ](ϵk − µ+ i0+, ϵk − µ− i0+;k)

=

∫
p
e−βϵp2 Im

[
Ta(ϵk−p/2 + i0+)

] ΓRA(p)

−2 ImΣR
on-shell(p)

.
(5.3.8)

5.3.2 Aslamazov-Larkin contribution

We also denote the contribution from the Aslamazov-Larkin diagram as

LAL[Γ](iω
F
m + iωB, iωF

m;k) ≡ 1

β

∑
n

∫
p
IAL(iω

F
m + iωB, iωF

m;k|iωF
n + iωB, iωF

n ;p)

× G(iωF
n + iωB,p)G(iωF

n ,p)Γ(iω
F
n + iωB, iωF

n ;p)

= −
∮
CAL

dw

2πi

∫
p
fF (w)IAL(iω

F
m + iωB, iωF

m;k|w + iωB, w;p)

× G(w + iωB,p)G(w,p)Γ(w + iωB, w;p), (5.3.9)

where the contour CAL runs around all the singularities of fF (w). We investigate the analyt-

icity of the four-point function IAL for the analytic continuations. By taking the summation

over the Matsubara frequency, the four-point function IAL of Eq. (5.3.3) is calculated as

IAL(iω
F
m + iωB, iωF

m;k|iωF
n + iωB, iωF

n ;p)

= 2z

∫
q
e−βϵq−k

Ta(iωF
m + iωB + ϵq−k − µ, q)Ta(iωF

m + ϵq−k − µ, q)
iωF

n − iωF
m − ϵq−k + ϵq−p

+ ((ωF
n ,k)↔ (ωF

m,p)) +O(z2).

(5.3.10)

Thus, IAL(iω
F
m+ iωB, iωF

m;k|w+ iωB, w;p) has the singularities of the pole w = iωF
m+ϵq−k−

ϵq−p and the branches on the axes Im[w] = 0 and Im[w] = −ωB for w ∈ C. To evaluate

LAL[Γ], we can deform the contour CAL to C+ Cpole, where the contour C is shown in Fig. 5.2

and the contour Cpole runs clockwise around the pole w = iωF
m + ϵq−k − ϵq−p. The contour

integral on Cpole is calculated as

−
∮
Cpole

dw

2πi

∫
p
fF (w)IAL(iωF

m + iωB, iωF
m;k|w + iωB, w;p)

× G(w + iωB,p)G(w,p)Γ(w + iωB, w;p)

= 2z

∫
p,q

e−βϵq−kTa(iωF
m + iωB + ϵq−k − µ, q)Ta(iωF

m + ϵq−k − µ, q)

× G(iωF
m + iωB − ϵq−p + ϵq−k,p)G(iωF

m − ϵq−p + ϵq−k,p)

× Γ(iωF
m + iωB − ϵq−p + ϵq−k, iω

F
m − ϵq−p + ϵq−k;p).

(5.3.11)

The analytic continuations (5.3.4) can be applied to this expression. The contour integral on

C can be computed in the same way as for the Maki-Thompson contribution, and we arrive

at an expression to which the analytic connections can be applied. Therefore, we can apply
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the analytic continuations to the Aslamazov-Larkin contribution and obtain

LAL[ΓRA](k) ≡ LAL[Γ](ϵk − µ+ i0+, ϵk − µ− i0+;k)

= 2

∫
k2,q1,q2

e−βϵk2W(k,k2|q1, q2)
ΓRA(q1)

−2 ImΣR
on-shell(q1)

,
(5.3.12)

where the transition rate W(k1,k2|q1, q2) is introduced as

W(k1,k2|q1, q2) ≡ |Ta(ϵk1−k2/2 + i0+)|2

× (2π)d+1δ(ϵk1 + ϵk2 − ϵq1 − ϵq2)δd(k1 + k2 − q1 − q2).
(5.3.13)

After the analytic continuations, only the contribution from the integral on Cpole results in the

leading order by the singular product. The contribution from the integral on C does not have

the zeroth-order contribution because the four-point function IAL itself has the first-order for

the fugacity, unlike the Maki-Thompson contribution.

5.3.3 Leading-order self-consistent equation and linearized Boltzmann equa-

tion

By combining the above results, the leading-order self-consistent equation for ΓRA(k) is given

by

ΓRA(k) = Q(k) + LMT[ΓRA](k) + LAL[ΓRA](k), (5.3.14)

where LMT[ΓRA](k) and LAL[ΓRA](k) are defined in Eqs. (5.3.8) and (5.3.12). Therefore, the

leading-order self-consistent equation is written as a closed equation for ΓRA(k).

We can show that this self-consistent equation (5.3.14) is equivalent to the linearized

Boltzmann equation. To do this, we introduce φ(k) as

φ(k) ≡ ΓRA(k)

−2 ImΣR
on-shell(k)

, (5.3.15)

following [123], and write the self-consistent equation as

Q(k) = −2 ImΣR
on-shell(k)φ(k)−

∫
k2

e−βϵk22 Im
[
Ta(ϵk−k2/2 + i0+)

]
φ(k2)

− 2

∫
k2,q1,q2

e−βϵk2W(k,k2|q1, q2)φ(q1)

= −
∫
k2

e−βϵk22 Im
[
Ta(ϵk−k2/2 + i0+)

](
φ(k) + φ(k2)

)
− 2

∫
k2,q1,q2

e−βϵk2W(k,k2|q1, q2)φ(q1), (5.3.16)

where Eq. (5.2.6) is used. Here, the optical theorem relates the imaginary part of the T -matrix

to the transition rate,

− 2 Im
[
Ta(ϵk1−k2/2 + i0+)

]
=

∫
q1,q2

W(k1,k2|q1, q2). (5.3.17)

Therefore, the self-consistent equation for φ(k) is obtained as

Q(k) =
∫
k2,q1,q2

e−βϵk2W(k,k2|q1, q2)
[
φ(k) + φ(k2)− φ(q1)− φ(q2)

]
, (5.3.18)
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and also the leading-order transport coefficient σO is evaluated from Eq. (5.2.19) as

σO = 2β

∫
k
e−βϵkQ(k)φ(k). (5.3.19)

Eq. (5.3.18) is nothing other than the linearized Boltzmann equation, as detailed in Chapter 2

[Eqs. (2.3.59) and (2.3.60)]. Eq. (5.3.19) also corresponds to Eqs. (2.3.64) and (2.3.65), which

provide the shear viscosity and the thermal conductivity in the kinetic theory. Therefore, for

the transport coefficient σO in the high-temperature limit, the microscopic calculation agrees

with the kinetic one without approximation, such as the relaxation-time approximation or

the approximation to the memory function.

5.4 Numerical results

5.4.1 Shear viscosity

For the shear viscosity, we set Q(k) = πxy(k). Then, the linearized Boltzmann equation can

be solved by expanding φ(k) with the generalized Laguerre polynomials:

φ(k) = βπxy(k)
N∑

n=0

c(η)n L(d+2)/2
n (βϵk). (5.4.1)

In the simplest case of truncation at N = 0, known as the relaxation-time approximation, we

find φ(k) = zτηπxy(k) with the relaxation time for the shear viscosity,

(zτη)
−1 =

πβ2

Γ(d/2)Γ(2 + d/2)

(
m

2
√
2π

)d ∫ ∞

0
dε e−βεεd|Ta(ε− i0+)|2. (5.4.2)

We also find the shear viscosity in the relaxation-time approximation,

λdT η =
2

β
zτη =


2

π

[∫ ∞

0
dx e−x x2

[ln(xã2s)]2 + π2

]−1

d = 2,

15π

4
√
2

[∫ ∞

0
dx e−x x3

x+ ã−2

]−1

d = 3,

(5.4.3)

where ã is the dimensionless scattering length ã ≡
√
m/βa. These results agree with

Eq. (5.1.8), which is obtained from the memory function method [89, 91]. Therefore, the

memory function method, i.e., taking the Drude form of Eq. (5.1.5) and the memory function

of Eq. (5.1.7), is equivalent to the relaxation-time approximation, or more microscopically, to

approximating the vertex function as

ΓRA(k)

−2z Im[ΣR
on-shell(k)]

= τηπxy(k). (5.4.4)

The results of the shear viscosity in the high-temperature limit are plotted in Fig. 5.4.
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Figure 5.4: The shear viscosity in the high-temperature limit as a function of λT /a in the

form of λdT η for d = 2 (left) and d = 3 (right). These results are computed from the solution

using the expansion (5.4.1). In three dimensions, the shear viscosity is an even function of

the scattering length. For example, when λT /a = 0 in three dimensions, the normalized shear

viscosity in the high-temperature limit is λ3T η = 4.165 in the relaxation time approximation

and λ3T η = 4.231 in the exact computation.

5.4.2 Thermal conductivity

For the thermal conductivity, we set Q(k) = jqx(k). Then, the linearized Boltzmann equation

can be solved by expanding φ(k) with the generalized Laguerre polynomials again:3

φ(k) =
ki
m

N∑
n=1

c(κ)n Ld/2
n (βϵk). (5.4.5)

In the simplest case of truncation at N = 1, known as the relaxation-time approximation, we

find φ(k) = zτκj
q
i (k) with the relaxation time for the thermal conductivity,

(zτκ)
−1 =

d− 1

d
(zτη)

−1. (5.4.6)

Thus, the thermal conductivity in the relaxation-time approximation is given by

λdTmκ =
d+ 2

β
zτκ =


8

π

[∫ ∞

0
ds

e−ss2

ln(ã2s) + π2

]−1

d = 2,

225π

16
√
2

[∫ ∞

0
ds

e−ss3

s+ ã−2

]−1

d = 3.

(5.4.7)

These results agree with the computations in the kinetic theory [71] and also agree with the

results in the unitarity limit using the memory function method [93]. The results of the

thermal conductivity in the high-temperature limit are plotted in Fig. 5.5

The ratio of the shear viscosity to the thermal conductivity is known as the Prandtl

number,

Pr ≡ η

κ

cP
mn

, (5.4.8)

3The bare vertex jqx(k) is represented by the generalized Laguerre polynomial as βmjqx(k) = −kxL
d/2
1 (βϵk)

because of β(E + P)/n = (d + 2)/2 in the high-temperature limit. For this reason, the expansion starts at

n = 1, not n = 0. This is consistent with the matching condition (2.3.35) for the equilibrium distribution in

the kinetic computation.
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Figure 5.5: The thermal conductivity in the high-temperature limit as a function of λT /a

in the form of λdTmκ for d = 2 (left) and d = 3 (right). These results are computed from

the solution using the expansion Eq. (5.4.5). In three dimensions, the termal conductivity is

an even function of the scattering length. For example, when λT /a = 0 in three dimensions,

the normalized thermal conductivity in the high-temperature limit is λ3Tmκ = 15.62 in the

relaxation time approximation and λ3Tmκ = 16.01 in the exact computation.

where cP is the specific heat at constant pressure. The Prandtl number quantifies the relative

importance of the shear viscosity to the thermal conductivity. This quantity appears in sound

attenuation in a fluid [97], and was measured in ultracold atoms experiment [124]. In the the

relaxation-time approximation, the Prandtl number Pr in the high-temperature limit is given

by Pr = (d − 1)/d because of cP = (d + 2)n/2, and is independent of the scattering length.

However, the Prandtl number computed with Eqs. (5.4.1) and (5.4.5) depends slightly on the

scattering length, as plotted in Fig. 5.6.

5.5 Summary

In this chapter, we presented exact nonperturbative results for the shear viscosity and the

thermal conductivity of the resonant Fermi gas in the high-temperature limit. We confirmed

that the singular product (5.2.5) has the inverse power of the fugacity and derived the self-

consistent equation of the vertex function in the high-temperature limit. Our results are

Eqs. (5.3.15), (5.3.18), and (5.3.19). The only vertex function required for the transport

coefficient in the high-temperature limit is ΓRA(k). Then, the function φ(k) is defined from

ΓRA(k) via Eq. (5.3.15) and obeys the linearized Boltzmann equation (5.3.18). The transport

coefficient is provided by φ(k) via Eq. (5.3.19). The kinetic theory entirely describes the shear

viscosity and the thermal conductivity in the high-temperature limit. Our results provide

a direct derivation of the kinetic theory in the quantum virial expansion. The linearized

Boltzmann equation is understood as the leading-order equation obtained by applying the

analytic continuations (5.3.4) to the self-consistent equation for the vertex function, which is

represented diagrammatically in Fig. 5.3.

In Sec. 5.4, we computed the shear viscosity and the thermal conductivity in the high-

temperature limit by solving the derived self-consistent equation, i.e., the linearized Boltz-

mann equation. Our results for the shear viscosity and the thermal conductivity are plotted
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Figure 5.6: The rescaled Prandtl number Pr × d/(d − 1) as a function of λT /a computed

from the results in Figs. 5.4 and 5.5.

in Figs. 5.4 and 5.5. The Prandtl number, which is the ratio of them, is plotted in Fig. 5.6.

The thermal conductivity in two dimensions is a novel result of our work.



Chapter 6

Summary and prospects

Summary

In this thesis, we theoretically studied two-component Fermi gases near the two-body reso-

nance in two and three dimensions, which are referred to as the resonant Fermi gases. The

resonant Fermi gas is realized by taking advantage of the high tunability of ultracold atoms

and exhibits universal behavior independent of the details of its interparticle interaction. To

understand the universal nature of the transport properties, we investigated their transport

coefficients, i.e., the bulk viscosity, the shear viscosity, and the thermal conductivity, for an

arbitrary scattering length.

Chapter 2 was devoted to the review for studying the transport properties of the resonant

Fermi gases. We first explained that the interparticle interaction is characterized only by the

s-wave scattering length a at low energies. This property is the key of the universality of the

resonant Fermi gas. Namely, the systems with different interaction potentials behave in the

same way at low energies as long as the scattering lengths are the same. We then introduced

the contact interaction model to describe the universal behavior of the resonant Fermi gas.

Also, we derived the Kubo formula to calculate the transport coefficients and reviewed the

kinetic theory, which is one of the approaches to calculate the transport coefficients in the

high-temperature limit.

In Chapter 3, we focused on the bulk viscosity, which characterizes the dissipation caused

by an expansion and contraction of the fluid volume. It was shown that the bulk viscosity

vanishes in the unitarity limit because of no interaction scales [49]. The vanishing bulk vis-

cosity at unitarity is intuitively understood because the entropy is not produced during an

isotropic expansion due to no intrinsic scales in the interaction. In order to extend this un-

derstanding to the case where the scattering length is finite and investigate the bulk viscosity

at finite scattering length, we constructed hydrodynamics with a spacetime-dependent scat-

tering length. Because the scattering length can be tuned by applying an external magnetic

field via the Feshbach resonance in ultracold atoms, one can realize the spacetime-dependent

scattering length by modulating the applied magnetic field over spacetime. We showed that

the spacetime-dependent scattering length not only appears explicitly as an external source

of the momentum and energy continuity equations [Eqs. (3.2.3) and (3.2.4)], but also enters

the constitutive relations through the modified bulk strain rate tensor [Eq. (3.2.25)] in both

normal and superfluid phases. We also found the dependence of the bulk viscosity on the

72
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scattering length near the free limit |a| → 0 [Eqs. (3.2.28) and (3.3.31)] and near the unitarity

limit |a| → ∞ [Eqs. (3.2.29) and (3.3.32)]. The expression of the modified bulk strain rate

tensor can be intuitively understood from the equivalence between the expansion (contrac-

tion) of the fluid volume and the contraction (expansion) of the scattering length because

of no interaction scale other than the scattering length. This intuitive understanding of the

modified bulk strain rate tensor provides an extension of the understanding of the vanishing

bulk viscosity at unitarity to the case where the scattering length is finite. We can derive the

modified bulk strain rate tensor from another method using the conformal symmetry, as dis-

cussed in Appendix B. This symmetry-based derivation supports the equivalence between the

expansion (contraction) of the fluid volume and the contraction (expansion) of the scattering

length.

The modified bulk strain rate tensor indicates that the dissipation proportional to the bulk

viscosity can be induced through the modulated scattering length. As one of the applications

of our hydrodynamics, we considered the time-dependent scattering length in a uniform sys-

tem and showed that the dissipation proportional to the bulk viscosity appears in the contact

density [Eq. (3.4.1)], the energy density [Eq. (3.4.2)], and the entropy density [Eq. (3.4.3)].

These results may be useful as a novel probe to measure the bulk viscosity. In particular, in

the unitarity limit, the bulk viscosity ζ itself vanishes, but ζa2 is supposed to be finite, and

our results may also be useful for its measurement [Eq. (3.4.5)]. As discussed in Chapter 4, the

bulk viscosity is expressed with the contact-contact response function [Eq. (4.2.9)]. The bulk

viscosity is considered to capture the pair fluctuations and to have a strong signature at the

superfluid phase transition driven by the pair fluctuations because the contact density Ĉ(t,x)
can be interpreted as the density of the fermion pair field ∆̂(t,x): Ĉ(t,x) = ∆̂†(t,x)∆̂(t,x)

with ∆̂(t,x) = mgψ̂↓(t,x)ψ̂↑(t,x) [90]. Therefore, the measurement of the bulk viscosity may

provide valuable information about the pair fluctuations.

Chapters 4 and 5 were devoted to calculating the transport coefficients in the high-

temperature regime, where nλdT ≪ 1 holds for the particle number density n and the thermal

de Broglie wavelength λT =
√
2π/(mT ). In the high-temperature regime, the fugacity is

small z = eµ/T ≪ 1, so that the expansion in terms of the fugacity is valid. This expansion,

referred to as the quantum virial expansion, is used as a non-perturbative method, which is

applied to the strongly correlated regime, such as the unitarity limit [88]. In Chapter 4, we

expressed the Kubo formula for the bulk viscosity with the contact-contact response function

[Eq. (4.2.9)], and derived Eqs. (3.4.1)–(3.4.3) from the linear response theory [Eqs. (4.2.18)–

(4.2.20)]. We then reviewed the calculation of the bulk viscosity via the Kubo formula in

the quantum virial expansion [89–91]. The bulk viscosity calculated from the quantum virial

expansion does not fully agree with that from the kinetic theory [74,75]. We pointed out that

the reason for the discrepancy is the breakdown of the quasiparticle approximation, which is

the basis of the kinetic theory.

On the other hand, for the shear viscosity and the thermal conductivity, the following two

computational methods are known to provide the same results: the quantum virial expansion

with resummation by the memory function method [39, 89, 91, 93] and the kinetic theory in

the relaxation-time approximation [69–73]. To understand these coincidences, we directly

derived the linearized Boltzmann equation in the quantum virial expansion in Chapter 5.

Our derivation proves the agreement between the quantum virial expansion and the kinetic
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theory in the high-temperature limit without any approximation. We confirmed the pinch

singularity [Eq. (5.2.5)], which is the origin of the need for the resummation, and showed that

the self-consistent equation of the vertex function is identical to the linearized Boltzmann

equation in the high-temperature limit. Our method provides the exact transport coefficients

in the high-temperature limit from the microscopic theory. We then computed the shear

viscosity and the thermal conductivity in the high-temperature limit [Figs. 5.4 and 5.5]. We

also computed the Prandtl number, which is defined from their ratio, and found that it slightly

depends on the scattering length [Fig. 5.6].

Prospects

There are several interesting prospects for our studies. For example, it is interesting to investi-

gate the flow induced by the spacetime-dependent scattering length using the hydrodynamics

constructed in Chapter 3. In Chapter 3, we considered the application to a uniform system

with a temporally modulated scattering length as a simple case, where the fluid velocity does

not arise. An interesting flow may be found from the hydrodynamic approach by setting the

scattering length to a specific configuration. From microscopic approaches, it was proposed

that several intriguing phenomena can be realized by arranging the spacetime-dependent

scattering length with specific configurations [125–135].

As another prospect, it is an important task to elaborate on the quantum virial expansion

of the bulk viscosity multiplied by the square of the scattering length in the unitarity limit.

The bulk viscosity obtained in the quantum virial expansion [Eq. (4.2.36)] is singular in the

unitarity limit. It is necessary to resum higher-order corrections to obtain the expansion for

the bulk viscosity in the unitarity limit. Although this resummation was achieved numeri-

cally [90], the origin of the divergence is not fully understood, and a systematic resummation

method is not established. It is essential to identify the singularity that causes the divergence

and to formulate a systematic expansion that incorporates the terms yielding the singularity.

As a further development of the quantum virial expansion, it is worthwhile to formulate the

expansion in the real-time formalism [136] instead of the Matsubara formalism. In Chapter 5,

we employed the Matsubara formalism to take advantage of the established quantum virial

expansion, where the analytic continuations are unavoidable. In the real-time formalism, we

can directly find the singular product that leads to the pinch singularity without the analytic

continuations [123]. In addition, the derivation of the kinetic theory itself, rather than the

linearized one, was achieved in the real-time formalism in the weak coupling limit [137].

It is also useful to formulate the quantum virial expansion in the real-time formalism for

understanding more general non-equilibrium transport phenomena.

Thanks to their universality, the studies of the resonant Fermi gases can be applied to

various systems which satisfies the following condition:

rR ≪ n−1/d, λT , |a|,

where rR is the radius of the interparticle interaction potential. In ultracold atoms, the gases

meet this condition by their high tunability, whereas there are systems in which this condition

is naturally satisfied [8,9]. For example, in dilute nuclear matter, the neutron-neutron s-wave

scattering length a ≃ −18.5 fm is larger than the radius rR < 1 fm [138]. Thus, the resonant

Fermi gas can be regarded as an idealization of dilute nuclear matter and may be relevant
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to the physics of neutron stars [139]. Understanding the inside of neutron stars is one of the

important problems in nuclear physics, and the studies of the resonant Fermi gases may be

useful for this problem. We hope that the studies of the resonant Fermi gases will provide

valuable insights into strongly correlated Fermi systems and facilitate the understanding of

systems linked by the universality.



Appendix A

Symmetries of resonant Fermi gases

In this appendix, we review symmetries of the resonant Fermi gas. We introduce the Galilean

symmetry, the nonrelativistic conformal symmetry, and hidden symmetries that correspond

to their extensions. In Sec. A.1, we review a symmetry group of the Schrödinger equation for

a nonrelativistic spinless free particle, which is referred to as the Schrödinger group [140,141],

including the Galilean boost and the conformal transformation. We also confirm that the

system exhibits the conformal invariance in the unitarity limit [25–27]. In Sec. A.2, we review

hidden symmetries of the resonant Fermi gas: the nonrelativistic general coordinate invariance

and the conformal invariance [26]. These symmetries are the extensions of the Galilean and

conformal symmetries. Sec. A.3 is devoted to the summary.

The discussion in this appendix is based mainly on Refs. [140,141] in Sec. A.1 and Ref. [26]

in Sec. A.2.

A.1 Schrödinger group

We consider a non-relativistic system whose action is given by

S[ψσ, ψ
†
σ] = S0[ψσ, ψ

†
σ] + Sint[ψσ, ψ

†
σ]

=

∫
dtdxL0(t,x) +

∫
dtdxLint(t,x),

(A.1.1)

where L0(t,x) and Lint(t,x) are the kinetic and interaction terms of the Lagrangian density,

respectively:

L0(t,x) =
∑
σ=↑,↓

[
iψ†

σ(t,x)
←→
∂t ψσ(t,x)−

[∂iψσ(t,x)]
†[∂iψσ(t,x)]

2m

]
, (A.1.2)

Lint(t,x) = −
1

2

∑
σ,τ

∫
dy ψ†

σ(t,x)ψ
†
τ (t,y)V (|x− y|)ψτ (t,y)ψσ(t,x). (A.1.3)

Here, ψσ(t,x) is a spin-1/2 fermion field with its mass m and V (|x − y|) is an interparticle

potential.1 We employ the Lagrangian formalism rather than the Hamiltonian formalism

for symmetry discussions and review the symmetries of this action. In particular, when the

1For the discussion of the symmetries, we take the interaction potential to be a general one, rather than a

simplified contact interaction.
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interaction potential V (|x−y|) is scale invariant [see Eq. (A.1.24)], the action has a symmetry

group referred to as the Schrödinger group [140,141]. The conformal symmetry is one of the

most important properties of the unitary Fermi gas.

A.1.1 U(1) phase and SU(2) spin rotation

Evidently, this action is invariant under the U(1) phase and SU(2) spin rotations,

ψσ(t,x) → ψ′
σ(t,x) = eiχ

∑
τ

Sστψτ (t,x), (A.1.4)

with eiχ ∈ U(1) and Sστ ∈ SU(2).

The infinitesimal transformation for the U(1) phase rotation is given by

δψσ(t,x) ≡ ψ′
σ(t,x)− ψσ(t,x) = iχψσ(t,x). (A.1.5)

Its operator counterpart can be represented as

δψ̂σ(t,x) = −iχ[M̂/m, ψ̂σ(t,x)], (A.1.6)

where the generator M̂ is found to be the mass operator,

M̂ =

∫
dxM̂(t,x), M̂(t,x) ≡ m

∑
σ

ψ̂†
σ(t,x)ψ̂σ(t,x), (A.1.7)

with the mass density operator M̂(t,x). Here, the operator ψ̂σ(t,x) obeys the canonical

anti-commutation relations,

{ψ̂σ(t,x), ψ̂
†
τ (t,y)} = δστδ

d(x− y),

{ψ̂σ(t,x), ψ̂τ (t,y)} = {ψ̂†
σ(t,x), ψ̂

†
τ (t,y)} = 0.

(A.1.8)

A.1.2 Spacetime translation and spatial rotaion

As obvious spacetime symmetries, the action is invariant under the spacetime translation and

the spatial rotation,

ψσ(t,x) → ψ′
σ(t,x) = ψσ(t− ξ0,x− ξ), (A.1.9)

ψσ(t,x) → ∂iψ
′
σ(t,x) = ψσ(t, R

−1x), (A.1.10)

with R ∈ SO(d). As in the case of the U(1) rotation, the generators of the transformations

can be found to be the Hamiltonian Ĥ for the time translation, the momentum P̂i for the

spatial translation, and the angular momentum M̂ij for the spatial rotation:

Ĥ =
∑
σ

∫
dx

[∂iψ̂σ(t,x)]
†[∂iψ̂σ(t,x)]

2m

+
1

2

∑
σ,τ

∫
dxdy ψ̂†

σ(t,x)ψ̂
†
τ (t,y)V (|x− y|)ψ̂τ (t,y)ψ̂σ(t,x), (A.1.11)

P̂i =

∫
dx Ĵi(t,x), (A.1.12)

M̂ij =

∫
dx
[
xiĴj(t,x)− xjĴi(t,x)

]
, (A.1.13)
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where Ĵi(t,x) is the momentum density operator,

Ĵi(t,x) ≡ −i
∑
σ

ψ̂†
σ(t,x)

←→
∂i ψ̂σ(t,x). (A.1.14)

In three dimensions, the dual operator L̂i ≡ 1
2ϵijkM̂jk corresponds to the well-known angular

momentum operator, where ϵijk is the antisymmetric tensor: ϵ123 = +1.

A.1.3 Galilean transformation

Due to the form of the kinetic term L0(t,x), the action is invariant under the following

Galilean transformation:

ψσ(t,x) → ψ′
σ(t,x) = e−im

2
V 2t+imV ·xψσ(t,x− V t), (A.1.15)

which involves the phase factor e−im
2
V 2t+imV ·x in addition to the spatial translation x →

x − V t. The Galilean invariance implies a relation between the U(1) symmetry and the

spatial translation symmetry, which equates the mass flux with the momentum density.2

The infinitesimal transformation is given by

δψσ(t,x) = Vi [imxi − t∂i]ψσ(t,x), (A.1.16)

and its operator counterpart is provided by

δψ̂σ(t,x) = −iVi[K̂i(t)− tP̂i, ψ̂σ(t,x)], (A.1.17)

where the operator K̂i(t) is found to be

K̂i(t) =

∫
dxxiM̂(t,x). (A.1.18)

Although K̂i(t) is not commutative with the Hamiltonian and is time-dependent,

[K̂i(t), Ĥ] = iP̂i, (A.1.19)

the generator itself does not depend on time,

i
d

dt

(
K̂i(t)− tP̂i

)
= [K̂i(t)− tP̂i, Ĥ] + i

∂

∂t

(
K̂i(t)− tP̂i

)
= 0, (A.1.20)

where the partial derivative acts on the time dependence of the operator K̂i(t) − tP̂i in the

Schrödinger picture. Here, K̂i(t) physically stands for the center-of-mass coordinates, and

the conservation of K̂i(t) − tP̂i means Newton’s first law of motion, i.e., the center-of-mass

remains in motion with a constant momentum in nonrelativistic systems without external

forces.

2Let Jµ be the Noether current of the mass conservation ∂µJµ = 0 due to the U(1) symmetry and Tµi be

the Noether current of the momentum conservation ∂µTµi = 0 due to the spatial translation symmetry. Then,

the Noether current derived from the Galilean symmetry is given as Jµxi − tTµi, and its conservation leads to

0 = ∂µ[Jµxi − tTµi] = Ji − T0i.
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A.1.4 Scale transformation

Since the kinetic term L0(t,x) has a first-order time derivative and a second-order spatial

derivative, it is invariant under the following scale transformation:

t → t′ = e−2λt, x → x′ = e−λx,

ψσ(t,x) → ψ′
σ(t

′,x′) = e
d
2
λψσ(t,x).

(A.1.21)

Under the scale transformation, the interaction term is transformed into

Sint[ψσ, ψ
†
σ]→ Sint[ψ

′
σ, ψ

′†
σ ]

= −1

2

∑
σ,τ

∫
dtdxdy e2dλψ†

σ(e
2λt, eλx)ψ†

τ (e
2λt, eλy)

× V (|x− y|)ψτ (e
2λt, eλy)ψσ(e

2λt, eλx)

= −1

2

∑
σ,τ

∫
dt̃dx̃dỹ e−2λψ†

σ(t̃, x̃)ψ
†
τ (t̃, ỹ)V (e−λ|x̃− ỹ|)ψτ (t̃, ỹ)ψσ(t̃, x̃),

(A.1.22)

with

t̃ = e2λt, x̃ = eλx, ỹ = eλy. (A.1.23)

Therefore, the interaction term is scale invariant if the interparticle interaction potential

satisfies

V (r) = e−2λV (e−λr). (A.1.24)

This condition is trivially satisfied in a free particle system (V = 0), an inverse squared

potential system (V ∝ r−2), and a two-dimensional contact interaction system (V ∝ δ2(r)).

Note that the two-dimensional contact interaction potential is classically scale invariant, but is

not quantum-mechanically because of a scale anomaly. At unitarity, the interaction potential

does not satisfy the condition (A.1.24) and is not invariant under the scale transformation.

However, the scattering length is transformed as

a → a′ = eλa (A.1.25)

under the scale transformation because it is a length scale. From this transformation law,

the infinite scattering length remains infinite under the scale transformation. In other words,

the unitarity limit is maintained under the scale transformation. As long as the low-energy

physics where only the scattering length is relevant is concerned, the system at unitarity can

be considered to be scale invariant.3

The infinitesimal transformation of Eq. (A.1.21) is given by

δψσ(t,x) = λ

(
d

2
+ xi∂i + 2t∂t

)
ψσ(t,x). (A.1.26)

3The discussion here only guarantees that the two-body subsystem of the unitary Fermi gas is scale invariant,

but does not guarantee that three- or more-body subsystems do not have a length scale. There may be three-

or many-body bound states, for example, due to the quantum effect known as the Efimov effect [142]. In the

unitary Fermi gas, the breaking of the scale invariance has not been found and is considered to be strictly scale

invariant.
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Its operator counterpart is provided by

δψ̂σ(t,x) = −iλ
[
D̂(t)− 2tĤ, ψ̂σ(t,x)

]
, (A.1.27)

where the operator D̂(t) is found to be

D̂(t) =

∫
dxxiĴi(t,x). (A.1.28)

The generator D̂(t) − 2tĤ is time-independent, but the operator D̂(t) is not commutative

with the Hamiltonian:

[D̂(t), Ĥ] = 2iĤ. (A.1.29)

This commutation relation indicates the condition for the trace of the stress tensor:

2Ĥ = −i[D̂(t), Ĥ] = ∂tD̂(t) =

∫
dxxi∂tĴi(t,x) = −

∫
dxxi∂jΠ̂ij(t,x) =

∫
dx Π̂ii(t,x),

(A.1.30)

where the stress tensor operator Π̂ij(t,x) is introduced via the momentum conservation equa-

tion,

∂tĴi(t,x) + ∂jΠ̂ij(t,x) = 0. (A.1.31)

A.1.5 Conformal transformation

Scale-invariant nonrelativistic systems are also invariant under the following conformal trans-

formation [140,141]:

t → t′ =
t

1− ct
, x → x′ =

x

1− ct
,

ψσ(t,x) → ψ′
σ(t

′,x′) = (1− ct)d/2 exp
[
i

c

1− ct
m

2
|x|2

]
ψσ(t,x).

(A.1.32)

The infinitesimal transformation is given by

δψσ(t,x) = c

[
i
m

2
|x|2 − d

2
t− txi∂i − t2∂t

]
ψσ(t,x), (A.1.33)

and its operator counterpart is provided by

δψ̂σ(t,x) = −ic[Ĉ(t)− tD̂(t) + t2Ĥ, ψ̂σ(t,x)], (A.1.34)

where the operator Ĉ(t) is found to be

Ĉ(t) =

∫
dx

1

2
|x|2M̂(t,x). (A.1.35)

The operator Ĉ(t) satisfies

[Ĉ(t), Ĥ] = iD̂(t) (A.1.36)

and the generator Ĉ(t) − tD̂(t) + t2Ĥ is time-independent. This commutation relation is

derived as

[Ĉ(t), Ĥ] = i∂tĈ(t) = i

∫
dx
|x|2

2
∂tM̂(t,x) = −i

∫
dx
|x|2

2
∂iĴi(t,x) = iD̂(t), (A.1.37)

with the mass conservation

∂tM̂(t,x) + ∂iĴi(t,x) = 0. (A.1.38)

Therefore, the time-independence of the generator, i.e., the conformal invariance of the sys-

tem, follows solely from the scale invariance and the mass conservation.
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A.1.6 Commutation relations

We summarize the commutation relations of the generators. The following operators form

a closed algebra referred to as the Schrödinger algebra [140, 141]: Hamiltonian Ĥ, mass M̂ ,

momentum P̂i, angular momentum M̂ij , Galilean boost K̂i, scale transformation D̂, and

conformal transformation Ĉ:

[M̂, Ĥ] = [M̂, P̂i] = [M̂, M̂ij ] = [M̂, K̂i] = [M̂, D̂] = [M̂, Ĉ] = 0, (A.1.39)

[M̂ij , Ĥ] = [M̂ij , D̂] = [M̂ij , Ĉ] = 0, (A.1.40)

[M̂ij , P̂k] = i(δikP̂j − δjkP̂i), (A.1.41)

[M̂ij , K̂k] = i(δikK̂j − δjkK̂i), (A.1.42)

[M̂ij , M̂kl] = i(δikM̂jl − δilM̂jk − δjkM̂il + δjlM̂ik), (A.1.43)

where all operators are in the Schrödinger picture.

PPPPPPPPPA

B
Ĥ D̂ Ĉ P̂j K̂j

Ĥ 0 −2iĤ −iD̂ 0 −iP̂j

D̂ 2iĤ 0 −2iĈ iP̂j −iK̂j

Ĉ iD̂ 2iĈ 0 iK̂j 0

P̂i 0 −iP̂i −iK̂i 0 −iδijM̂

K̂i iP̂i iK̂i 0 iδijM̂ 0

Table A.1: Commutation relations: [A,B]

In particular, Ĥ, D̂, and Ĉ form a subgroup:

[Ĥ, D̂] = −2iĤ, [Ĥ, Ĉ] = −iD̂, [Ĉ, D̂] = 2iĈ. (A.1.44)

With the use of

Ŝ1 =
1

2
(Ĥ + Ĉ), Ŝ2 =

1

2
(Ĥ − Ĉ), Ŝ3 = −

1

2
D̂, (A.1.45)

one can see that these operators obey the SO(2, 1) algebra,

[Ŝ1, Ŝ2] = −iŜ3, [Ŝ2, Ŝ3] = iŜ1, [Ŝ3, Ŝ1] = −iŜ2. (A.1.46)

A.2 Nonrelativistic diffeomorphism

We discussed the symmetries of the action (A.1.1), especially, the Schrödinger group that

emerges at unitarity. The action (A.1.1) has hidden symmetries that correspond to an exten-

sion of the Schrödinger group [26].
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A.2.1 Resonant Fermi gases in curved space

To discuss the hidden symmetries, we promote the global symmetries to their local counter-

parts by coupling the action to an external U(1) gauge field Aµ(t,x) and a metric gij(t,x)

as external fields. The metric gij(t,x) provides the infinitesimal line element in the curved

space as

ds2 = gij(t,x)dx
idxj . (A.2.1)

Hereafter, we distinguish the upper and lower indices, which are raised and lowered by the

metric gij(t,x) and its inverse gij(t,x). We also introduce the covariant spatial derivative ∇i

with respect to the metric gij(t,x) and the covariant temporal derivative ∇t as

∇tM(t,x) ≡ 1√
g(t,x)

∂t

(√
g(t,x)M(t,x)

)
, (A.2.2)

with the determinant of the metric g(t,x) ≡ det[gij(t,x)]. The covariant derivative ∇i acts

on a scalar quantityM(t,x), a covariant vector Ji(t,x), and a contravariant vector J j(t,x)

as

∇iM(t,x) = ∂iM(t,x),

∇iJj(t,x) = ∂iJj(t,x)− Γk
ij(t,x)Jk(t,x),

∇iJ j(t,x) = ∂iJ j(t,x) + Γj
ik(t,x)J

k(t,x),

(A.2.3)

where the Christoffel symbol Γk
ij(t,x) is defined by

Γk
ij(t,x) ≡

1

2
gkl(t,x)

[
∂jgil(t,x) + ∂iglj(t,x)− ∂lgij(t,x)

]
. (A.2.4)

The action with the external fields is given by

S[ψσ, ψ
†
σ;Aµ, gij ] = S0[ψσ, ψ

†
σ;Aµ, gij ] + Sint

=

∫
dtdx

√
g(t,x)L0;curved(t,x) + Sint,

(A.2.5)

where L0;curved(t,x) is the kinetic term of the Lagrangian density:

L0;curved(t,x) =
∑
σ=↑,↓

[
iψ†

σ(t,x)
←→
Dtψσ(t,x)−

gij(t,x)

2m
[Diψσ(t,x)]

†[Djψσ(t,x)]

]
. (A.2.6)

Here, Dt ≡ ∂t − iAt(t,x) and Di ≡ ∇i − iAi(t,x) are the gauge covariant derivatives and

the field ψσ(t,x) is a scalar quantity. To give the interaction term in curved space as a local

form, we use an auxiliary field π(t,x):

Sint = Sint[ψσ, ψ
†
σ, π;Aµ, gij ]

=

∫
dtdx

√
g(t,x)

[
q
∑
σ

ψ†
σ(t,x)ψσ(t,x)π(t,x)−

π(t,x)2

2r2R
− gij(t,x)

2
∂iπ(t,x)∂jπ(t,x)

]
.

(A.2.7)

In flat space gij(t,x) = δij in three dimensions, this interaction term leads to the following

Yukawa interaction when the auxiliary field is integrated out with the use of its equation of

motion:

VYukawa(r; q, rR) = −
q2

4πr
e−r/rR . (A.2.8)
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In particular, the unitarity limit is achieved at mq2rR = 21.1 . . . [26]. Although we take the

interaction term that leads to the Yukawa potential in flat space, the detailed form of the

interaction potential is irrelevant as far as the low-energy physics is concerned.

A.2.2 Nonrelativistic general coordinate transformation

The external fields naturally promote the U(1) symmetry and the spatial translation symme-

try to their local counterparts. The action is invariant under the U(1) gauge transformation

and the general coordinate transformation:

ψσ(t,x) → ψ′
σ(t,x) = eiχ(t,x)ψσ(t,x),

Aµ(t,x) → A′
µ(t,x) = Aµ(t,x) + ∂µχ(t,x),

(A.2.9)

and

xi → x′i = x′i(x),

ψσ(t,x) → ψ′
σ(t,x

′) = ψσ(t,x), π(t,x) → π′(t,x′) = π(t,x),

At(t,x) → A′
t(t,x

′) = At(t,x), Ai(t,x) → A′
i(t,x

′) =
∂xj

∂x′i
Aj(t,x),

gij(t,x) → g′ij(t,x
′) =

∂xk

∂x′i
∂xl

∂x′j
gkl(t,x).

(A.2.10)

The infinitesimal versions are given by

δψσ(t,x) = iχ(t,x)ψσ(t,x), δAµ(t,x) = ∂µχ(t,x), (A.2.11)

and

xi → xi + ξi(x),

δψσ(t,x) = −ξk(x)∂kψσ(t,x), δπ(t,x) = −ξk(x)∂kπ(t,x),
δAt(t,x) = −ξk(x)∂kAt(t,x),

δAi(t,x) = −ξk(x)∂kAj(t,x)−Ak(t,x)∂iξ
k(x),

δgij(t,x) = −ξk(x)∂kgkl(t,x)− gik(t,x)∂jξk(x)− gkj(t,x)∂iξk(x).

(A.2.12)

Because the action is coupled with the metric for space instead of spacetime, the gauge

parameter ξi(x) is time-independent. However, one can makes it spacetime-dependent with

keeping the action invariant by modifying the transformation as

xi → xi + ξi(t,x),

δψσ(t,x) = −ξk(t,x)∂kψσ(t,x), δπ(t,x) = −ξk(t,x)∂kπ(t,x),
δAt(t,x) = −ξk(t,x)∂kAt(t,x)−Aj(t,x)ξ̇

j(t,x),

δAi(t,x) = −ξk(t,x)∂kAj(t,x)−Ak(t,x)∂iξ
k(t,x)−mgij(t,x)ξ̇j(t,x),

δgij(t,x) = −ξk(t,x)∂kgkl(t,x)− gik(t,x)∂jξk(t,x)− gkj(t,x)∂iξk(t,x).

(A.2.13)

This is called the nonrelativistic general coordinate transformation [26], which is a local

version of the spatial translation including the Galilean boost. Indeed, if we set the gauge

parameters as

χ(t,x) = mxiV
i, ξi(t,x) = V it, (A.2.14)
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the infinitesimal transformation of the field ψσ(t,x) results in Eq. (A.1.16). The nonrela-

tivistic general coordinate invariance is a hidden symmetry that is exposed by putting the

system in curved space and is a larger symmetry than the spatial translation and Galilean

symmetries.

A.2.3 Scale and conformal transformations

The conformal symmetry can also be extended. The kinetic term is invariant under

t → t′ = t′(t),

ψσ(t,x) → ψ′
σ(t

′,x) =

(
dt

dt′

)d/4

ψσ(t,x), π(t,x) → π′(t′,x) =

(
dt

dt′

)d/4

π(t,x),

At(t,x) → A′
t(t

′,x) =

(
dt

dt′

)
At(t,x), Ai(t,x) → A′

i(t
′,x) = Ai(t,x),

gij(t,x) → g′ij(t
′,x) =

(
dt

dt′

)−1

gij(t,x). (A.2.15)

The infinitesimal version is given by

t → t′ = t+ α(t),

δψσ(t,x) = −α(t)ψ̇σ(t,x)−
d

4
α̇(t)ψσ(t,x), δπ(t,x) = −α(t)π(t,x)− d

4
α̇(t)π(t,x),

δAt(t,x) = −α(t)Ȧt(t,x)− α̇(t)At(t,x), δAi(t,x) = −α(t)Ȧi(t,x),

δgij(t,x) = −α(t)ġij(t,x) + α̇(t)gij(t,x). (A.2.16)

This transformation is an extension of the scale and conformal transformations. In fact, one

can reproduce the scale transformation (A.1.26) by taking the gauge parameters as

α(t) = −2λt, ξi(t,x) = −λxi (A.2.17)

and the conformal transformation (A.1.33) by taking them as

α(t) = ct2, ξi(t,x) = ctxi, χ(t,x) =
m

2
c|x|2. (A.2.18)

The interaction term Sint is not invariant under the conformal transformation (A.2.16).

However, as already mentioned, the system is considered to be conformal invariant at unitarity

as long as the low-energy physics is concerned.

A.3 Summary

In this appendix, we reviewed the symmetries of the resonant Fermi gas: the U(1) symme-

try, the spacetime translation symmetry, the spatial rotation symmetry, and the Galilean

symmetry. We also reviewed the scale and conformal symmetries that emerge in the uni-

tary Fermi gas. In Sec. A.1, we introduced the Schrödinger group, which consists of the

U(1) phase rotation, the spacetime translation, the spatial rotation, the Galilean boost, the

scale transformation, and the conformal transformation. In particular, we confirmed that
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the trace of the stress tensor is related to the Hamiltonian in the conformal invariant sys-

tem [Eq. (A.1.30)]. In the presence of a finite scattering length, Eq. (A.1.30) is modified by

adding a term describing the conformal symmetry breaking due to the scattering length [see

Eq. (3.1.15)]. We also confirmed that the system at unitarity can be considered to be con-

formal invariant as long as the low-energy physics is concerned. In Sec. A.2, we reviewed the

nonrelativistic general coordinate and conformal invariances, which are exposed by putting

the system in curved space [26]. Because the nonrelativistic general coordinate invariance

can impose stronger constraints on systems than the Galilean invariance, it has been widely

used not only for the resonant Fermi gases, but also for other nonrelativistic systems such

as superfluids [143–147] and quantum Hall systems [148–153]. The conformal invariance in

curved space was used to prove the vanishing bulk viscosity of the unitary Fermi gas [49].

Furthermore, as we will discuss in Appendix B, the conformal invariance provides a guiding

principle in constructing the hydrodynamic equations with a spacetime-dependent scattering

length, which are derived in Chapter 3.



Appendix B

Hydrodynamics with conformal

invariance

In this chapter, we discuss hydrodynamics from the perspective of the conformal invariance

and derive the hydrodynamic equations with a spacetime-dependent scattering length dis-

cussed in Chapter 3. In Sec. B.1, we consider a resonant Fermi gas with a finite and non-zero

scattering length and give its Hamiltonian coupled with an external U(1) gauge field and

a metric in order to take advantage of the nonrelativistic general coordinate and conformal

invariances introduced in Appendix A. In the presence of the finite and non-zero scattering

length, the conformal invariance of the system is explicitly broken. However, this invariance

can be recovered formally by regarding the scattering length as a fictitious field properly trans-

formed under the transformations. We derive the continuity equations and directly verify that

they are covariant under the conformal transformation with a fictitious transformation for the

scattering length. In Sec. B.2, we construct hydrodynamic equations for normal fluids with

the scattering length as an external field. Our guiding principle in the construction is that

the continuity equations maintain the covariance under the nonrelativistic general coordinate

transformation and the recovered conformal transformation. We then show that the scatter-

ing length uniquely enters the constitutive relations, and arrive at the constitutive relations

derived in Chapter 3. In Sec. B.3, we summarize this appendix. For the sake of simplicity,

we discuss only the case of normal fluids.

B.1 Quantum field theory

B.1.1 Commutation relation and Hamiltonian

Let us consider nonrelativistic spin-1/2 fermions in d spatial dimension. The annihilation

operator Ψ̂σ(t,x) obeys the equal-time anti-commutation relations,

{Ψ̂σ(t,x), Ψ̂
†
τ (t,y)} = δστδ

d(x− y),

{Ψ̂σ(t,x), Ψ̂τ (t,y)} = {Ψ̂†
σ(t,x), Ψ̂

†
τ (t,y)} = 0,

(B.1.1)

and its time evolution is governed by the Heisenberg equation of motion,

i∂tΨ̂σ(t,x) = [Ψ̂σ(t,x), Ĥ(t)], (B.1.2)

86
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with the Hamiltonian Ĥ(t). As discussed in Appendix A, we can expose hidden symmetries

by coupling the system to an external U(1) gauge field Aµ(t,x) and a metric gij(t,x). The

Hamiltonian with Aµ(t,x) and gij(t,x) is provided by

Ĥ(t) =
∑
σ=↑,↓

∫
dx
√
g(t,x)

[
gij(t,x)

2m
[Diψ̂σ(t,x)]

†[Djψ̂σ(t,x)]−At(t,x)ψ̂
†
σ(t,x)ψ̂σ(t,x)

]

+
∑
σ,τ

∫
dx
√
g(t,x)

λ(t,x)

2
ψ̂†
σ(t,x)ψ̂

†
τ (t,x)ψ̂τ (t,x)ψ̂σ(t,x), (B.1.3)

where Di ≡ ∇i − iAi(t,x) is the gauge covariant derivative and λ(t,x) is a spacetime-

dependent bare coupling.1 Here, we introduce the reduced annihilation operator ψ̂σ(t,x)

as

ψ̂σ(t,x) ≡ g(t,x)−1/4Ψ̂σ(t,x). (B.1.4)

It is convenient to represent physical observables such as the Hamiltonian in terms of ψ̂σ(t,x)

because ψ̂σ(t,x) is transformed as a scalar under the general coordinate transformation,

x → x′ = x′(x), ψ̂σ(t,x) → ψ̂′
σ(t,x

′) = ψ̂σ(t,x). (B.1.5)

In contrast, Ψ̂σ(t,x) is not transformed as a scalar in order to preserve the anti-commutation

relation (B.1.1). The coupling λ(t,x) is related to the scattering length a(t,x) in the dimen-

sional regularization as
1

λ(t,x)
=
ma(t,x)2−d

(d− 2)Ωd−1
, (B.1.6)

with Ωd−1 ≡ (4π)d/2/[2Γ(2 − d/2)] = 2π, 4π for d = 2, 3. Here, the scattering length is

assumed to have the spacetime dependence to be regarded as a fictitious field.

B.1.2 Symmetries

Owing to the presence of the U(1) gauge field and the metric, the Heisenberg equation (B.1.2)

is covariant under the U(1) gauge transformation and the nonrelativistic general coordinate

transformation.2 Their infinitesimal transformations are provided by

δχψ̂σ(t,x) = iχ(t,x)ψ̂σ(t,x),

δχAµ(t,x) = ∂µχ(t,x),
(B.1.7)

for the U(1) gauge transformation and

δξψ̂σ(t,x) = −ξk(t,x)∂kψ̂σ(t,x),

δξAt(t,x) = −ξk(t,x)∂kAt(t,x)−Ak(t,x)ξ̇
k(t,x),

δξAi(t,x) = −ξk(t,x)∂kAi(t,x)−Ak(t,x)∂iξ
k(t,x)−mgik(t,x)ξ̇k(t,x),

δξgij(t,x) = −ξk(t,x)∂kgij(t,x)− gik(t,x)∂jξk(t,x)− gkj(t,x)∂iξk(t,x),
δξa(t,x) = −ξk(t,x)∂ka(t,x),

(B.1.8)

1In this appendix, we denote the coupling by λ(t,x) to avoid confusing it with the metric determinant

g(t,x) ≡ det[gij(t,x)]
2When we refer to an equation A = B as being covariant under a transformation, we mean that δA = δB

under the transformation throughout this appendix.
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for the nonrelativistic general coordinate transformation. Here, the scattering length is sup-

posed to be transformed as a scalar.

The conformal invariance is explicitly broken by the presence of the scattering length. In

fact, the Heisenberg equation (B.1.2) is not covariant under the conformal transformation of

Eq. (A.2.16). However, it is possible to make the Heisenberg equation covariant by artificially

imposing the following transformation law on the scattering length:

δαa(t,x) = −α(t)ȧ(t,x) +
1

2
α̇(t)a(t,x). (B.1.9)

Accordingly, the Heisenberg equation becomes covariant under the following conformal trans-

formation:

δαψ̂σ(t,x) = −α(t) ˙̂ψσ(t,x)−
d

4
α̇(t)ψ̂σ(t,x),

δαAt(t,x) = −α(t)Ȧt(t,x)− α̇(t)At(t,x),

δαAi(t,x) = −α(t)Ȧi(t,x),

δαgij(t,x) = −α(t)ġij(t,x) +
d

4
α̇(t)gij(t,x),

δαa(t,x) = −α(t)ȧ(t,x) +
1

2
α̇(t)a(t,x).

(B.1.10)

B.1.3 Continuity equations

We can write the continuity equations for mass, momentum, and energy. The mass, momen-

tum, and energy densities are defined by

M̂(t,x) ≡ m
∑
σ

ψ̂†
σ(t,x)ψ̂σ(t,x), (B.1.11)

Ĵi(t,x) ≡ −i
∑
σ

ψ̂†
σ(t,x)

←→
Diψ̂σ(t,x), (B.1.12)

Ĥ(t,x) ≡
∑
σ

gij(t,x)

2m
[Diψ̂

†
σ(t,x)]

†[Djψ̂σ(t,x)] (B.1.13)

+
∑
σ,τ

λ(t,x)

2
ψ̂†
σ(t,x)ψ̂

†
τ (t,x)ψ̂τ (t,x)ψ̂σ(t,x), (B.1.14)

where the energy density refers to that without the trapping potential term. The continuity

equations can be straightforwardly derived from the Heisenberg equation and are provided

by

∇tM̂(t,x) +∇iĴ i(t,x) = 0, (B.1.15)

∇tĴi(t,x) +∇jΠ̂
j
i (t,x) = Fit(t,x)

M̂(t,x)

m
+ Fij(t,x)

Ĵ j(t,x)

m
− ∂ia(t,x)

Ωd−1a(t,x)d−1

Ĉ(t,x)
m

,

(B.1.16)

∇tĤ(t,x) +∇iQ̂i(t,x) = Fit(t,x)
Ĵ i(t,x)

m
− ġij(t,x)

2
Π̂ij(t,x) +

∂ta(t,x)

Ωd−1a(t,x)d−1

Ĉ(t,x)
m

,

(B.1.17)
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where ∇tÔ(t,x) ≡ ∂t[
√
g(t,x)Ô(t,x)]/

√
g(t,x) and the gauge field strength Fµν(t,x) ≡

∂µAν(t,x) − ∂νAµ(t,x) are introduced. The right-hand sides of the momentum and energy

continuity equations represent the external forces and the external powers supplied by the

external fields. Here, the stress tensor Π̂ij(t,x), the energy current density Q̂i(t,x), and the

contact density Ĉ(t,x) are defined by

Π̂ij(t,x) =
∑
σ

Diψ̂
†
σ(t,x)Djψ̂σ(t,x) +Djψ̂

†
σ(t,x)Diψ̂σ(t,x)

2m

+ gij(t,x)
λ(t,x)

2

∑
σ,ρ

ψ̂†
σ(t,x)ψ̂

†
ρ(t,x)ψ̂ρ(t,x)ψ̂σ(t,x)

− gij(t,x)
gkl∇k∇l

4m

(∑
σ

ψ̂†
σ(t,x)ψ̂σ(t,x)

)
, (B.1.18)

Q̂i(t,x) =
∑
σ

Diψ̂
†
σ(t,x)[gjk(t,x)DjDkψ̂σ(t,x)] + [gjk(t,x)DjDkψ̂

†
σ(t,x)]Diψ̂σ(t,x)

4im2

+
λ(t,x)

im

∑
σ,ρ

ψ̂†
σ(t,x)

(
ψ̂†
ρ(t,x)

←→
Diψ̂ρ(t,x)

)
ψ̂σ(t,x)

+ [∂t ln
√
g(t,x)]

∂i
4m

(∑
σ

ψ̂†
σ(t,x)ψ̂σ(t,x)

)
, (B.1.19)

Ĉ(t,x) = m2λ(t,x)2

2

∑
σ,ρ

ψ̂†
σ(t,x)ψ̂

†
ρ(t,x)ψ̂ρ(t,x)ψ̂σ(t,x). (B.1.20)

The contact obtained by integrating the contact density Ĉ(t,x) over the whole space is the

important quantity in the universal relations of the resonant Fermi gas [29]. In addition to

the continuity equations, the trace of the stress tensor satisfies

gij(t,x)Π̂
ij(t,x) = 2Ĥ(t,x) + Ĉ(t,x)

mΩd−1a(t,x)d−2
− d

4m2
gij(t,x)∇i∇jM̂(t,x), (B.1.21)

which follows from the definitions of Eqs. (B.1.11), (B.1.13), (B.1.18), and (B.1.20). This iden-

tity (B.1.21) corresponds to the traceless condition for the conformal invariance of Eq. (B.1.10).

The continuity equations are obviously U(1) gauge invariant, and also covariant under

the general coordinate and conformal transformations because they inherit the covariance

of the Heisenberg equation. We can verify these covariances directly with the help of the

transformation laws of the local operators, which are derived from Eqs. (B.1.8) and (B.1.10)

as

δξM̂(t,x) = −ξk(t,x)∂kM̂(t,x), (B.1.22a)

δξĴi(t,x) = −ξk(t,x)∂kĴi(t,x)− Ĵk(t,x)∂iξk(t,x) + M̂(t,x)gik(t,x)ξ̇
k(t,x), (B.1.22b)

δξĤ(t,x) = −ξk(t,x)∂kĤ(t,x) + Ĵk(t,x)ξ̇k(t,x), (B.1.22c)

δξΠ̂ij(t,x) = −ξk(t,x)∂kΠ̂ij(t,x)− Π̂ik(t,x)∂jξ
k(t,x)− Π̂kj(t,x)∂iξ

k(t,x)

+ Ĵj(t,x)gik(t,x)ξ̇k(t,x) + Ĵi(t,x)gjk(t,x)ξ̇k(t,x), (B.1.22d)

δξQ̂i(t,x) = −ξk(t,x)∂kQ̂i(t,x)− Q̂k(t,x)∂iξ
k(t,x)

+ Ĥ(t,x)gik(t,x)ξ̇k(t,x) + Π̂ik(t,x)ξ̇
k(t,x), (B.1.22e)

δξĈ(t,x) = −ξk(t,x)∂kĈ(t,x), (B.1.22f)
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and

δαM̂(t,x) = −α(t)∂tM̂(t,x)− d

2
α̇(t)M̂(t,x), (B.1.23a)

δαĴi(t,x) = −α(t)∂tĴi(t,x)−
d

2
α̇(t)Ĵi(t,x), (B.1.23b)

δαĤ(t,x) = −α(t)∂tĤ(t,x)−
d+ 2

2
α̇(t)Ĥ(t,x), (B.1.23c)

δαΠ̂ij(t,x) = −α(t)∂tΠ̂ij(t,x)−
d

2
α̇(t)Π̂ij(t,x), (B.1.23d)

δαQ̂i(t,x) = −α(t)∂tQ̂i(t,x)−
d+ 2

2
α̇(t)Q̂i(t,x) +

d

2
α̈(t)

∂iM̂(t,x)

4m2
, (B.1.23e)

δαĈ(t,x) = −α(t)∂tĈ(t,x)− 2α̇(t)Ĉ(t,x). (B.1.23f)

When one verifies the covariance of the energy conservation under the conformal transforma-

tion, the operator identity (B.1.21) is needed.

B.2 Hydrodynamics for normal fluids

To move on to hydrodynamics, we denote the expectation values for the operators as

O(t,x) ≡ Tr
[
ρ̂Ô(t,x)

]
, (B.2.1)

where the density matrix operator ρ̂ is arbitrary but independent of time because we work in

the Heisenberg picture. From Eqs. (B.1.15), (B.1.16), and (B.1.17), we have the continuity

equations of the expectation values as

∇tM(t,x) +∇iJ i(t,x) = 0, (B.2.2)

∇tJi(t,x) +∇jΠ̂
j
i (t,x) = Fit(t,x)

M(t,x)

m
+ Fij(t,x)

J j(t,x)

m
− ∂ia(t,x)

Ωd−1a(t,x)d−1

C(t,x)
m

,

(B.2.3)

∇tH(t,x) +∇iQi(t,x) = Fit(t,x)
J i(t,x)

m
− ġij(t,x)

2
Πij(t,x) +

∂ta(t,x)

Ωd−1a(t,x)d−1

C(t,x)
m

.

(B.2.4)

These are the continuity equations in the hydrodynamics. Also, the operator identity (B.1.21)

leads to

gij(t,x)Π
ij(t,x) = 2H(t,x) + C(t,x)

mΩd−1a(t,x)d−2
+O(∂2). (B.2.5)

Hydrodynamics requires constitutive relations that express the physical quantities in terms of

fluid variables in order for the continuity equations to form a set of closed equations. Here, the

fluid variables are the local thermodynamic quantities and the fluid velocity vi(t,x). We con-

struct the constitutive relations so that each expectation value obeys the same transformation

laws as in Eqs. (B.1.22) and (B.1.23). If a quantity O(t,x) is transformed as

δξO(t,x) = −ξk(t,x)∂kO(t,x), (B.2.6)

δαO(t,x) = −α(t)∂tO(t,x)−∆Oα̇(t)O(t,x) (B.2.7)

under the general coordinate and conformal transformations, we refer to the quantity O(t,x)
as a scalar field with conformal dimension ∆O, for later convenience.



B.2. HYDRODYNAMICS FOR NORMAL FLUIDS 91

B.2.1 Conserved charge densities

The mass densityM(t,x) itself is a local thermodynamic quantity and obeys the same trans-

formation laws as in Eqs (B.1.22a) and (B.1.23a). In other words, the mass density is a scalar

field with conformal dimension d/2.

We define the fluid velocity vi(t,x) via the momentum density as

Ji(t,x) =M(t,x)vi(t,x), (B.2.8)

which is the constitutive equation for the momentum density. From the transformation laws

of Ji(t,x), the velocity vi(t,x) is transformed as

δξvi(t,x) = −ξk(t,x)∂kvi(t,x)− vk(t,x)∂iξk(t,x) + gik(t,x)ξ̇
k(t,x), (B.2.9)

δαvi(t,x) = −α(t)∂tvi(t,x). (B.2.10)

The transformation law of Eq. (B.2.9) consists of terms coming from the vector nature of

vi(t,x) and a term that leads to a translation v → v+V under the Galilean boost ξk(t,x) =

V kt.

In order for the energy density H(t,x) to be consistent with the transformation laws of

Eqs. (B.1.22c) and (B.1.23c), it is expressed as

H(t,x) = E(t,x) +M(t,x)

2
gij(t,x)vi(t,x)vj(t,x), (B.2.11)

where E(t,x) is a scalar field with conformal dimension 1+d/2 and is identified as the internal

energy density.

B.2.2 Stress tensor

The stress tensor is expressed as

Πij(t,x) = P(t,x)gij(t,x) +M(t,x)vi(t,x)vj(t,x)− σ(a)ij (t,x), (B.2.12)

where P(t,x) is the pressure and is a scalar field with conformal dimension 1+ d/2. In order

to satisfy the same transformation laws as in Eqs. (B.1.22d) and (B.1.23d), the viscous term

σ
(a)
ij (t,x) must be transformed as

δξσ
(a)
ij (t,x) = −ξk(t,x)∂kσ

(a)
ij (t,x)− σ(a)ik (t,x)∂jξ

k(t,x)− σ(a)kj (t,x)∂iξ
k(t,x), (B.2.13)

δασ
(a)
ij (t,x) = −α(t)∂tσ(a)ij (t,x)− d

2
α̇(t)σ

(a)
ij (t,x). (B.2.14)

In the unitarity limit, the viscous term satisfying Eq. (B.2.13) was constructed in Ref. [49],

which reads

σ
(a)
ij (t,x) = η(t,x)Vij(t,x) + ζ(t,x)gij(t,x)V (t,x) +O(∂2), (B.2.15)

with the shear and bulk strain rate tensors in curved space given by

Vij(t,x) ≡ ∇ivj(t,x) +∇jvi(t,x) + ∂tgij(t,x)−
2

d
gij(t,x)V (t,x), (B.2.16)

V (t,x) ≡ ∇iv
i(t,x) + ∂t ln

√
g(t,x). (B.2.17)
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Under the conformal transformation, each strain rate tensor is transformed as

δαVij(t,x) = −α(t)∂tVij(t,x), (B.2.18)

δαV (t,x) = −α(t)∂tV (t,x)− α̇(t)V (t,x) +
d

2
α̈(t). (B.2.19)

In order for Eq. (B.2.14) to be satisfied, the shear viscosity η(t,x) must be a scalar field

with conformal dimension d/2 and the bulk viscosity ζ(t,x) must vanish. Therefore, the bulk

viscosity ζ(t,x) vanishes in the unitarity limit.

When there is a finite and non-zero scattering length, it can enter the hydrodynamic

equations as an external field, and it is possible to circumvent the vanishing bulk viscosity.

We consider the modified bulk strain rate tensor as

V (a)(t,x) = V (t,x)− Ṽ (t,x), (B.2.20)

where the modification term Ṽ (t,x) is constructed by the scattering length. When the scat-

tering length is set to be a constant, Ṽ (t,x) must vanish to recover the usual hydrodynamics.

This means that the scattering length in Ṽ (t,x) must be accompanied by at least one deriva-

tive. In order for Eqs. (B.2.13) and (B.2.14) to be satisfied and for the bulk viscosity to exist

as a scalar field with conformal dimension d/2, the modified bulk strain rate tensor must obey

the transformation laws as

δξV
(a)(t,x) = −ξk(t,x)∂kV (a)(t,x), (B.2.21)

δαV
(a)(t,x) = −α(t)∂tV (a)(t,x)− α̇(t)V (a)(t,x). (B.2.22)

Eq. (B.2.19) has a term proportional to α̈(t), and differs from Eq. (B.2.22) because of this

term. In order to eliminate this difference, the vanishing bulk viscosity is derived in the

unitarity limit. By comparing the transformation laws of V (t,x) with Eqs. (B.2.21) and

(B.2.22), we can find the transformation laws that the modification term Ṽ (t,x) must satisfy

as

δξṼ (t,x) = −ξk(t,x)∂kṼ (t,x), (B.2.23)

δαṼ (t,x) = −α(t)∂tṼ (t,x)− α̇(t)Ṽ (t,x) +
d

2
α̈(t). (B.2.24)

From these transformation laws, we can construct Ṽ (t,x) obeying these transformation laws

as

Ṽ (t,x) = d[∂t ln a(t,x) + vk(t,x)∂k ln a(t,x)], (B.2.25)

and thus we obtain the modified bulk strain tensor as

V (a)(t,x) = V (t,x)− d[∂t ln a(t,x) + vk(t,x)∂k ln a(t,x)], (B.2.26)

The modification term Ṽ (t,x) is the only term consisting of the scattering length up to first

order in derivatives that obeys Eqs. (B.2.23) and (B.2.24). This modified bulk strain rate

tensor V (a)(t,x) is a scalar field with conformal dimension 1. Therefore, when the bulk

viscosity is a scalar field with conformal dimension d/2, the bulk viscous term with Ṽ a(t,x)

satisfies Eq. (B.2.14). In flat space gij(t,x) → δij , the modified bulk strain rate tensor

V (a)(t,x) is reduced to Eq. (3.2.25).
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B.2.3 Contact density

By substituting the constitutive relations for the energy density and the stress tensor into

Eq. (B.2.5), we obtain

C(t,x)
mΩd−1a(t,x)d−2

= dP(t,x)− 2E(t,x)− dζ(t,x)V (a)(t,x) +O(∂2). (B.2.27)

Here, we introduce the contact density in local thermal equilibrium as

Ceq(t,x)
mΩd−1a(t,x)d−2

≡ dP(t,x)− 2E(t,x), (B.2.28)

which is understood as the local extension of one of the universal relations known as the

pressure relation [28, 29]. With the use of Ceq(t,x), the constitutive relation for the contact

density is written as

C(t,x) = Ceq(t,x)− dmΩd−1a(t,x)
d−2ζ(t,x)V (a)(t,x) +O(∂2). (B.2.29)

B.2.4 Energy current density

The energy current density is expressed as

Qi(t,x) =
[
H(t,x) + P(t,x)

]
vi(t,x)− σ(a)ij (t,x)vj(t,x) + q

(a)
i (t,x) + V (t,x)

∂iM(t,x)

4m2
,

(B.2.30)

with

σ
(a)
ij (t,x) = η(t,x)Vij(t,x) + ζ(t,x)gij(t,x)V

(a)(t,x) +O(∂2), (B.2.31)

q
(a)
i (t,x) = −κ(t,x)∂iT (t,x) +O(∂2). (B.2.32)

Here, the temperature T (t,x) and the thermal conductivity κ(t,x) are both scalar fields with

conformal dimensions 1 and d/2, respectively. Although a term proportional to ∂ia(t,x) can

be added to Qi(t,x) so as to keep the transformation laws in Eqs. (B.1.22e) and (B.1.23e)

intact, that term is forbidden by the second law of thermodynamics, which we discuss below

[Eq. (B.2.36)]. The last term in Eq. (B.2.30) is necessary to generate the last term of the

transformation law in Eq. (B.1.23e), but we neglect it below because it is the second order in

derivatives.

B.2.5 Entropy production equation

The entropy density is introduced as

E(t,x) + P(t,x) = T (t,x)S(t,x) + µ(t,x)M(t,x), (B.2.33)

where µ(t,x) is the local mass chemical potential. In the same way as the derivation of

Eq. (3.2.17), the total differential of S(t,x) is given by

T (t,x)dS(t,x) = dE(t,x)− µ(t,x)dM(t,x)− Ceq(t,x)
mΩd−1a(t,x)d−1

da(t,x). (B.2.34)
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Then, the thermodynamic relations combined with the continuity equations and the consti-

tutive relations lead to the entropy production equation,

∇tS(t,x) +∇i

[
S(t,x)vi(t,x) + q(a)i(t,x)

T (t,x)

]
=

Φ(t,x)

T (t,x)
, (B.2.35)

with the dissipation function provided by

Φ(t,x) = κ(t,x)
∂iT (t,x)∂

iT (t,x)

T (t,x)
+
η(t,x)

2
Vij(t,x)V

ij(t,x) + ζ(t,x)[V (a)(t,x)]2 +O(∂3).

(B.2.36)

Here the production rate of the entropy density is found to be non-negative when κ(t,x) ≥ 0,

η(t,x) ≥ 0, and ζ(t,x) ≥ 0, so that the second law of thermodynamics is satisfied.

B.3 Summary

In this appendix, we constructed the covariant hydrodynamics with the spacetime-dependent

scattering length under the nonrelativistic general coordinate and conformal transformations.

The constitutive relations [Eqs. (B.2.8), (B.2.11), (B.2.12), (B.2.30), and (B.2.29)] are consis-

tent with the transformation laws of their operator counterparts under the general coordinate

and conformal transformations. Up to first order in derivatives, the scattering length uniquely

enters only the stress tensor and the contact density through the modified bulk strain rate

tensor V (a)(t,x) [Eq. (B.2.26)]. In flat space gij(t,x) = δij , these constitutive relations are

reduced to those derived in Chapter 3.

What was important in the derivation of V (a)(t,x) in this appendix is that V (t,x) of

Eq. (B.2.17) and Ṽ (t,x) of Eq. (B.2.25) have the same transformation laws under the nonrel-

ativistic general coordinate and conformal transformations. This understanding for V (a)(t,x)

based on the conformal symmetry supports the intuitive understanding discussed in Chap-

ter 3.



Appendix C

Derivation of Kubo formulas for

shear viscosity and thermal

conductivity

In Chapter 5, we employed Eq. (5.1.1) as the Kubo formula for the shear viscosity:

η = lim
ω→0

Im[RΠxyΠxy(ω + i0+,0)]

ω
. (C.1)

On the other hand, the Kubo formula for the shear viscosity η is given by Eq. (2.2.52):

η = lim
ω→0

Re[η(ω + i0+)], (C.2)

where η(w) is the complex shear viscosity defined by Eq. (2.2.50):

η(w) =
RΠxyΠxy(w,0)−

∫ β
0 dτ

∫
dx ⟨δΠ̂xy(−iτ,0)δΠ̂xy(0,0)⟩
iw

. (C.3)

In this appendix, we discuss the relation between Eqs. (C.1) and (C.2). Here, Π̂xy(t,x) =

eitĤΠ̂xy(x)e
−itĤ is the xy-component of the stress tensor operator in the Heisenberg picture.

The response function RAB(w,k) is defined by Eq. (2.2.7):

RAB(w,k) = i

∫ ∞

0
dt

∫
dx eiwt−ik·x⟨[Â(t,x), B̂(0,0)]⟩. (C.4)

The real part of the complex shear viscosity for w → ω + i0+ is expressed as

Re[η(ω + i0+)] =
Im[RΠxyΠxy(ω + i0+,0)]

ω

− πδ(ω)
[
Re[RΠxyΠxy(i0

+,0)]−
∫ β

0
dτ

∫
dx ⟨δΠ̂xy(−iτ,0)δΠ̂xy(0,0)⟩

]
.

(C.5)

Thus, Eqs. (C.1) and (C.2) are equal if the second term on the right-hand side cancels. Here,
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the response function RΠxyΠxy(i0
+,0) is written as

RΠxyΠxy(i0
+,0) = i

∫ ∞

0
dt

∫
dx e−0+t⟨[Π̂xy(t,x), Π̂xy(0,0)]⟩

= lim
ϵ↘0

i

∫ ∞

0
dt

∫
dx e−ϵt⟨[δΠ̂xy(t,x), δΠ̂xy(0,0)]⟩

= − lim
ϵ↘0

∫ ∞

0
dt

∫
dx

∫ β

0
dτ e−ϵt⟨∂tδΠ̂xy(t− iτ,x)δΠ̂xy(0,0)⟩, (C.6)

where δΠ̂xy(t,x) = Π̂xy(t,x)−⟨Π̂xy(t,x)⟩ and Eq. (2.2.48) are used. The temporal integration

by parts leads to

RΠxyΠxy(i0
+,0) =

∫ β

0
dτ

∫
dx ⟨δΠ̂xy(−iτ,x)δΠ̂xy(0,0)⟩

− lim
ϵ↘0

ϵ

∫ ∞

0
dt

∫
dx

∫ β

0
dτ e−ϵt⟨δΠ̂xy(t− iτ,x)δΠ̂xy(0,0)⟩. (C.7)

When the second term on the right-hand side vanishes, the second term of Eq. (C.5) is

cancelled out. Because of the limit ϵ ↘ 0, the second term of Eq. (C.7) vanishes if the

following integral is finite:

I =

∫ ∞

0
dt

∫
dx

∫ β

0
dτ ⟨δΠ̂xy(t− iτ,x)δΠ̂xy(0,0)⟩. (C.8)

Therefore, if the correlation ⟨δΠ̂xy(t− iτ,x)δΠ̂xy(0,0)⟩ approaches zero faster than t−1 in the

limit t→∞, this integral I is finite and Eqs. (C.1) and (C.2) are equal.

This correlation ⟨δΠ̂xy(t− iτ,x)δΠ̂xy(0,0)⟩ is supposed to become zero in t→∞, unless

there is zero-energy mode, for example, by free particles or sound waves. We assumed that

this correlation goes to zero of t→∞, and employed Eq. (C.1) as the Kubo formula for the

shear viscosity in Chapter 5. In addition, for the thermal conductivity, when we assume that

the correlation between the heat current density operators ⟨δĴ q
x (t − iτ,x)δĴ q

x (0,0)⟩ goes to
zero of t→∞, we can show that Eq. (2.2.57) is equal to Eq. (5.1.9) in the same way.



Appendix D

Spectral representation of

three-point function

In this appendix, we derive the spectral representation of the following three-point function

to understand the analyticity of the vertex function:

K(τ1, τ2, τ3) = ⟨Tτψ†(τ1)ψ(τ2)O(τ3)⟩, (D.1)

where the spin degrees of freedom and the spatial coordinates are omitted, for simplicity.

Here, let O(τ3) be a quadratic operator. By comparing the definition of the vertex func-

tion (5.2.12) and (5.2.13) with Eq. (D.1), one can map the vertex function to the three-point

function K(τ1, τ2, τ3). Our derivation reviewed in this appendix partly follows that in [120]

(see appendix therein).

We compute the Fourier transformation of K(τ1, τ2, τ3), which is defined by

K(iωF
m, iω

F
n , iω

B) =
1

β3/2

∫ β

0
dτ1

∫ β

0
dτ2

∫ β

0
dτ3 e

iωF
mτ1−iωF

n τ2−iωBτ3K(τ1, τ2, τ3). (D.2)

The three-point function is separated into six cases according to the order of the imaginary

time. For the imaginary-time periodicity, it is convenient to treat the three cases mapped

to each other by cyclic permutations as one set. Accordingly, we separate the three-point

function into the following two parts:

K(τ1, τ2, τ3) = K1-2-3(τ1, τ2, τ3) +K2-1-3(τ1, τ2, τ3), (D.3)

with

K1-2-3(τ1, τ2, τ3) ≡ K(τ1, τ2, τ3)
[
Θ(τ1, τ2, τ3) + Θ(τ2, τ3, τ1) + Θ(τ3, τ1, τ2)

]
, (D.4)

K2-1-3(τ1, τ2, τ3) ≡ K(τ1, τ2, τ3)
[
Θ(τ2, τ1, τ3) + Θ(τ1, τ3, τ2) + Θ(τ3, τ2, τ1)

]
, (D.5)

where the step function of three variables is introduced as Θ(τ1, τ2, τ3) ≡ Θ(τ1−τ2)Θ(τ2−τ3).
Let us find the spectral representation of K1-2-3(τ1, τ2, τ3). By using the complete basis

|a⟩, K1-2-3(τ1, τ2, τ3) is expressed as

K1-2-3(τ1, τ2, τ3) =
∑
a,b,c

K′
a,b,c

Z
e−(τ3−τ1)E′

a−(τ1−τ2)E′
b−(τ2−τ3)E′

c

×
[
e−βE′

aΘ(τ1, τ2, τ3)− e−βE′
bΘ(τ2, τ3, τ1) + e−βE′

cΘ(τ3, τ1, τ2)
]
,

(D.6)
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with K′
a,b,c ≡ ⟨a|ψ†|b⟩⟨b|ψ|c⟩⟨c|O|a⟩. Here, the energy E′

a is defined by (Ĥ−µN̂) |a⟩ = E′
a |a⟩.

Then, the Fourier components are calculated as

K1-2-3(iω
F
m, iω

F
n , iω

B) =
∑
a,b,c

K′
a,b,c

β1/2Z
δωF

m, ωF
n +ωB

×
[

e−βE′
a

(E′
c − E′

a − iωB)(E′
b − E′

a − iωF
n − iωB)

− e−βE′
b

(E′
a − E′

b + iωF
m)(E′

c − E′
b − iωB + iωF

m)

+
e−βE′

c

(E′
b − E′

c − iωF
n )(E

′
a − E′

c + iωF
m − iωF

n )

]
.

(D.7)

Because of the Kronecker delta δωF
m, ωF

n +ωB , the three-point function can be denoted as a

two-variable function of iωF
n + iωB and iωF

n :

K̃1-2-3(iω
F
n + iωB, iωF

n ) ≡ K1-2-3(iω
F
n + iωB, iωF

n , iω
B) (D.8)

=
∑
a,b,c

K′
a,b,c

β1/2Z

[
e−βE′

a

(E′
c − E′

a − iωB)(E′
b − E′

a − iωF
n − iωB)

− e−βE′
b

(E′
a − E′

b + iωF
n + iωB)(E′

c − E′
b + iωF

n )
+

e−βE′
c

(E′
b − E′

c − iωF
n )(E

′
a − E′

c + iωB)

]
.

(D.9)

Thus, K̃1-2-3(w + iωB, w) for w ∈ C has the singularities on Im[w] = 0 and Im[w] = −ωB.

The spectral representation of K2-1-3(τ1, τ2, τ3) can be obtained in the same way as

K̃2-1-3(iω
F
n + iωB, iωF

n ) ≡ K2-1-3(iω
F
n + iωB, iωF

n , iω
B) (D.10)

=
∑
a,b,c

K′
a,b,c

β1/2Z

[
e−βE′

a

(E′
c − E′

a − iωF
n )(E

′
b − E′

a − iωF
n − iωB)

− e−βE′
b

(E′
a − E′

b + iωF
n + iωB)(E′

c − E′
b + iωB)

+
e−βE′

c

(E′
b − E′

c − iωB)(E′
a − E′

c + iωF
n )

]
.

(D.11)

Thus, K̃2-1-3(w + iωB, w) for w ∈ C has the singularities on Im[w] = 0 and Im[w] = −ωB.

We define the Fourier component of K(τ1, τ2, τ3) reduced to a two-variable function as

K̃(iωF
n + iωB, iωF

n ) ≡ K(iωF
n + iωB, iωF

n , iω
B)

= K̃1-2-3(iω
F
n + iωB, iωF

n ) + K̃2-1-3(iω
F
n + iωB, iωF

n ). (D.12)

Then, K̃(w + iωB, w) for w ∈ C has the singularities on Im[w] = 0 and Im[w] = −ωB. The

three-point function K̃(iωF
n + iωB, iωF

n ) corresponds to G(iωF
n + iωB)G(iωF

n )Γ(iω
F
n + iωB, iωF

n )

in Chapter 5. Therefore, the singularities of the vertex function Γ(w+ iωB, w) does not exist

other than on Im[w] = 0 and Im[w] = −ωB.
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