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1 Introduction  

This paper explores the effectiveness of the token-based semantic vector space model 

(Heylen et al., 2012) for describing the classic poetic Japanese vocabulary. 

The token-based semantic vector space model represents the semantics of each 

individual occur- rence of a word, while a type-based model aggregates over all 

occurrences of a word, giving a repre- sentation of a word’s general semantics (Heylen et 

al., 2012, p. 17). In type-based models, context- or style-sensitive variation of semantics 

within word types is averaged and generalized in one vector and thus cannot be described 

in detail. In token-based models, the description of such variation is possible. Considering 

the variant referents, meanings, and stylistic usage of the Japanese poetic vocabulary, 

models on the token level are necessary. 

Token-based solutions for the problem of contextualized meanings have been 

proposed from context- predicting deep learning approaches (e.g. Devlin et al., 2019). 

Historical data, however, is often too sparse to use the state-of-the-art machine learning 

methods (Kalouli et al., 2019, p. 109). Another method from a context-counting approach 

is proposed in Heylen et al. (2012), which does not use any machine learning techniques. 

Compared to context-predicting deep learning methods, this method is said to have greater 

transparency (De Pascale, 2019, p. 29). In the present paper, we, therefore, examine the 

effectiveness of the token-based model for Japanese poetic vocabulary. 

 

2 Methods 

2.1 Materials and preprocessing 

Yamamoto and Hodošček (2021a) is used as an annotated corpus of Japanese poetry. 

Metacodes in Yamamoto and Hodošček (2021b) are used for annotating concept groups of 

word entries. 

We select only poems that are within 41 kana in length. Choka, the long poems, 

for instance, are excluded. We also exclude any word annotated as a particle, auxiliary, 

auxiliary verb, prefix, suffix, adverb, interjection, and symbol.  

 

2.2 Token-based vectorization 
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Suppose that in a corpus with vocabulary size d, we obtain a token vector of target token t 
which occurs in the nth poem whose number of words is l. The token vector vt,n can be 

calculated with Equation (1), 

 

 

 
where ci is the ith context word of word t in the nth poem. w(t, ci) is the mutual information 

between word t and ci. ci (Equation (2)) is a vector of context words ci, which consists of 

the mutual information between ci and all words in the corpus. For the mutual information, 

we use PPMI (Bullinaria & Levy, 2007) (Equation (3)),  

 

 
where p(a), p(b), and p(a, b) indicate occurrence probabilities of word a, b, and probability 

of a and b occurring simultaneously, respectively.  

 

2.3 Classification task with token vectors 

In order to confirm the applicability of the token-based vector space model on Japanese 

poetic vocabulary, we perform classification tasks with token vectors generated by the 

method. In the classification tasks, we classify token vectors of two-word pairs and 

confirm whether 2 words in a pair can be correctly classified.  

With metacodes in Yamamoto and Hodošček (2021b), we set the following four 

different types of classifications:  

 
1. Word pairs matching at the concept group level,  

e.g., flower-flower pair sakura (cherry)-mume (plum);  
2. Word pairs unmatched at the concept group level, 

e.g., flower-bird pair mume (plum)-hototogisu (cuckoo);  
3. Noun pairs with the same lemmas (kana strings), but written with different surface 

forms,  
e.g., sakura (cherry) written as さくら/桜;  

4. Verb pairs with the same lemmas, but written in different surface forms,  
e.g., simu written as 標む (mark as possession)/染む (dye).  

 

We only include items whose document frequencies are within 20 to 90. Since 

there are large numbers of type 1 and 2 word pairs, we randomly sample 30 pairs of type 1 
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and 2 respectively. In type 3 and 4 pairs, if both surface forms of the type appear in the 

same poem, we exclude such cases. Finally, we obtained 29 pairs of type 3 and 7 pairs of 

type 4.  

We use logistic regression as a classifier. We randomly sample 20 vectors of 

each word in each pair and use half of them as training data and the other half as test data.  

We use a generalized linear mixed effects model with a binomial distribution to 

test how the above- mentioned types of word pairs predict the test accuracy (correct 

number out of 20 test pairs). In the analyses, we include one random effect, the individual 

differences of the pairs.  

 

3 Results 

Four examples from the results are shown in Figure 1. Dimensionality reduction of the 

vectors is conducted using multidimensional scaling (MDS). The values of the two 

dimensions in the current paper span a larger range than those reported in Heylen et al. 

(2012).  

 

 

Figure 1: Two-dimensional visualization of token vectors: type 1, 2, and 4 pairs show 

clear boundaries; the example of type 3 pairs does not show a clear boundary.  

 

The results of the classification task with token vectors is shown in Figure 2. 

Test accuracy differs among each type of pairs. Pairs whose lemmas are different (type 1 

and 2) have the highest test accuracy, and type 2 does not differ from type 1. Noun pairs 

with the same lemmas written in different surface forms (type 3) have the lowest accuracy. 

Verb pairs with the same lemmas written in different surface forms (type 4) also have 

lower accuracy than those of type 1 and 2. Estimated accuracy of pairs with the same 

lemmas varies in a larger range than that of pairs in different lemmas.  
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Figure 2: Distribution of test accuracy and estimated test accuracy in the 

classification task: the left shows the distribution of the test accuracy in each type of 

task; the right shows the accuracy in 95% CI predicted by generalized linear mixed 

effects model.  

 

4 Discussion  

The vector space generated by the model is sparse. But the token clouds in the 2-

dimensional space can reflect the relations among the vocabulary. As shown in Figure 1, 

token clouds of a pair show clear boundaries when the pair differs more in meanings.  

Compared to type 3 and 4, classification in type 1 and 2 pairs has high accuracy. 

This is because, in most of the cases, word meaning differs more in type 1 and 2 than in 

type 3 and 4. The accuracy of type 1 classification is slightly higher than that of type 2. 

This is because pairs in the same concept group share more similar word senses than pairs 

belonging to different concept groups.  

Pairs with the same lemmas cannot be correctly classified. This indicates that 

information from word types can be important to the current method in a small scale 

corpus. Most type 3 pairs are often pairs having different surface forms that have no 

difference in meaning. Therefore the accuracy of type 3 classification is low. On the other 

hand, there also exist pairs in different surface forms with different meanings in the type 4 

pairs (Table 1). The variance of accuracy in type 4 classification is, therefore, greater than 

that of other types.  

 

Table 1: Examples of token vectors of type 4 pairs: pairs’ surface forms with meaning 

change are well-classified; pairs’ surface forms without meaning change are only 

correctly classified with a low test accuracy; these cases indicate the importance of 

contextual information to the pairs with the same word types in classification tasks.  
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5 Conclusion  

We conducted the experiments applying the token-based semantic vector space model 

(Heylen et al., 2015; Heylen et al., 2012) to Japanese classic poem texts in order to 

examine the possibilities of the model for small-scale corpora such as the Hachidaishu 

dataset. We found that although a small corpus generates a sparse vector space, it is 

possible to observe the differences between words at the token level with token clouds 

visualization generated by the model. The current method also allows us to relatively 

successfully classify senses between word pairs. 
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