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Design Method of Variable-Latency Circuit with Tunable
Approximate Completion-Detection Mechanism

Yuta UKON†a), Shimpei SATO†b), Members, and Atsushi TAKAHASHI†c), Fellow

SUMMARY Advanced information-processing services such as com-
puter vision require a high-performance digital circuit to perform high-load
processing at high speed. To achieve high-speed processing, several image-
processing applications use an approximate computing technique to reduce
idle time of the circuit. However, it is difficult to design the high-speed
image-processing circuit while controlling the error rate so as not to de-
grade service quality, and this technique is used for only a few applications.
In this paper, we propose a method that achieves high-speed processing ef-
fectively in which processing time for each task is changed by roughly
detecting its completion. Using this method, a high-speed processing cir-
cuit with a low error rate can be designed. The error rate is controllable,
and a circuit design method to minimize the error rate is also presented
in this paper. To confirm the effectiveness of our proposal, a ripple-carry
adder (RCA), 2-dimensional discrete cosine transform (2D-DCT) circuit,
and histogram of oriented gradients (HOG) feature calculation circuit are
evaluated. Effective clock periods of these circuits obtained by our method
with around 1% error rate are improved about 64%, 6%, and 12%, respec-
tively, compared with circuits without error. Furthermore, the impact of
the miscalculation on a video monitoring service using an object detection
application is investigated. As a result, more than 99% of detection points
required to be obtained are detected, and it is confirmed the miscalculation
hardly degrades the service quality.
key words: digital circuit design, variable-latency circuit, signal monitor-
ing, approximate completion-detection mechanism

1. Introduction

Advanced information-processing services such as com-
puter vision require a high-performance digital circuit to
perform high-load processing at high speed. For example, a
video monitoring service demands an image-processing cir-
cuit to process a lot of images at high speed, in order to mon-
itor video from multiple security cameras in real time. Sev-
eral image-processing services do not necessarily require
accurate results in primitive computations and can be toler-
ant of a calculation error that does not degrade service qual-
ity. In this paper, we focus on the throughput improvement
of the applications that allow the calculation error.

The most popular digital circuit is a synchronous cir-
cuit that operates in synchronization with a clock signal. A
process shrink has greatly contributed to improvement of the
circuit performance, but in recent years Moore’s law [1] is
no longer applicable. This means that it is becoming more
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difficult to improve circuit performance using it. Moreover,
in an advanced technology node, various types of delay vari-
ations have a negative effect on circuit performance. For
example, a difference in the maximum path delay between
flip-flops (FFs) and a difference in dynamic delay depending
on an input pattern cause a long idle time in each primitive
computation. These delays become a problem in a typical
synchronous circuit that works with a single fixed clock cy-
cle. Therefore, previous works have considered improving
circuit performance by mitigating the effect of these delays.

The works [2] and [3] reduce the idle time of a prim-
itive computation, which is caused by the difference in the
maximum delay between FFs, by reducing the maximum
delay as much as possible. However, it is difficult to make
the maximum delay of all paths equal, and the difference re-
mains even in the optimized circuit. To solve this problem,
the works [4] and [5] propose general synchronous circuits.
This type of circuits eliminates the difference by changing
clock supply timing to each FF and achieves higher per-
formance than that of typical synchronous circuits. The
works [6] and [7] increase the flexibility of clock scheduling
by increasing the minimum delay of paths and achieve fur-
ther reduction of the clock period. Thanks to these works,
the idle time due to the difference in the maximum delay
between FFs is sufficiently reduced.

An approximate computing technique [8]–[10] enables
to reduce idle time caused by the difference in dynamic de-
lay by allowing a calculation error and enables to reduce
signal propagation delay. This technique is effective, for ex-
ample, in improving the throughput of an image-processing
application that does not require high reliability and accu-
racy. However, it is difficult to design an approximate-
computing circuit that satisfies target throughput while con-
trolling an error rate so as not to degrade service quality, and
this technique is used only for a few applications. Another
problem with using this technique is that it would require a
long circuit developing time for a use case. These problems
are serious in providing various high-performance services
promptly.

A timing-error detection and correction method
(EDC) [11]–[14] enables circuit operation with a clock pe-
riod of less than the maximum delay while guaranteeing the
correct computations. An EDC-based circuit performs spec-
ulative execution using a short clock while monitoring a tim-
ing error. If the timing error is detected, the circuit takes sev-
eral clock cycles to correct the output of the corresponding
primitive computation. Therefore, if the circuit succeeds in
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the speculative execution in most of primitive computations,
it achieves high-speed processing. A problem with the EDC
method is that throughput improvement is restricted by the
tight constraints [15], [16] for proper detection and correc-
tion of the timing error. The works [17] and [18] provide
timing error prediction circuits. The former improves en-
ergy efficiency of the sub-threshold circuit by using “canary
FF”, and the latter achieves high-speed processing by moni-
toring part of a critical path and changing circuit behavior if
a sign of the timing error is detected. Although these meth-
ods can reduce the effect of dynamic delay, they require a
complex additional circuit and a strict constraint to avoid
the timing error.

In this paper, we propose an approximate completion-
detection method (ACD) that reduces idle time of primitive
computations caused by the difference in dynamic delay by
roughly detecting completion of processing and uses a vari-
able different computation time for each task. Although
an ACD-based circuit may make incorrect calculations due
to false completion detection, it has a potential to improve
throughput over the circuits that guarantee the correct com-
putations. The error rate is controllable, and a circuit design
method to minimize it also is presented in this paper. Fur-
thermore, area increase due to an additional circuit is small
because the ACD-based circuit uses a small completion de-
tection mechanism. This method is effective, for example,
in improving the throughput of an image-processing appli-
cation that does not require high reliability and accuracy.

In the following, Sect. 2 describes ACD-based circuit
operation and performance estimation. Section 3 illus-
trates configuration of the ACD-based circuit and a design
method. Section 4 discusses the experimental results. Fi-
nally, Sect. 5 concludes the paper.

2. Approximate Completion-Detection Method

In this paper, we refer to a circuit that works with a single
fixed clock cycle as a fixed-latency circuit. On the other
hand, a circuit whose operation changes according to the
dynamic delay is referred as a variable-latency circuit. The
ACD-based circuit is the variable-latency circuit that has
an approximate completion-detection mechanism (ACDM).
The ACDM regards the processing as complete when out-
put of the logic circuit does not change for a certain time.
The ACDM monitors logic outputs using a sub clock that
is faster than the main clock. If all outputs do not change
for a while, the ACDM regards that the processing is com-
pleted and requests to start the next processing. By using
the ACDM, the completion of processing is quickly detected
according to the dynamic delay. The operation of a circuit
using ACD method and the performance estimation are ex-
plained in this section.

2.1 Circuit Operation

Figure 1 shows the operation of the variable-latency circuit
using the ACDM. In this circuit, the count value in the

Fig. 1 Example of ACD-based circuit operation that detects the comple-
tion of the processing when the same logic output is obtained twice in a
row.

ACDM is incremented for each sub clock if the output of
the logic circuit is the same as the output at the previous
sub clock. When the main clock is inputted to the input FF
and the output FF, and if the count value is equal to a pre-
set threshold, then, the next processing starts. This circuit
uses a main clock period shorter than the maximum delay to
utilize the distribution of dynamic delay effectively. In ad-
dition, a sub clock period shorter than the main clock period
is used to judge the completion of the processing quickly.

The enable signal is used to notify the FFs of the judg-
ment of the ACDM. If the enable signal is high, the FFs
store the output of the logic circuit at the rising edge of the
main clock; otherwise they do not. Therefore, if the pro-
cessing time is shorter than the main clock period, the pro-
cessing is completed in one cycle, otherwise the processing
is completed after several cycles.

To detect the change in the output of the logic circuit,
the output is stored in an FF every sub clock cycle, and the
stored value is compared with the latest output of the logic
circuit. If the output remains the same, a low difference
signal is sent to the counter to increment the count value.
In the ACDM, the counter counts up when it receives the
low difference signal, but if the count value reaches a pre-
set threshold value, the incrementation is stopped to prevent
the malfunction caused by overflow. The threshold value is
given in the circuit design process. The detail is discussed
in Sect. 3.

On the other hand, if the output changes, a high differ-
ence signal is sent to the counter. When the counter receives
the signal, it resets the count value to zero. This allows the
ACDM to judge that the processing is completed only when
the output of the logic circuit does not change continuously
for a certain time.

Next, we explain the concrete behavior of the variable-
latency circuit using Fig. 1. This circuit regards the process
as complete if the same logic outputs are obtained twice or
more in a row. At time T1, T2, and T4, the ACDM raises
the enable signal because the count value is two. When the



UKON et al.: DESIGN METHOD OF VARIABLE-LATENCY CIRCUIT WITH TUNABLE APPROXIMATE COMPLETION-DETECTION MECHANISM
311

input FF and the output FF receive the signal, they store the
output of the logic circuit in the previous stage at the rising
of the main clock. On the other hand, at time T3, the count
value is smaller than the threshold value because it is reset
several times when the change in the output is observed. In
this case, the ACDM judges that the processing is not com-
pleted, and the FFs continue to hold current data Din3 and
Dout2. By these operations, the ACD-based circuit starts the
next processing quickly after the current processing is com-
pleted with a small additional time to detect the processing
completion.

If the ACDM checks the temporarily stable logic out-
put, it may mistakenly detect the completion of the process-
ing and the miscalculation may be performed. On the other
hand, if the ACDM takes a long time to judge the comple-
tion of processing, the ACD-based circuit may continue the
processing even though it is finished. These undesirable sit-
uations need to be reduced in the design.

2.2 Effective Clock Period

The ACD-based circuit sometimes takes several main clock
cycles for processing because it usually uses the main clock
whose period is shorter than the maximum delay. That is
to say, the processing time is different from the main clock
period. For this reason, this paper considers an average
processing time as a practical performance indicator. Here-
inafter, the average processing time is referred to as an ef-
fective clock period. To efficiently design the ACD-based
circuit that meets the target throughput, it is necessary to es-
timate the effective clock period. This part discusses equa-
tions for estimating the effective clock period.

Let us consider the effective clock period for N inputs.
The ACD-based circuit does not start the next processing
until all the ACDMs judge the completion of the process-
ing. Hence, the number of clock cycles required for the pro-
cessing depends on the worst dynamic delay. Let w(i) be
the worst dynamic delay of the circuit in the i-th processing
(1 ≤ i ≤ N). The ACDM takes a certain time to judge after
the completion of the processing. This time is represented
by Cth × Tsub, where Cth is the number of times to check the
output of the logic circuit, and Tsub is a sub clock period.
Therefore, the elapsed time from the start of the process-
ing to the correct completion determination is represented
by the following equation:

tproc(i) =

⌈
w(i)
Tsub

⌉
× Tsub +Cth × Tsub (1)

where tproc(i) is the elapsed time for the i-th processing. The
first term of the right side in Eq. (1) is the time until the
ACDM starts to check the stable output of the logic circuit.
Since output is stored at the rising of the main clock, the
number of clock cycles for the processing is represented by
the following equation using tproc(i):

Ncycle(i) =

⌈
tproc(i)

Tmain

⌉
(2)

where Ncycle(i) is the number of clock cycles required to pro-
cess the i-th input, and Tmain is a main clock period. From
the above, the effective clock period is estimated using the
following equation:

Teff =
1
N
×

N∑
i=1

Ncycle(i) × Tmain (3)

The ACD-based circuit operates by one main clock cy-
cle if all the ACDMs judge the completion of the processing
in less time than the main clock period. Otherwise, it takes
several main clock cycles for the processing. If the circuit
operates with two or more main clock cycles, the processing
time may be longer than that of the fixed-latency circuit be-
cause it may exceed the maximum delay. However, the total
processing time for N inputs will be reduced by process-
ing most inputs in less than the maximum delay. To reduce
the effective clock period, we should appropriately set Cth,
Tmain, and Tsub. The parameter setting is described in detail
in Sect. 3.

3. Variable-Latency Circuit with ACDM

A variable-latency circuit using the ACD method is de-
signed by adding the ACDM to a typical synchronous cir-
cuit. In this section, the configuration and the design method
are explained.

3.1 Circuit Configuration

Figure 2 shows the configuration of the variable-latency cir-
cuit using the ACD method. This circuit consists of the logic
circuits (Logic1, Logic2, and Logic3), flip-flops (FF1, FF2,
FF3, and FF4), and ACDMs (ACDM1 and ACDM2). The
ACDMs periodically check outputs of Logic1 and Logic2
and judge the completion if the outputs do not change for
a certain time. Specifically, the ACDM compares the out-
put of the logic circuit with the output of the compFF using
the XOR gate to generate the difference signal. If the dif-
ference signal is low, the counter increments the count value
for each sub clock; otherwise, it is reset. The comparator
compares the count value with Cth which is a threshold. If
the count value reaches Cth, the comparator rises the enable
signal to notify the FFs of the completion of the processing.
The enable signals are aggregated using the AND gate tree,
and the aggregated enable signal is used to control the ris-
ing timing of the main clock. When the aggregated enable
signal is low, the main clock is not sent to the FFs even it
is high. Therefore, they continue to hold the current values.
This enables the circuit to continue the current processing
until all the ACDMs detect the completion of the process-
ing.

The complex AND gate tree takes a long time to ag-
gregate the enable signals. As a result, the aggregated en-
able signal may be delayed in reaching the AND gate, and
the circuit may continue processing for the same input even
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Fig. 2 Configuration of variable-latency circuit with ACDM.

though the processing is complete. Therefore, there is a pos-
sibility that the ACD-based circuit using a short main clock
requires an extra main clock cycle due to the propagation
delay of the aggregated enable signal, which increases the
effective clock period. To avoid the extra main clock cycle,
it is necessary to reduce the number of enable signals using
minimum required ACDMs.

To minimize the increase of circuit area and power, it
is desirable to use a small number of ACDMs by only mon-
itoring logic circuits with long signal propagation paths. In
addition, it is possible to reduce the size of the ACDM itself
by reducing the number of signal lines to be monitored.

3.2 Design Method of Variable-Latency Circuit with
ACDM

Figure 3 shows the overall design flow of the variable-
latency circuit using the ACD method. In this design flow,
a process of adding the ACDM is added to a conventional
synchronous circuit design flow. The procedure is as fol-
lows: first of all, source code files (.vhd, .v, or .sv) are
made using hardware description languages (HDLs) such
as VHDL, Verilog, and SystemVerilog. After that, a netlist
is generated by logic synthesis with the source code files.
The ACDM addition process generates a netlist including
the ACDM and suggests its optimal parameters. This pro-
cess consists of three main steps: the step of selecting the FF
section where adds the ACDM, the step of estimating Teff ,
and the step of simulating the effective clock period and er-
ror rate. Finally, the layout process places the components
on the target device and connects the components based on
the modified netlist. Most of the processes allow the use of
existing tools for synchronous circuit design since they are
the same as conventional ones. By using the existing tools,
a designer can efficiently develop the ACD-based circuit by
utilizing their design skill and knowledge.

Fig. 3 Overall design flow.

The detail of the ACDM addition process is shown in
Fig. 4. This process receives the netlist from the logic syn-
thesis process and constraints (target effective clock period
and Tsub) from the designer. After several steps, the netlist
including the ACDM is generated and the optimal parame-
ters Tmain and Cth are suggested. Using a fast sub clock, the
time until the ACDM judges the completion of the process-
ing is reduced. However, if the judgment time is shorter than
the minimum delay of the logic circuit, the ACDM makes an
incorrect judgment by checking the stable output of the pre-
vious processing. Therefore, the sub clock period should be
longer than the minimum delay.

The first step in this process determines where to add
the ACDM by analyzing the dynamic delay in each FF sec-
tion by using a technique such as [19] that estimates delay
distribution between FFs in short time. Precisely, the step
adds the ACDM to FF sections where the worst dynamic
delay exceeds the target effective clock period. The second
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Fig. 4 Detail of ACDM addition process.

step estimates Teff from Eqs. (1) to (3) using the delay distri-
bution and gives candidate parameters Tmain and Cth. If Teff

is longer than the target effective clock period, the estima-
tion is repeated after changing the candidate parameters and
reselecting FF sections where the ACDM should be added.
By excluding the parameter set that does not satisfy the tar-
get effective clock period in step 2, the total simulation time
in step 3 is reduced. In step 3, the effective clock period and
error rate is evaluated by gate-level simulation with an elec-
tronic design automation (EDA) tool. In this paper, the error
rate Perr is calculated using the following equation:

Perr =
Nerr

Nsample
× 100 (4)

where Nerr is the number of miscalculations, and Nsample is
the total number of inputs.

As a result of the simulation, if the target effective clock
period is not achieved, the process returns to step 1 after
changing the parameters. This happens because Teff is esti-
mated with minimum conditions. Otherwise, the parameter
set is saved if Perr is reduced. If Perr is zero, this process
completes after outputting the netlist including the ACDM
and the optimal parameters Tmain and Cth. Otherwise, the
process returns to step 1. If there is no candidate parameter
set, the process completes after outputting the netlist includ-
ing the ACDM and the second-best parameter set.

The effective clock period is reduced by using small
Tmain and Cth. On the other hand, the error rate increases by
using these parameters because the ACD-based circuit us-
ing them is more likely to follow the incorrect instruction
from the ACDM. From the above, the ACDM addition pro-
cess should start with small parameters to achieve the target

effective clock period.
In the ACDM addition process, it is not practical to

evaluate every data path for every input vector pattern be-
cause it takes a long design time. Therefore, our design re-
duces the evaluation time by simulation using sample data.
This method would not give the accurate effective clock pe-
riod and error rate, but the reliability can be improved by
increasing the number of sample data. It is assumed that
random data or application data will be used for the simula-
tion. The simulation using application data would be able to
evaluate with high accuracy the effective clock period and
the error rate of the circuit that processes biased data.

For example, image data often has pixels with similar
colors. If the image-processing circuit processes similar pix-
els in succession, short dynamic delay would occur because
the signal passes almost the same path. Therefore, the ef-
fective clock period would be shorter than that evaluated us-
ing random data because the ACD-based image-processing
circuit operates at high speed for the input pattern. Further-
more, the error rate would be small because the number of
erroneous judgments is reduced.

There is a trade-off between the evaluation accuracy
and the design time. The simulation using a large amount of
sample data improves the evaluation accuracy but increases
the evaluation time. Therefore, iterating the simulation to
obtain the minimum error rate takes a long design time.
Fine-tuning the parameters may help you to find more suit-
able parameters, but this also increases your design time.
Therefore, we need to limit the range and resolution of pa-
rameters in consideration of the required accuracy and time-
to-market.

4. Experiment

To confirm the advantage of the ACD method, the effec-
tive clock period and error rate of an ACD-based ripple-
carry adder (RCA), 2-dimensional discrete cosine transform
(2D-DCT) circuit [20], and histogram of oriented gradients
(HOG) feature calculation circuit [21] are evaluated. In ad-
dition, the area and power of the circuits are evaluated to
confirm the overhead of adding the ACDM. Finally, object
detection accuracy of the object detection application using
the ACD-based HOG feature calculation circuit is evaluated.
In this section, we discuss the evaluation results.

4.1 Preparation

The advantage of the ACD method is confirmed by eval-
uating several circuits. One is the RCA, which is a basic
unit used in a wide range of applications. In addition, two
more complex image-processing circuits, 2D-DCT circuit
and HOG feature calculation circuit, are evaluated. The 2D-
DCT circuit is used for image and video compression appli-
cations, and the HOG feature calculation circuit is used for
object detection and image classification applications. We
chose these circuits as examples where high throughput is
required.
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It will describe the ACD-based circuits that we de-
signed. The ACD-based RCA adds two 32-bit inputs and
outputs a 33-bit value. This circuit uses one ACDM to mon-
itor the value.

The ACD-based 2D-DCT circuit calculates some 8 × 8
coefficient matrices from an image. For more information
on the 2D-DCT circuit, please refer to [20]. The designed
circuit has eight logic circuits in parallel, and each of which
outputs a 40-bit coefficient. These outputs are monitored
by eight ACDMs; if one or more ACDMs judge that the
processing is not complete, the circuit continues the current
processing.

The ACD-based HOG feature calculation circuit calcu-
lates some histograms from an image. This circuit contains a
luminance calculation logic circuit, gradient intensity calcu-
lation logic circuit, and gradient direction calculation logic
circuit. These logic circuits output a 24-bit value, 25-bit
value, and 3-bit value.

The designed HOG feature calculation circuit is shown
in Fig. 2. Logic1, Logic2, and Logic3 correspond to the lu-
minance calculation logic circuit, gradient intensity calcu-
lation logic circuit, and gradient direction calculation logic
circuit, respectively. FF2, FF3, and FF4 are a 24-bit FF,
25-bit FF, and 3-bit FF, respectively. As shown in this fig-
ure, two ACDMs are added to monitor Logic1 (luminance
calculation logic circuit) and Logic2 (gradient intensity cal-
culation logic circuit). On the other hand, Logic3 (gradient
direction calculation logic circuit) does not monitor using
the ACDM because the maximum delay is small.

In this paper, we focus on the difference in dynamic
delay depending on an input pattern. Therefore, we de-
signed the logic circuits using ROHM 0.18 µm standard cell
library to obtain realistic signal propagation delays. On the
other hand, to eliminate other influences, we assume that
the clocks and the FFs are ideal, and the occurrence of
metastable is not considered.

The designed ACD-based circuits use a main clock pe-
riod that is shorter than the maximum delay shown in Ta-
ble 1 to achieve high-speed processing. In addition, the sub
clock period shorter than the main clock period is used to
judge the completion of the processing quickly. In our ex-
periments, we used the sub clock period of 0.20 nanosecond
(ns) for the ACD-based RCA to quickly judge the comple-
tion of the processing. This sub clock period was also used
for the ACD-based image-processing circuits. By using this
sub clock period, the output of the logic circuits is checked
multiple times within a cycle, even for a short main clock
period. We believe that the fast sub clock is available by
using state-of-the-art technology.

We also designed the EDC-based RCA for comparison

Table 1 Worst maximum delay in designed circuit.

Circuit Maximum delay (ns)

RCA 3.84
2D-DCT 17.92
HOG feature calculation 13.60

of the effective clock period, area, and power. The EDC-
based RCA uses 33-bit Speculative FF instead of the 33-bit
FF, and an error detection circuit is added. In addition, con-
sidering the constraints proposed in [22], the clock timing
difference, which is a parameter of Speculative FF, is set to
240 ns. This value is selected to reduce the effective clock
period as much as possible within the range of normal oper-
ation.

To compare the calculation accuracy, we designed two
HOG feature calculation circuits using two types of approx-
imate adders. One uses Lower-part OR adder (LOA) [9] and
the other uses Segmented adder (SA) [10]. LOA consists of
OR gates and full adders. This adder achieves high-speed
processing by roughly calculating the lower digits using OR
gates. SA has several full adder groups, and it achieves high-
speed processing by restricting the path of signal propaga-
tion.

The above circuits include either 24-bit and 48-bit
LOAs or 24-bit and 48-bit SAs. The designed 24-bit LOA
and 48-bit LOA contain six and 17 OR gates, respectively.
The designed 24-bit SA has two full adder groups, one is
from the least significant bit (LSB) to the fourth bit and the
other is from the fifth bit to the most significant bit (MSB).
The 48-bit SA has three full adder groups, one is from the
LSB to the eighth bit, another is from the ninth bit to the
28th bit, and the other is from the 29th bit to the MSB.

4.2 Evaluation

The effective clock periods and error rates of the designed
ACD-based RCA were evaluated using simulation. Fig-
ures 5 and 6 show the evaluation results of the fixed-latency
RCA, EDC-based RCA, and ACD-based RCA. Note that
the ACD-based RCA uses the ACDM with Cth of one.

In these experiments, we used Synopsys VCS for gate-
level simulation. The input is one million random data.

The effective clock periods of these circuits were re-
duced by using a small main clock period. However, the
effective clock periods of the variable-latency circuits are
larger than that of the fixed-latency circuit because they took
multiple main clock cycles for some of the processing.

The ACD-based RCA operated without miscalculation
even though the main clock period is 0.50 ns. These results
indicate that the ACDM correctly detects the completion
of processing. On the other hand, the fixed-latency RCA
and EDC-based RCA using main clock periods of less than
3.75 ns and 3.52 ns, respectively, sometimes made a wrong
calculation. The EDC-based RCA using a 3.53 ns or longer
main clock period did not make incorrect calculations be-
cause it operated while properly detecting and correcting the
timing error.

The minimum effective clock period of these RCAs
when miscalculation did not occur is 3.75 ns, 3.53 ns, and
1.37 ns. Therefore, the effective clock period without mis-
calculation is reduced by about 64% and 61% compared
with those of the fixed-latency RCA and the EDC-based
RCA. However, note that these reduction rates are not
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Fig. 5 Effective clock period of RCAs.

Fig. 6 Error rate of RCAs.

achieved if a short main clock period is not available.
Then, the effective clock period and error rate of more

complex image-processing circuits were evaluated. Figure 7
shows the results of the ACD-based 2D-DCT circuit using
the ACDM with Cth of one. The estimated and the simulated
effective clock periods were obtained from Eqs. (1) to (3)
and from gate-level simulation, respectively. The error rates
were obtained by comparing calculation results of the fixed
latency circuit and ACD-based circuit. In the simulation, a
VGA image (640 × 480 pixels) was used as sample data.

Figure 7 shows that the effective clock period is short-
ened by using a short main clock period. Although the es-
timated values and the simulated ones are similar for main
clock periods of 4.8 ns or more, the simulated values are
lower than the estimated values for shorter main clock peri-
ods. This is because the ACDM would mistakenly detect the
completion of processing, and the circuit completed many
calculations in an unexpectedly short time. Therefore, the
error rate was higher when using a short main clock period.

Our design requires a target effective clock period. As
an example, consider improving the effective clock period of
the designed 2D-DCT circuit by 5% over that of the fixed-
latency circuit. Although we can assume a shorter target
effective clock period, it would lead a higher error rate. The
ACD-based circuit uses Cth of one and Tsub of 0.20 ns. As
shown in Table 1, the maximum delay of the designed 2D-
DCT circuit is 17.92 ns. In this case, the effective clock

Fig. 7 Effective clock period and error rate of 2D-DCT circuit using
ACDMs with Cth of one.

Fig. 8 Effective clock period and error rate of HOG feature calculation
circuit using ACDMs with Cth of six.

period should be lower than 17.02 ns. Figure 7 shows that
the target effective clock period is achieved by using a main
clock period of 5.2 ns or less. The lowest error rate is ob-
tained using the main clock period of 5.2 ns, and the effec-
tive clock period is reduced by about 6% with the error rate
of about 1%.

Figure 8 shows the evaluation results of the ACD-based
HOG feature calculation circuit using the ACDM with Cth of
six. In these experiments, we used a VGA image as sample
data.

The effective clock period of the ACD-based HOG fea-
ture calculation circuit was shortened by using a short main
clock period. However, the simulated effective clock periods
exceed the maximum delay when using the main clock pe-
riod of 5 ns, 8 to 11 ns, and 14 ns. This is because the ACD-
based circuit took multiple main clock cycles if the comple-
tion was not judged within a cycle. If using the ACDM with
Cth of two or more can reduce false detection of process-
ing completion, whereas it is more likely to take extra main
clock cycles because the ACDM takes a long time to judge
the completion.

As a case study to design a high-speed image-
processing circuit, we consider improving the effective
clock period of the designed HOG feature calculation circuit
by 10% or more. To keep the error rate as small as possible,
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Cth of six is used. Tsub is 0.20 ns. The maximum delay of the
circuit is 12.24 ns, as shown in Table 1. The estimation re-
sults shown in Fig. 8 show that the target effective clock pe-
riod is achieved using the main clock period of 12 ns, 11 ns,
and seven ns or less. On the other hand, the simulation re-
sults show that it is achieved using the main clock period of
six ns and four ns or less. This is because the simulation
considers more complex conditions. These results suggest
that using the main clock period of six ns to obtain the ef-
fective clock period of 12.02 ns with the minimum error rate
of 0.22%. In other word, the designed ACD-based HOG
feature calculation circuit can improve the effective clock
period by about 12% with a small error rate.

Circuit area and power were evaluated to confirm the
overhead of the additional circuit. The area of the designed
circuits are shown in Tables 2 (a) to 2 (c), and the power of
them are shown in Tables 3 (a) to 3 (c). These results were
estimated using ROHM 0.18 µm standard cell library and
Synopsys Design Compiler.

The area and power of the ACD-based RCA are about
17% and 4% smaller than those of the EDC-based RCA, re-
spectively. Comparing with the fixed-latency RCA, the area
and power are about 50% and 10% larger. This is because
the RCA is a small circuit. On the other hand, the area of
the ACD-based 2D-DCT circuit and HOG feature calcula-
tion circuit increases by 0.9% and 0.1%, respectively, and
the power of them increases about 0.3% and 0.2%. Thus,
these results confirmed that the overhead of the ACDM is
small for complex image-processing circuits.

Tables 2 and 3 also show area-delay product (ADP)
and power-delay product (PDP). This paper defines ADP
as a product of area and effective clock period and PDP as a
product of power and effective clock period. If ADP and
PDP of the fixed-latency circuits are taken as one, those
of the ACD-based RCA are 0.55 and 0.40, those of the
ACD-based 2D-DCT circuit are 0.94 and 0.94, and those
of the ACD-based HOG feature calculation circuit are 0.88
and 0.89. On the other hand, ADP and PDP of the EDC-
based RCA are 1.71 and 1.08, respectively. Those results
show that the designed ACD-based circuits improve ADP
and PDP compared with the fixed-latency circuits and the
EDC-based RCA.

Finally, the impact of the miscalculation on a video
monitoring service using an object detection application was
investigated. These experiments detected image blocks con-
taining a moving object by comparing HOG features of three
consecutive images of PETS 2009 benchmark data [23] us-
ing an inter-frame difference algorithm. The VGA images
used in these experiments contains 4,800 image blocks con-
sisting of 8 × 8 pixels. HOG features were calculated us-
ing the designed fixed-latency, LOA-based, SA-based, and
ACD-based HOG feature calculation circuit. The ACD-
based circuit used Tmain of six ns, Cth of six, and Tsub of
0.20 ns.

Table 4 shows the effective clock periods and error
rates of the HOG feature calculation circuits. The effective
clock periods of the LOA-based, SA-based, and ACD-based

Table 2 Area and normalized area-delay product (ADP) of (a) RCAs,
(b) 2D-DCT circuits, and (c) HOG feature calculation circuits (using
ROHM 0.18 µm standard cell library).

(a)
Method Effective Area (µm2) Normalized

clock period RCA Extra ADP
(ns)

Fixed latency 3.75 6,675 - 1.00
EDC 3.53 - 5,478 1.71
ACD 1.37 - 3,366 0.55

(b)
Method Effective Area (µm2) Normalized

clock period 2D-DCT Extra ADP
(ns)

Fixed latency 17.92 3,601,688 - 1.00
ACD 16.77 - 4,189 0.94

(c)
Method Effective Area (µm2) Normalized

clock period HOG Extra ADP
(ns)

Fixed latency 13.60 6,412,564 - 1.00
ACD 12.02 - 5,877 0.88

Table 3 Power and normalized power-delay product (PDP) of (a) RCAs,
(b) 2D-DCT circuits, and (c) HOG feature calculation circuits (using
ROHM 0.18 µm standard cell library).

(a)
Method Effective Power (mW) Normalized

clock period RCA Extra PDP
(ns)

Fixed latency 3.75 6.06 - 1.00
EDC 3.53 - 0.89 1.08
ACD 1.37 - 0.60 0.40

(b)
Method Effective Power (mW) Normalized

clock period 2D-DCT Extra PDP
(ns)

Fixed latency 17.92 2286.40 - 1.00
ACD 16.77 - 0.77 0.94

(c)
Method Effective Power (mW) Normalized

clock period HOG Extra PDP
(ns)

Fixed latency 13.60 560.88 - 1.00
ACD 12.02 - 0.97 0.89

circuits are almost the same, which is reduced by about
10% compared with that of the fixed-latency circuit. On the
other hand, the error rate of the ACD-based circuit is low,
whereas the error rates of the LOA-based and SA-based cir-
cuit are higher because they performed approximate calcula-
tions. However, the LOA-based and SA-based circuit were
designed to minimize the error in the calculation results, so
they would calculate high accurate HOG features.

The number of correct detection points and false-
positive points is also shown in Table 4. The correct de-
tection point is an image block that was judged to contain a
moving object from the HOG features of the fixed-latency
circuit. The false-positive point is an image block that was
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Table 4 Error rate of HOG feature calculation circuits and object detection accuracy in object detec-
tion application.

Method HOG feature calculation circuit Object detection application
Tmain Cth Tsub Effective clock Perr # of # of
(ns) (ns) period (ns) (%) correct detection points false-positive points

Fixed latency 13.60 - - 13.60 - 120 -
LOA 12.34 - - 12.34 ( −9.3%) 99.96 10 (−91.7%) 17
SA 12.19 - - 12.19 (−10.4%) 99.35 86 (−28.3%) 31
ACD 6.00 6 0.20 12.02 (−11.6%) 0.30 119 ( −0.8%) 1

not detected from the HOG features of the fixed-latency cir-
cuit. Object detection accuracy was evaluated by compar-
ing with the number of detection points obtained from the
HOG features of the fixed-latency circuit. Using the LOA-
based and SA-based circuits, the object detection accuracy
decreased by about 92% and 28%. In addition, 17 and 31
false-positive points were detected. On the other hand, using
the ACD-based circuit, the object detection accuracy was
reduced by less than 1%, and only one false-positive point
was detected. From these results we confirmed that a small
number of low-quality HOG features from the ACD-based
circuit hardly degrades the quality of the object detection
application.

5. Conclusion

This paper proposed the method that changes the processing
time by roughly detecting the completion of the process-
ing. The proposed method enabled significantly reducing
the idle time caused by the difference of the dynamic delay.
Although the variable-latency circuit using the method oc-
casionally make an incorrect calculation, the error rate was
minimized by finding the optimal parameters with our de-
sign method. The experiments showed that the ACD-based
RCA, 2D-DCT circuit, and HOG feature calculation circuit
reduce the effective clock period by about 64%, 6%, and
12% with around 1% error rate compared with the fixed-
latency circuits. In addition, it was confirmed that the ob-
ject detection application using the ACD-based HOG fea-
ture calculation circuit improves the throughput with almost
no decrease in object detection accuracy.
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