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Abstract

Optical See-Through Head-Mounted Displays (OST-HMDs) directly overlay images on

the wearer’s field of view (FoV), which facilitates applications in Augmented Reality (AR)

and vision augmentation. Reproducing realistic appearances in OST-HMDs encourages the

wearer to make correct judgments and actions in these applications. Conventional OST-

HMD technologies are, however, tend to focus on reproducing the objects’ appearance,

such as their contrast and depth of field (DoF).

Visual appearance is perceived by a combination of the various light property reaching

the eye and the wearer’s vision. Hence, reproducing a realistic visual appearance requires

two factors: a display system that can reproduce rich light information and an eye mea-

surement system that estimates ocular characteristics. In contrast, conventional OST-HMD

technologies utilize devices based on digital image processing, such as cameras and dis-

plays. We focus on that the limitations of conventional OST-HMDs arise from the imaging

procedure ignoring the rich information of light entering and leaving the eye.

In this dissertation, we propose an OST-HMD system that addresses the above limita-

tion by directly measuring or modulating the light entering and leaving th eye. My tech-

nology basis includes: (1) an OST-HMD with improved contrast and DoF fidelity by direct

modulation of incoming light, (2) contrast enhancement in the first-person view via the

OST-HMD based on the measurement of light entering the eye using co-axial optics, and

(3) vision augmentation by fusion of the proposed OST-HMD and machine vision using

deep learning.

Our first contribution is focal surface occlusion, reproducing DoF for multiple vir-

tual objects at continuous depths in an Occlusion-Capable OST-HMD (OCOST-HMD). An

OCOST-HMD realizes high dynamic range (HDR) presentation by inserting an occlusion

mask into the optical path. An amplitude-only spatial light modulator (ASLM) is com-

monly used as the occlusion mask to selectively attenuate the incoming light. Although

reproducing the DoF on objects on this occlusion mask greatly facilitates depth perception,

there is a trade-off among the fidelity of DoF, the display’s FoV, and spatial resolution.

Our focal surface occlusion additionally inserts a phase-only SLM (PSLM) that acts

as if a dynamic free-form lens into an OCOST-HMD. By approximating the focal length
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of the PSLM with a curved surface to align the depth of the virtual scene, our concept

can reproduce multiple and continuous focal blurs while maintaining the spatial resolution

and an FoV. To reduce the distortion of the see-through view while reproducing DoF, I

established an optical design based on afocal optics and edge-based optimization to exploit

the property of the occlusion mask. The prototype with the PSLM and transmissive ASLM

can reproduce DoF on the occluded objects at multiple and continuous depths with an FoV

of 14.6°.

To reproduce realistic appearances according to the user’s ocular characteristics, we

need to measure the light perceived by the eyes from the user’s eye position. Our sec-

ond contribution is AdaptiVisor, a vision augmentation system that assists the brightness

adaptation of the eye. This system uses a high-dynamic-range (HDR) camera to acquire

the light information entering the eye from the viewpoint using a coaxial optical system.

Based on the acquired images, the OCOST-HMD selectively darkens or brightens a part of

the FoV so that the user does not feel the sudden change in brightness. Experiments show

that the proof-of-concept system reduces the overexposed portions of the scene by 1/15 and

the underexposed portions by half with a delay of 0.5 seconds.

If we can reproduce various appearances by combining light information measurement

on the viewpoint and high-contrast OST-HMDs, then we can freely redesign the vision

according to the situation. As such a system, our third contribution is DehazeGlasses, a

vision augmentation system to remove haze from the first-person view using an OCOST-

HMD. The system converts the viewpoint image to HDR through a dehazing algorithm, and

selectively modulates the intensity of light entering the eye. The proof-of-concept system

can dehaze the scene closer to the ground truth under a perceptual metric.

In summary, this dissertation aims to take a step toward realizing AR that freely manip-

ulates the personal vision for a future in which OST-HMDs are worn daily like prescription

glasses. We investigate an OST-HMD with directly measuring or modulating the light in

terms of the display, eye measurement, and potential applications.
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This part serves as a general introduction to the theme of th dissertation for realistic

appearance reproduction by Optical See-Through Head-Mounted Displays (OST-HMDs).

The realistic appearance reproduction by OST-HMDs not only enhances the realism of

Augmented Reality (AR) experiences but can be applied to Vision Augmentation (VA)

technology, which re-designs individual vision ability by manipulating the real-world view.

First, we introduce a brief overview of AR, OST-HMD, and VA (Chapter 1), the area in

which this dissertation is based. Then, we describe the importance of reproducing a real-

istic appearance with OST-HMDs and the challenges of existing technologies (Chapter 2).

Finally, we summarize the contributions of this work (Chapter 3).
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1
Introduction for Augmented Reality

Displays and their Applications

In this chapter, we first introduce the concept of AR and its vision-based displays (Sec. 1.1).

Then, we introduce Head-Mounted Displays (HMDs) in depth as the core resarch topic

(Sec. 1.2). Finally, we overview the VA technologies, a major application of HMDs (Sec. 1.3).

1.1 Augmented Reality

In this chapter, we will first introduce the concept of AR (Sec. 1.1.1), and then describe the

displays for vision-based AR using an established display classification [1] (Sec. 1.1.2).

1.1.1 What is Augmented Reality?

In a broad sense, AR is a technology that modifies a part of the real world by modulating

sensory information that should be obtained from the real world in some way. This sensory

information modulation includes various ways such as deletion, emphasis, attenuation, as

well as addition. Modulating visual information is currently dominant in AR, with auditory

information coming in a close second. In a broader sense, AR includes modulating any

sensory information such as olfactory [2], gustatory [3, 4], haptics [5, 6], and vestibular

stimulation [7, 8], etc.
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6 Introduction for Augmented Reality Displays and their Applications Ch. 1

Virtual Reality (VR) is similar to AR, yet modulates all sensory information. VR ul-

timately aims to create all sensory information at will. VR is, however, fundamentally

different from AR because it completely blocks sensory information obtained from the real

world and replaces it with artificially reproduced sensory information. Augmented Vir-

tuality (AV) is another concept similar to AR. In AR, the base is the real world and is

augmented with virtual information; in AV, the user is immersed in a virtual environment,

where some of the virtual information is augmented with real world information. In this

way, AR and AV can be viewed as essentially a continuum. The only difference is that the

mixing ratio of real and virtual information changes between the real world and VR. Mil-

grams et al. proposed such a continuum in 1994 as the Reality-Virtuality Continuum [9].

The broader concept that includes both AR and AV is called Mixed Reality (MR).

The progenitor of today’s AR and VR is Ultimate Display, proposed by Sutherland

in 1965 [10]. In 1968, he created an optical see-through Head Mounted Display (HMD)

based on this concept, which provided real-time 3D computer graphics that matched the

user’s movements [11]. In 1990, Caudell et al. coined the word Augmented Reality as the

technology of presenting images according to the user’s position in a see-through HMD,

and discussed its advantages and applications in manufacturing [12]. Today, AR is widely

utilized in various applications such as manufacturing [13], and medicine [14], market-

ing [15], entertainment [16], and education [17].

1.1.2 Category of AR Displays

Vision-based AR is the most common type of AR, which modulates the Field of View

(FoV) by overlaying a computationally-generated image on the real-view. Bimber and

Raskar promote that our AR experience changes depending on the spatial relationship of

the eye and the display/screen and classified AR Displays as shown in Figure 1.1 [18]. In

this section, we overlook the characteristics of each AR display based on Fig. 1.1. Note

that, in this study we mainly focus on the category of head-attached displays in Fig 1.1.
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Figure 1.1: AR display categories according to the distance between the eye and the display.
This figure is taken from Bimber and Rasker [18].

Spatial Displays

Spatial Augmented Reality (SAR), proposed by Raskeret al., is a category of AR that uses

projection-type displays [19]. In SAR, images are projected onto the surface of real objects

to manipulate the physical objects’ color, texture, and apparent shape. Recently, SAR has

been well-known as projection mapping and has found numerous applications in many

fields, such as entertainment [20], education [21], and industrial design [22].

SAR has the advantage of working directly with the real environment. However, since

the projected light is diffusive and visible from all viewpoints, it is not easy to correctly

represent viewpoint-dependent appearances such as glossy texture from multiple perspec-

tives. In addition, the dynamic range and the resolution of the projected image are limited

by the display’s hardware. Also, the projected image is affected by the physical object’s

appearance.

Spatial OST Displays [18] use a bench-top wide optical combiner (e.g., half-mirror)

to overlay virtual images onto a real object. While it can improve the contrast and color

representation of SAR, the form factor tends to be large, and their FoV is smaller than SAR.



8 Introduction for Augmented Reality Displays and their Applications Ch. 1

Hand-Held Displays

Hand-held displays are another category of AR displays that utilize displays on mobile

devices, which have developed rapidly in recent years with the spread of smartphones and

tablets. Although these displays have the advantage of allowing users to interact with a

familiar touch panel, the need to hold the device in one’s hand interferes with activities in

the real environment.

Head-Attached Displays

Head-Attached Displays overlays images directly on the user’s field of view, which is in-

herently compatible with visual AR. Head-attached displays can provide customized AR

contents for each user; thus, they can be rendered stereo images and viewpoint-depending

appearances such as glossy materials. Most importantly, since head-attached displays are

wearable and hands-free, they can be used in various situations with few restrictions. On

the other hand, various issues remain in spatial calibration between the eye and the display,

optical fidelity, and low latency rendering. We are thus far from the ultimate goal of realiz-

ing all of these simultaneously. This dissertation focuses on improving the optical fidelity

of NEDs to reproduce realistic appearances, which will be discussed in detail in Sec. 2.

The classification in Fig. 1.1 defines two types of Head-Attached Displays: HMDs

and retinal (projection) displays. HMDs overlay virtual images onto real-view through a

display in front of the user’s eyes. Video See-Through (VST) HMDs synthesize AR images

by post-processing the real-view images captured from image sensors. Like goggles worn

with a smartphone, VST-HMD can be defined as an extension of the handheld displays,

and the user sees reality indirectly through the video. In contrast to this indirect approach,

OST-HMDs overlay images onto the user’s FoV while observing the real-view directly.

The details of these HMDs are described in Sec. 1.2.

Retinal Projection Displays (RPDs) [23] directly form images on the retina based on

Maxwellian view optics. The display illuminates the observer’s eye pupil with a bundle of

narrow light rays from each direction to illuminate the retina evenly [24]. The projection

results in deep Depth-of-Field (DoF), creating a virtually always-in-focus (focus-free) view.

In practice, RPDs are often adopted as a form of OST-HMD because they present images
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directly to the user’s visual field. Some commercial OST-HMDs (e.g. QD Laser’s Retissa

3D) adopts the RPD as a displaying module. The major drawback of RPDs is that the

periphery of the image is lost when the eye shifts from the normal viewing direction. Recent

studies [25,26] have introduced Holographic Optical Elements (HOE) into RPDs to expand

the range of eye position that can present a clear image (i.e., eyebox).

1.2 Head-Mounted Displays

As mentioned in the previous chapter, although HMDs are compatible with visual AR, the

current technology is not perfect. Thus, we need to select its specification according to the

target AR application. In this section, we make a detailed comparison of the HMD designs:

VST (Sec. 1.2.1), and OST (Sec. 1.2.2), including trends in commercial HMDs and suitable

applications.

1.2.1 Video See-Through HMDs

VST-HMDs provide an indirect view of the real world on opaque screens. VST-HMD uses

a camera to capture the scenery and then displays that images together with virtual contents

ovearlaid on top of the images. Since the display is opaque, the user cannot see the real

world directly while wearing the device.

VST-HMDs are suitable for AR applications with image processing because the result

of video composition is uniform, and the application can utilize real-view as a digitized

image. Recent commercial VR HMDs such as Oculus Quest and HTC VIVE Pro equip a

built-in scene camera on the front and record a live stream of the actual scene, thus they

can be used as VST-AR HMDs.

The major concern with VST-HMDs is the discomfort caused by the divergence of the

real view from the natural human perception, leading to motion sickness. Examples include

reduced resolution, rendering delay, and misalignment between the camera position and the

actual eye position. Emerging high-end commercial VST-HMDs, such as Varjo XR-3, par-

tially address these issues. They simultaneously achieve a resolution of 30/30 vision, a
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wide field of view of over 115°, and ultra-low latency (less than 20 milliseconds). How-

ever, in principle, VST-HMDs are difficult to apply in situations where time constraints,

workability, and safety are important, such as driving, medical care, and working at heights

1.2.2 Optical See-Through HMDs

In contrast to VST-HMDs, OST-HMDs use optical combiners such as half-mirrors or

prisms to overlay virtual images translucently while maintaining the visibility of the real

environment. Therefore, the user can see the real-view world directly through an OST-

HMD. In general, OST-HMDs use a microdisplay, so the image perceived by the user is a

two-dimensional flat image.

OST-HMDs do not significantly interfere with reality, thus they are more suitable for

AR experiences in daily use. Recently, OST-HMDs have been penetrating the market,

as represented by EPSON BT-300, Microsoft HoloLens 2, Magic Leap One, and so on.

While VST-HMDs can easily blend virtual contents into reality through image processing,

OST-HMDs have many issues regarding the consistency between reality and virtual, such

as narrow field of view, color and contrast issues, and misalignment of coordinates. In

particular, aligning visual appearances between real and virtual has a significant impact on

users’ value judgments and behavioral choices.

1.3 Vision Augmentation

As AR HMDs become more sophisticated and widespread, there are a growing interest in

VA technologies that can freely modulate vision to assist visual capability and to support

daily life. VA is a branch of Augmented Human (AH) [27] technology that augments

human abilities with technology. Unlike classical AR and MR, VA is not concerned with

rendering independent virtual objects in real-view. Rather, VA is concerned with providing

some convenience by directly controlling how we see the real world. Hence, it is easy to

imagine VA as a direct implementation of machine vision, such as image filtering, to human

vision. In this section, we first compare the features of VST and OST-HMD in terms of

implementing VA systems (Sec. 1.3.1), then provide an overview of the research on VA
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systems (Sec. 1.3.2).

1.3.1 Comparison of HMD Types for VA Systems

As a precursor to VA, Mann et al. proposed Mediated Reality in 1994, which aimed to

modulate the real view with computation [28]. They also implemented the proof-of-concept

VA system to deform the field of view and magnify interpupillary distance (i.e. turn into

a Titan) on VST-HMDs. As seen in this example, early VAs were mostly based on VST-

HMDs that could directly access a digital copy (image) of the actual scene shown to the

user. On the other hand, when using VST-HMDs for VA implementation, the rich real-

world information is lost due to the limited resolution and dynamic range of scene cameras

and displays. To make matters worse, VST-HMDs risk blacking out the user’s display due

to accidental shutdown.

OST-HMDs are preferred to VA applications to retain real-world light and do not block

the user’s view in case of display failures. In recent years, with the increasing performance

of OST-HMDs and the emergence of commercial products, VAs using OST-HMDs have

also emerged [29]. While this maintains a natural view of reality, the quality of the overlaid

virtual image is still limited by the specifications of the OST-HMD. Thus, there is a constant

need to improve the reality of appearance reproduction with OST-HMDs.

1.3.2 Overview of VA systems

The basic VA system is used for visual assistance to solve various eye problems. There has

been some vision assistance systems with VST-HMDs, such as visual acuity [30] and tunnel

vision [31, 32] testing and treatment, eye movement disorder testing [33], strabismus [34],

amblyopia [35] testing and treatment, and simulating various visual disorders [36, 37].

Since OST-HMD overlays the image with translucency, the degree of freedom in mod-

ulating the real-view is narrower than that of VST. Still, various VA systems with OST-

HMDs have been proposed, such as low vision aids based on enhancing edge informata-

tion [38], contrast [39] and correcting chroma for color blindness [40] by modulating colors

on the field of view.

Furthermore, some VA systems can redesign vision ability at will. Examples include
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augmentation of static [41–45] or dynamic [46] visual acuity, a user’s field of view [47],

shifting viewpoint [48–52], future forecasting [53], visible wavelength [54] (e.g. seeing

infra-red images), etc.

1.4 Summary

In this chapter, we first introduced the core roll of OST-HMDs in the concept of AR, and

their advantages and disadvantages. We then introduced VA, the prominent applications of

OST-HMDs. The discussion from this chapter leads to the prospect that reproducing highly

realistic appearances in OST-HMDs will improve the quality of AR experiences. Moreover,

VA applications can potentially realize social welfare appropriate for an advanced informa-

tion society by assisting or augmenting user’s vision ability. In next chapter (Chapter 2),

we will discuss how realistic appearance can be reproduced on OST-HMDs.



2
Realistic Appearance Reproduction by

OST-HMDs

The previous chapter briefly introduced the importance of realistic appearance reproduction

in OST-HMD for visual AR and VA. In this chapter, we will first describe the word appear-

ance discussed in this dissertation in detail, and then we break down what is necessary to

reproduce appearance in AR (Sec. 2.1). Next, we introduce related works on appearance

reproduction in OST-HMDs in two aspects: reproduction of optical properties (Sec. 2.2)

and measurement of how the eye perceives incident light (Sec. 2.3). After that, to clarify

the scope of this study, we describe the challenges of the previous approach (Sec.2.4), then

introduce our approach (Sec.2.5).

2.1 Appearance Reproduction in AR

Human beings perceive a variety of appearances through their senses. Here, appearance is

defined as the human ability to estimate the subjective value (beautiful, yummy) of things

and events in addition to the senses of physical properties (glossy, translucent), physical

states (wet, dusty), material category (metal, ceramic). The perception of appearance is

closely related to the recognition of reality; it plays an important role in basic human abili-

ties such as understanding the environment, selecting actions, and controlling human body

movements.

13
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Among appearances, visual appearance accounts for most of the information that hu-

mans receive from the outside world. Visual appearance plays a major role in our percep-

tion of materials, determining their value, and making decisions and behavioral choices.

Therefore, reproducing appearances in AR that is visually indistinguishable from reality is

very important in encouraging users to make correct value judgments and action. Moreover,

the visual appearances indistinguishable from reality can be appropriately modulated and

presented to humans, which can also be considered to actively change human recognition

of reality as a context of VA (Sec. 1.3).

Visual appearance is perceived when light from an object’s surface reaches the retina.

More specifically, the perception of visual appearance contains the estimation of the optical

properties (color, material, state, and shade) of an object’s surface from a two-dimensional

image formed on the retina through the visual properties of the individual eye (lens, pupil,

and cornea). Hence, reproducing a realistic visual appearance requires two factors: a dis-

play system that can reproduce rich light information and an eye measurement system that

estimates advanced ocular characteristics.

2.2 Reproducing Photo-Realistic Appearance by OST-HMDs

Here, we introduce the designs of OST-HMD to reproduce photo-realistic appearances.

Components for reproducing photo-realistic appearance with OST-HMDs include environ-

mental lighting [55, 56], color reproduction [57–60], focal blur, and contrast reproduction.

In particular, the reproduction of contrast and focal blur is a problem that arises from the

inherent limitations of common OST-HMD designs. As described in Sec. 1.2.2, common

OST-HMDs provide a two-dimensional planar image to the eye through an optical com-

biner. Imaging with optical combiners leads to a significant contrast degradation caused by

the translucent overlay of virtual images. In addition, since OST-HMDs produce a planar

image with a fixed depth in the air, the virtual object is reproduced with the wrong depth of

field (DoF), i.e., the optical depth of the image presented does not match the accommoda-

tion of our eyes.

In this section, we first introduce accommodation-supporting displays that reproduce
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Figure 2.1: Classification of Accommodation-Supporting Displays. This figure is taken
from Matsuda et al. [61]

the correct DoF (Sec. 2.2.1), and then introduce occlusion-capable OST-HMDs (OCOST-

HMDs) that support optical occlusion to block real-world light to improve contrast of vir-

tual images (Sec. 2.2.2).

2.2.1 Accommodation-Supporting Displays

Accommodation-supporting displays have been extensively studied in both VST and OST-

HMD as a solution to reduce the vergence-accommodation conflict (VAC), which is caused

by a mismatch between the binocular disparity of a stereoscopic image and the optical

focus cues of the virtual objects. The essential solution for the mismatch is to render virtual

objects at correct depths so that the light rays from the object appear as if they are coming

from the proper distances.

Figure 2.1 shows the classification of accommodation support displays. Typical HMDs

always fix the focal length of the display (Fig. 2.1, a). In the following, we describe an

overview of each accommodation-supporting display category.

Varifocal Displays (Fig. 2.1, b) Varifocal displays are a simple solution for solving the

VAC by mimicking continuous focal planes in a time-multiplexing manner. This time-

multiplexing can be achieved by using focus tunable lenses (FTLs) [62–66] or modulating

beam splitters, such as membrane mirrors [67, 68] and holographic optical elements [69].
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Although varifocal displays can reduce VAC, they must measure the wearer’s accommoda-

tion and render the depth of field (DoF) according to the measurements.

Multifocal Displays (Fig. 2.1, c) Instead of dynamically moving single focal planes,

some OST-HMDs use multiple displays to form multiple focal planes in advance. This

mutifocal display is initially achieved by a stack of SLMs [70–72], and recently such dis-

plays have been revisited with improved scene decomposition [73] and gaze-contingent

capabilities [74]. For example, for a simple LCD-stacked multifocal display, achieving a

2.0 D (diopter, m−1) DOF requires up to 27 planes [70]. Other approaches for achieving a

multifocal display include using FTLs [75,76], deformable mirrors [77], a fast polarization

rotator and the Savart plate [78], and a geometric phase holographic lens [79].

Focal Surface Displays (Fig. 2.1, d, e) Focal surface displays [61] is an another approach

to generalize the multifocal displays. Focal surface displays utilizes a PSLM which acts

as a dynamic free-form lens, which can display time-multiplexing multiple focal plane

images as curved continuous focal surfaces. Compared to multifocal displays, the focal

plane provides a better approximation of the focus cue performance and can be achieved in

a smaller form factor. Although the focal plane display was first proposed in VST-HMD,

recently research has been conducted in OST-HMD as well, such as the reproduction of

static focal plane using arbitrarily shaped 3D printed curved lenses [80].

Accommodation-Invariant Displays A completely different approach to achieving ac-

commodation supporting HMDs is a display that provide the invariant focus cue for any

depth using Maxwellian view. Pinlight displays [81] is taking inspiration from a pinhole

camera, which captures a photo where everything is in focus thanks to the small aper-

ture, to achieve always-in-focus virtual images onto OST-HMDs. Retinal scanning dis-

plays [26, 82] are another approach to achieve Maxwellian view by sweeping a point of

light across the viewer’s retina. These accommodation-invariant displays need to blur the

images in the render step if out of focus effects are required for the displayed image.
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Light-Field and Holographic Displays (Fig. 2.1, f) Light-field displays [83] and holo-

graphic displays [84] offer, at least in theory, simultaneously all depth cues by representing

4D light fields. However, these displays still have limitations, including trade-off between

small eyebox and limited resolution. Recently, a scattering-based holographic see-through

display [85] has been proposed to improve the trade-off between resolution and eyebox.

2.2.2 Occlusion-Capable OST-HMDs

The accurate occlusion of the incoming light is essential to improve the contrast of OST-

HMDs. Without occlusion, the OST-HMD can only semi-transparently overlay virtual

information, causing a lack of reality in the virtual information. Furthermore, occlusion

plays an essential role as a depth cue [86]; a virtual object close to the wearer’s point

of view occludes a real object in the distance, allowing the wearer to perceive the depth

between objects.

The most common approach to achieve an occlusion-capable OST-HMD (OCOST-

HMD) is to insert a spatial light modulator (SLM), typically a transmissive liquid crystal

display (LCD), into the optical path of the OST-HMD to selectively block light rays enter-

ing each pixel of the SLM. In general, SLM-based OCOST-HMDs usually assume that the

occlusion mask is placed at a single fixed depth [87]. Thus, it cannot provide accurate focal

blur when the user’s accommodation changes. In recent years, OCOST-HMDs that support

DoF reproduction are emerged by applying the approaches of accommodation-supporting

displays described in the previous section.

A comparison between this work and other OCOST-HMDs is shown in Table 2.1, which

is an extension from the detailed review in [88]. In Table 2.1, ”Occlusion Generation” col-

umn shows the devices that consist the occlusion mask. ”Configuration” column indicates

the configuration of the focus of the occlusion. ”Adaptive Depth” column indicates that

whether the occlusion images correspond to variable focus or not. ”The 3D occlusion”

column shows whether the systems can reproduce the 4D ray field of the occlusion object.

Moderate optical complexity designs use 3-4 optical elements (including the SLM) and

moderate FoV is 40-80°.

This section introduce related works on OCOST-HMDs based on Table 2.1, focusing
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Figure 2.2: Classification of OCOST-HMD designs based on differences in accommodation
support.

on DoF reproducibility on the occlusion mask as shown in Figure 2.2.

Hard-edge Occlusion (Fig. 2.2, a) In an early study of OCOST-HMDs, Kiyokawa et

al. used relay optics to focus the incident light on a transmissive LCD to achieve a fixed-

focus, sharp occlusion [87, 100]. Another approaches to achieve sharp edge occlusion has

also been proposed by using a digital micro-mirror device (DMD) to switch between the

background image and the AR image pixel by pixel [89, 90]. Krajancich et al. enhanced

this DMD-based approach with a simpler optical design by switching between light from

LEDs and light from the real world, making the DMD itself a display screen [91]. LCoS-

based occlusion-capable OST-HMDs have also been proposed in combination with x-cube

prisms [95], free-form lenses [93, 94], and affordable lens components [92, 101]. They

generally provide sharp occlusion in fixed focus while achieving a thin form factor.

Soft-edge Occlusion (Fig. 2.2, b) Pinlight displays [81] and light-field displays with

stacked LCD arrays [96] directly insert an occlusion mask in front of the eye without focus-

ing. Although these approaches allow thinner form factors, simpler optical configurations,

and wider viewing angles (FoV), they result in a blurred edge in the mask due to a depth
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Table 2.1: Comparison of occlusion methods for OST-HMDs adapted from [88]. *The
items with apostrophes were estimated by us from their paper.
.

Methods
Occlusion
Genera-

tion

Configu-
ration

Adap-
tive

Depth

3D
Occlu-
sion

Mask
Ap-
pear-
ance

Compu-
tational
Demand

Optical
Com-
plexity

Form
Factor

FoV

Kiyokawa et
al. (’03) [87]

LCD
Fixed-
Focus

no no sharp low complex bulky 30°

Uchida et al.
(’02) [89]

DMD
Fixed-
Focus

no no sharp low complex moderate narrow*

Kim et al.
(’19) [90]

DMD
Fixed-
Focus

no no sharp low complex moderate narrow*

Krajancich
et al.

(’20) [91]
DMD

Fixed-
Focus

no no sharp high complex moderate 8.7°

Wilson and
Hua

(’21) [92]
LCoS

Fixed-
Focus

no no sharp low complex thin 40°

Gao et al.
(’12) [93,94]

LCoS
Fixed-
Focus

no no sharp low complex thin 40°

Cakmakci et
al. (’04) [95]

LCoS
Fixed-
Focus

no no sharp low moderate thin 40°

Maimone
and Fuchs
(’13) [96]

Stacked
LCD
Array

Light
Fields

no no dull high moderate thin moderate*

Maimone et
al. (’14) [81]

Pinholes
with LCD

Light
Fields

no no dull moderate simple moderate moderate*

Itoh et al.
(’17) [97]

LCD

Fixed-
Focus

Compen-
sated

par-
tially

no sharp low simple thin 70-80°

Yamaguchi
and Takaki
(’16) [98]

LCD with
Mi-

crolenses

Light
Fields

yes yes sharp high moderate thin 4.3°

Hamasaki
and Itoh

(’19) [88]

LCD on
linear
stage

Varifocal yes no sharp low moderate moderate narrow*

Rathinavel
et al.

(’19) [99]

LCD with
FTLs

Varifocal yes no sharp moderate complex moderate 15.3°

This Work
(Chap. 4)

LCoS and
LCD

Focal
Surface

yes yes sharp moderate moderate moderate 14.6°
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mismatch between the LCD and the virtual object overlaid in the scene. To resolve this

blurry occlusion while maintaining the simple optics and wide FoV, Itoh et al. proposed

a method to compensate for the blurry occlusion by fusing the scene image through an

OST-HMD [97]. However, this system requires complex calibration between devices and

continuous eye tracking and accommodations.

Varifocal Occlusion (Fig. 2.2, c) In order to resolve VAC in the occlusion mask, some

varifocal OCOST-HMDs have been proposed. Hamasaki and Itoh [88] proposed a vari-

focal OCOST-HMD by mounting a transmissive LCD on a linear stage and mechanically

shifting the depth of the occlusion mask according to the accommodation. Rathinavel et al.

proposed another varifocal OCOST-HMD approach where they place two FTLs in the see-

through path [99]. By controlling the focus of the lenses optimally, the system can optically

tune the focus depth of the reflective LCD layer, which is placed between the lenses.

These methods can adaptively adjust the depth of the occlusion layer. However, because

such techniques change the depth of only a single mask, only one discrete depth can be

represent at a given time. Furthermore, even if the depth of a single mask is changed in a

time-multiplexing manner, it is impossible to simultaneously occlude all depths; thus, the

3D occlusion mask appears translucent in such cases.

Light-Field Occlusion (Fig. 2.2, f) A light field occlusion approach using micro-lens ar-

ray [98] has been proposed as a way to completely reproduce the depth of the virtual object

including occlusion and provide a completely accurate focal blur. However, discrete lens

arrays and liquid crystal structures involve resolution limitations and a trade-off between

the 3D representation and FoV owing to diffraction and compression artifacts.

2.3 Reproducing Appearance According to Eye Percep-

tion

The previous section introduced accommodation-supporting displays reproducing correct

DoFs and OCOST-HMDs reproducing high-dynamic range images. To reproduce a more
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realistic appearance, we need to measure both the field of view from viewpoint and eye

characteristics to estimate how they perceive the incoming light. For example, suppose that

the intensity of light entering the eye from reality is measured directly; then we measure

the pupil diameter to estimate the image perceived on the retina. By modulating the am-

plitude of the incident light based on this estimated image, we can enhance the brightness

perception of the user’s eyes. Similarly, if we can measure the phase of the incident light

and the eye aberration, we can reproduce the appropriate DoF by phase modulation.

In this section, we first introduce an appearance reproduction method on an HMD based

on measurements of incident light into eyes (Sec. 2.3.1). Then, we introduce an appearance

reproduction according to measured ocular characteristics (Sec. 2.3.2), mainly focused on

eye accommodation measurement and DoF reproduction.

2.3.1 Appearance Reproduction with Incident Light Measurement

As a method of measuring incident light and improve the brightness of the light enter-

ing the eye, Aiteanu et al. developed a video see-through welding helmet that provides

contrast-enhanced images [102]. As an OST-HMD system, Bhagavathula et al. developed

a low-power CMOS glare sensor, and combined it with an LCD shutter glasses to form a

wearable glare reduction glasses. Similarly, Mori et al. proposed a system to attach LC

shutters and Illuminometer to OST-HMD [103]. In a system similar to ours, Tochimoto et

al. [C3]. realized adaptive blue light-cutting glasses by using a spectrometer to measure

the spectrum of ambient light and then using an LC shutter to attenuate the light entering

the eye. These system measure the light from the scene only in terms of (circadian) illumi-

nation. In addition, since the sensor is placed in a different location than the viewpoint, it

does not measure the exact illuminance that the eye receives.

Few studies on color correction in OST-HMDs measure the incident light from the

same optical position as the eye. Our study is inspired by Langlotz et al. [60], placing

the scene camera in the same optical position as the eye using a beam splitter. While

their research utilizes light information entering the eye for real-time radiometric color

compensation, we combine their approach with OCOST-HMDs, and consider both color

and contrast correction to implement advanced machine vision into human eyes.
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2.3.2 Appearance Reproduction with Ocular Measurement

In AR-HMDs, display manufacturers simplify the measured accommodation depth to be

accurate to within ±0.3 D (Diopter, i.e., m−1), the range where the user cannot perceive

focus blur [104]. Note that this range translates to the vergence angle of 0.541◦ for an adult

male with normal vision [105].

Some VST-HMD designs reproduce DoF by using FTLs after measuring eye accom-

modation. Konrad et al. combined a commercial autorefractor with a custom focus-tunable

binocular display [64]. They use the measured ocular aberration information, but the use

was limited to control their FTLs to adjust the image planes to be in focus to the user so that

the visual appears focus-invariant. Similarly, Mercier et al. combined both an eye tracker

and SHWFSs [74], to drive three adjustable-focus displays per eye with FTLs. Also in

OST-HMDs, Rompapas et al. proposed EyeAR [45], a system for rendering refocusable

AR content with correct DoF. This system combines a microdisplay with an autorefractor

to measure an individual’s focal length and pupil size, reproducing DoF-reproducing AR

content through software.

In addition, some OST systems have been proposed to utilize the measured accom-

modations for correcting the real-view distortion. As a method that uses pre-measured

prescriptions, Chakravarthula et al. proposed FocusAR [42], an auto-focus OST-HMD that

can properly focus on real-view and virtual content simultaneously, using a varifocal mem-

brane beam combiner design. Recently, Wu et al. [44] proposed Prescription AR, which

covers hyperopia, myopia, astigmatism, and presbyopia by using prescription lenses as

waveguides for AR displays. As a vision correction system using continuously measur-

ing accommodations, Padmanaman et al. [43] used FTL to develop a real-view auto-focus

system from accommodations obtained from binocular eye-tracking.

2.4 Challenges of Appearance Reproduction in OST-HMDs

In the previous sections, we introduced related works on appearance reproduction on OST-

HMD, both in terms of reproducing photo-realistic and ocular characteristics. Based on

these studies, we summarize what can be done and challenges in the current appearance
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reproduction as follows:

• As for the photo-realistic appearance reproduction (Sec.2.2), some methods have

been proposed to reproduce DoF on OCOST-HMDs. However, the varifocal OCOST-

HMD cannot avoid displaying semi-transparent images in practical use, while the

light field-based OCOST-HMD remains limited in FoV and image quality.

• As for appearance reproduction based on eye perception (Sec.2.3), it is mainly based

on adaptive contrast adjustment based on the average brightness of the scene. There

is an example of appearance reproduction based on measuring the user’s field of

view from the viewpoint; however, due to the dynamic range that OST-HMD can

represent, this approach is limited in compensating both color and contrast.

As can be seen from the Section 2.2 and 2.3, current research trends independently

deal with the eye measurement and the display system in general. Some studies utilize

eye measurements to present a wide field of view and high resolution [25, 26]. However,

these studies are limited to the use of gaze measurement and have not yet utilized the

accommodation measurement or advanced ocular estimation.

One of the reasons the measurement and presentation systems are researched indepen-

dently is that companies are leading the research, so it is assumed that their priority is to

improve the performance of practical elemental technologies directly related to product

specification. For example, OCOST-HMDs (Sec. 2.2.2) have been researched for almost

20 years, but it has not been implemented in consumer OST-HMDs.

More importantly, in the technological background, it was difficult to combine both

the measurement and display systems while miniaturizing their form factor. For example,

to implement a varifocal VST-HMD on both eyes while performing gaze and eye focus

measurements, it was necessary to design a large benchtop system [74].

On the other hand, due to recent technological developments, the fundamentals for

OST-HMDs that can integrate both measurement and presentation, is beginning to mature.

The technological developments include the miniaturization of hardware and advanced ma-

chine vision with embedded system implementation. Regarding the miniaturization of

hardware, sensing devices are becoming smaller, not only RGB cameras but also wave-

front sensors [106], polarization cameras (e.g., SONY Polarsens CMOS image sensor),
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and multi-spectral cameras [107, 108]. Also, micro LEDs and micro OLEDs (Organic

LED) have emerged for miniature display devices. Furthermore, with the development

of deep learning and the emergence of TPUs and GPUs for embedded systems, such as

Google Coral and NVIDIA Jetson, it has become possible to implement advanced machine

vision on HMDs.

2.5 Our Approach

This dissertation explores an approach to reproduce realistic appearance by handling the

measurement system and the presentation system as a single unit on OST-HMDs. The

advantage of this approach is that it uses the measured field of view as input and optimizes

the compensating image using the properties of the presentation system, thereby enabling

expressions that cannot be achieved by the presentation system or the measurement system

independently.

Moreover, we focused on an approach based on direct modulation of light rays that goes

beyond image processing, taking advantage of the characteristics of OST-HMD where the

wearer perceives the light rays directly entering the eye. Conventional OST-HMDs use a

conventional imaging camera to measure ocular or real-view information and a display to

overlay virtual information. However, these camera and display devices lose part of the

ray information in the imaging process, such as light wavefront and spectral distribution.

We thought that by utilizing the rich information of light entering and leaving the eyes on

OST-HMDs, we could reproduce a realistic appearance beyond conventional limitations.

Close to our work, Itoh et al. [109] realizes computer-modulated see-through glasses by

directly modulating the phase of incoming light using PSLMs as free-form lenses. With this

system, they implemented VA applications such as field of view magnification, viewpoint

shift and re-focus. Similarly, Arias et al. [110] simulate the view of cataracts by PSLM and

compensate for edge information of the virtual image with its inverse simulation. While

these studies propose new VA applications by directly modulating the phase of light en-

tering the eye, they have limitations for reproducing photo-realistic fidelity, especially in

contrast. Our work extends these studies, aiming to integrate more flexible machine vision

into human vision by measuring the incident light to the eye and modulating both the phase
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and amplitude of the light.

2.6 Summary

In the above, we introduced the components for reproducing realistic appearances on OST-

HMDs, what has been achieved to date, and the remaining challenges. Then, we hypoth-

esized that an approach based on direct modulation of light could utilize the rich light

information lost in the conventional image processing and break through the trade-offs of

the existing methods. The following chapters will elaborate on our proposed OST-HMD

based on the direct modulation of light ray information and VA applications based on this

approach.
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3
Contributions of the Dissertation

In this dissertation, we propose an OST-HMD system that addresses the limitation for re-

producing realistic appearances by directly measuring or modulating the light entering and

leaving the eye. Our system directly measures the amplitude of light entering the eye by

placing the sensors at the same optical position as the eye using a co-axial optical system.

Using this measured light information, we can directly modulate the amplitude of the light

entering the eye by OCOST-HMDs and the phase by PSLM to increase the fidelity of ap-

pearance reproduction of OST-HMDs. Furthermore, we explore the VA applications of the

our concept to realize a realistic appearance modulation for real-view depending on the

individual vision characteristics under various situations.

We summarize the specific contributions of this work below:

Contribution 1: Realistic Depth-of-Field Reproduction for High-Dynamic Range OST-
HMDs (Chap. 4) We propose Focal Surface Occlusion, reproducing DoF for multiple

virtual objects at continuous depths in an OCOST-HMD. Our focal surface occlusion ad-

ditionally inserts PSLM that acts as if a dynamic free-form lens into an OCOST-HMD.

By approximating the focal length of the PSLM with a curved surface to align the depth

of the virtual scene, our concept can reproduce multiple and continuous focal blurs while

maintaining the spatial resolution and an FoV. To reduce the distortion of the see-through

view while reproducing DoF, we established an optical design based on afocal optics and

edge-based optimization to exploit the property of the occlusion mask. The prototype with
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the PSLM and transmissive ASLM can reproduce DoF on the occluded objects at multiple

and continuous depths with an FoV of 14.6°.

Contribution 2: Adaptation Assistance System with OCOST-HMDs (Chap. 5) We

propose AdaptiVisor, VA system that assists the brightness adaptation of the eye. Our

system selectively modulates the intensity of the light coming into the eyes via OCOST-

HMD. An integrated camera captures highlights and brightness in the environment via

high-dynamic range capture. Our display system selectively dims or enhances the part of

the field of view so that the user would not perceive rapid brightness changes. We build a

proof-of-concept system to evaluate the feasibility of the adaptation assistance by combin-

ing a transmissive LCD panel and an OST-HMD, and evaluate it with a user-perspective

camera. Our evaluation shows that the system decreases the overexposed area in a scene to

1/15 and enhances the color by reducing underexposed area to half.

Contribution 3: Dehazing System with OCOST-HMDs (Chap. 6) We propose De-

hazeGlasses, VA system that dehazes the user’s field of vision. Our system selectively

modulates the intensity of the light entering the eyes via an OCOST-HMD. We built a

proof-of-concept system to evaluate the feasibility of our haze removal method by com-

bining a DMD and an OCOST-HMD, and evaluated it with a user-perspective camera. A

quantitative evaluation with 80 scenes from a haze removal dataset shows that our system

realizes a dehazed view that is significantly closer to the ground truth scene compared to

the native view under a perceptual image similarity metric.

The dissertation is organized as follows: In Part II, we introduce the reproduction of

DoF on OST-HMD using phase modulation (Contribution 1). In Part III, we introduce

the high-dynamic-range appearance reproduction on OST-HMDs by applying field-of-view

measurement for system design (Contribution 2) and its VA application (Contribution 3).



Part II

High-Dynamic-Range OST-HMDs with
DoF Reproduction
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4
Focal Surface Occlusion

This chapter introduces Focal Surface Occlusion, a method to reproduce high-fidelity DoF

on high dynamic range appearance reproduction with an OCOST-HMD. This section is

based on the work that the author published in Optics Express, Vol.29, Issue 22, 2021 [J1].

4.1 Introduction

In practical AR applications, virtual objects are rendered at multiple and continuous depths.

When applying occlusion to virtual objects with such complex virtual depths, it is necessary

to ensure accurate focal blur for the entire virtual geometry. For example, consider an FoV

including three objects in a line: a real object at the back, and two virtual objects in the

middle and front. When the user’s focus is on the virtual object in the middle, the virtual

object in the front must be blurred similar to the real object at the back. Reproducing this

focal blur based on the eye accommodation in virtual objects is of significance in facilitating

accurate depth perception. However, as discussed in Sec. 2.2.2, it remains challenging to

develop OCOST-HMDs that can reproduce the focal blur for multiple objects placed at

different depths or continuous objects that extend from the front to the back.

To reproduce the light field while maintaining the resolution and FoV, we propose a

novel OCOST-HMD concept, focal surface occlusion based on the focal surface approach

[61], which relaxes the light field constraint by using a continuously curved lens. This focal

surface approach uses a PSLM, such as a reflective LCoS. The PSLM acts as a dynamic
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free-form lens; by approximating the focal surfaces to be closer to the shape of the virtual

scene, the PSLM can make it appear as if the rays are emerging from the surface of the

virtual scene. We formulate an optical design to apply a focal surface to the occlusion mask

of OCOST-HMD by incorporating the PSLM into the afocal optical system that views the

real image at equal magnification.

The focal surface approach has been initially applied in VR-HMDs [61]. When a focal

surface is applied to an OCOST-HMD, the challenge is to minimize the optical distortion of

the see-through view. In particular, in an OCOST-HMD, the light from both the real scene

and occlusion mask passes through the same optical path. Therefore, optimizing the lens

to reproduce only the light field from the occlusion mask may result in undesired scaling,

distortion, and contrast loss in the see-through view. To alleviate this see-through view

degradation, we adopt an edge-based lens optimization method that exploits the occlusion

property.

Moreover, we develop a proof-of-concept system based on an optical design using

PSLM and a transmissive LCD occlusion mask and experimentally confirm that the fo-

cal blur for multiple objects with continuous depths can be expressed while suppressing

the see-through distortion. Furthermore, we evaluate the spatial resolution of the prototype

and confirm that the proposed system can present a 3D focal blur with a higher resolution

and FoV than those associated with conventional light field occlusion approaches.

4.2 Related Work

4.2.1 Occlusion-capable AR Displays

We described related works of OCOST-HMDs in Sec. 2.2.2, and compared them with our

focal surface occlusion is shown in Table 2.1. Here, we briefly introduce the differences

between the existing OST-HMD design and our Focal Surface Occlusion.

The varifocal OCOST-HMD [88, 99] (Fig. 2.2, c) requires accommodation measure-

ment and hardware control systems, and cannot avoid displaying semi-transparent images

to simultaneously occlude all depths. In contrast, our focal surface occlusion approximates

the light field of the occlusion object and thus does not require additional equipments to
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reproduce DoF. Furthermore, the occlusion mask can be displayed an occlusion layer as

opaque because it does not use time-multiplexing.

In light field OCOST-HMDs [98] (Fig. 2.2, f), the pitch of the lens array and PSLMs

limits the resolution and FoV due to diffraction. Our focal surface occlusion approximately

reproduces the 4D light field while maintaining resolution by displaying continuous, dif-

ferential phase function on the PSLM.

4.2.2 Appllications of PSLMs in Displays

Holographic displays [84, 85] is the major application of PSLMs. In addition, PSLMs are

used to spatially change the direction of light to reproduce arbitrary caustics patterns [111]

or create a passive view-point sensitive display [112]. The light-attenuation display [J2] re-

alizes color filters by sandwiching PSLMs between two polarizers arranged in a cross-Nicol

configuration. Recently, to reduce the defocus blur leakage of each transparent display in

a multifocal VR-HMD, Chang et al.. propose a method to attach the PSLM to the display

and tilt the light cone with a free-form lens [113].

Itoh et al. [109] realize computer-modulated glasses by modulating the see-through

view using PSLMs as free-form lenses. We extend their optical design to provide proper

focal cues for the occlusion mask while maintaining real-world visibility.

4.3 Methods

The focal surface occlusion approach uses a PSLM as a programmable free-form lens to

spatially focus each pixel of a fixed-plane occlusion mask onto a different depth. By ensur-

ing that the focal surface of the occlusion mask approaches the depth of the virtual object

observed from the viewpoint, our system yields a perceptually correct focal blur for mul-

tiple and continuous depths. To this end, we optimize the phase function displayed on

the PSLM to ensure that the virtual focal length of the light rays from the occlusion mask

approaches the input target depth.

Sec. 4.3.1 presents an overview of the proposed system, along with the notations and
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prerequisite information. Sec. 4.3.2 describes the simplification of the PSLM as a thin con-

cave lens and the method to realize varifocal occlusion (Fig. 2.2, c) through the proposed

system. In Sec. 4.3.3, after extending the PSLM focal length to a spatially varying func-

tion, we introduce the existing method that optimizes the focal surface using all the target

depth map pixels (Fig. 2.2, d). Finally, Sec. 4.3.4 describes the edge-based focal surface

optimization method to reduce the distortion of the real scene (Fig. 2.2, e).

4.3.1 System Overview

(a)
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Eye 𝑓𝑓𝐸𝐸
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Figure 4.1: Schematic of the light path in focal surface occlusion. (a) Optical configuration
of the proposed system. (b) If the PSLM is ignored, the occlusion mask appears sharp when
the eye focuses on infinity. (c) As the focus of the eye moves forward, the occlusion mask
appears blurred. (d) We adjust the focal length of the PSLM according to the eye focus to
ensure that the occlusion mask is sharp.

Figure 4.1 shows the schematic of the optical design for the focal surface occlusion.

The proposed system includes two lenses, Lenses 1 and 2, having the same focal length,

and an occlusion mask placed on the focal point of these lenses. In other words, we place

an occlusion mask on the focus plane of an afocal optical system that does not change the

magnification of the see-through view. A PSLM is placed between the occlusion mask and
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Lens 1. In this design, the occlusion mask can be an arbitrary amplitude-only SLM, such

as a DMD or a transmissive LCD.

Notations and Prerequisite Information

Displayed Images and Device Specifications. ϕ(px, py) is the phase function displayed

on the PSLM, which is to be optimized. (px, py) is the physical pixel position [m] on the

PSLM. δp and rp denote the pixel pitch and diagonal radius of the PSLM, respectively.

Focal Lengths of Lenses. fp(px, py) is the focal length of the PSLM at (px, py). As

described in Sec. 4.3.3, fp(px, py) depends on the phase function ϕ(px, py). fl is the focal

length of Lenses 1 and 2.

Distances of Each Component. The distance of each optical component along the op-

tical axis of the eye lens is denoted with reference to the position of the eye lens (z = 0).

Along this axis, zl, zp, zm = zl + fl, and z′l = zl + 2fl denote the depth of Lens 1, PSLM,

occlusion mask, and Lens 2, respectively.

Input Depth Map. d̂(θx, θy) is the depth of the target virtual scene along each angle

(θx, θy) ∈ Ωθ from the center of the pupil as the origin, where Ωθ is a discrete set of retinal

image samples. Similarly, d(θx, θy) is the depth of the focal surface for each viewing angle,

which is a smooth approximation of the true depth.

Virtual Focal Depths. zv is the depth of the virtual occlusion mask, as perceived by

the eye through the system. z′m is the intermediate depth at which the eye perceives the

occlusion if the refraction by the PSLM is ignored.

Eye Lens System. fE is the focal length of the eye lens, and zE is the distance from the

eye lens to the retina.

4.3.2 Focal Surface Formation for the Occlusion Mask

This section describes the method to calculate the focal length of the free-form lens in the

PSLM to ensure that the occlusion mask is reproduced at the desired depth in the afocal

optical system. For simplicity, we assume that the PSLM is a thin concave lens and explain
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how to achieve varifocal occlusion by moving the single mask to an arbitrary depth. As

described in Sec. 4.3.3, we later extend this varifocal setup to the focal surface setup.

In Sec. 4.3.2, we schematically describe how the optical design shifts the focal depth of

the occlusion mask. This explanation is formulated in Sec. 4.3.2 by using the ray transfer

matrix to calculate the focal length to be displayed on the PSLM.

Light Path in Focal Surface Occlusion

Figure 4.1 (a) shows the light path from the occlusion mask to the retina on the eye. The

negative light ray from the occlusion mask is refracted by the PSLM and Lens 1. This

refracted light reaches the eye (green arrow). If the PSLM is ignored, Lens 1 produces

an intermediate occlusion image at z′m between the occlusion mask and PSLM (marked in

blue). Furthermore, if Lens 1 is ignored, the virtual occlusion mask is perceived at distance

zv (marked in red).

The relationship between the light path of the virtual object and real environment is

clarified considering Figs. 4.1 (b–d).

Without the PSLM, the real-world light from infinity is focused at the position of the

occlusion mask (Fig. 4.1, b). In other words, in this optical design, the light from the

real world is sharply occluded when the eye accommodation is at infinity. As the focal

depth of the eye approaches the front, the focus position between the lenses moves to

the intermediate z′m (Fig. 4.1, c), and thus, the occlusion mask appears to be blurred (blue

arrow). As shown in Fig. 4.1 (d), assuming that the PSLM is a thin concave lens, the PSLM

adjusts the focal length fp < 0 to ensure that the focus lies on the occlusion mask (green

arrow). Therefore, this system achieves a varifocal occlusion that can present a single

sharp occlusion mask depending on the eye accommodation. The real view is focused at

infinity at this time, which may be unnatural; however, this light is occluded and cannot be

perceived (dotted green arrow).

Formulating the Focal length of the PSLM

We formulate the relationship between zv and fp. First, we introduce a ray transfer matrix.

When a light ray propagates from a certain point and reaches a point at a distance d on the
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optical axis from the initial position, the ray propagation matrix P(d) isx′

u′

 = P(d)

x
u

 , P(d) :=

1 d

0 1

 . (4.3.1)

where x is the distance between the point and the axis, and u is the ray angle from the axis.

Herein, the propagation axis is defined as the optical axis z of the eye lens. Similarly, when

the rays pass through a thin lens with focal length f , the lens matrix can be defined asx′

u′

 = L(f)

x
u

 , L(f) :=

 1 0

−1/f 1

 . (4.3.2)

According to Fig. 4.1, the ray transfer matrix M := [mij] from the retina to Lens 1 can be

expressed as follows:

M = P(zE)L(fE)P(zl)L(fl) (4.3.3)

=



1−
zE

fE

1−
zl

fl

− zE

fl

1−
zE

fE

 zl + zE

−

1−
zl

fl

 1

fE
−

1

fl
−

zl

fE
+ 1

 (4.3.4)

Assuming that the eye lens is a thin lens, the eye focal depth zv is

z−1
v = f−1

E − z−1
E . (4.3.5)
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Without the PSLM, the intermediate occlusion position z′m can be formulated using M for

∀u ∈ R (Fig. 4.1, c):

MP(z′m − zl)

0
u

 =

 0

u′


⇔ z′m = zl −

m12

m11

=
z2l − zlzv − flzv

zl − fl − zv
(∵ Eq. (4.3.5)). (4.3.6)

Similarly, the focal length of the PSLM fp can be calculated as follows (Fig. 4.1, d):

MP(zp − zl)L(fp)P(zm − zp)

0
u

 =

 0

u′


⇔ fp =

{m11 (zp − zl) +m12} (zm − zp)

m11fl +m12

. (4.3.7)

We denote zm− zp = rfl (0 < r < 1). In this case, zp− zl = (1− r)fl. Substituting these

values and Eq. (4.3.5) into Eq. (4.3.7) yields

fp =
{m11 (1− r) fl +m12} rfl

m11fl +m12

= r {fl − r (fl + zv − zl)} . (4.3.8)

Note that the focal length of the PSLM fp is bounded as |fp| ≥ 2δprp/λ [114]. This

constraint depends on the hardware of the PSLM. Hence, by varying parameters such as

the PSLM position zp, the range of zv that can be modulated can be varied.

4.3.3 Synthesizing Focal Surfaces with the PSLM

In the previous section, we assumed that fp is constant and formulated the relationship

between fp and the eye accommodation zv. In practice, the focal length of the PSLM is
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Figure 4.2: Optimization of PSLM as a free-form lens for the given depth map. While
focusing the light rays onto the occlusion mask (green arrows), the phase image ϕ(px, py)
on the PSLM is optimized to ensure that the light is perceived to be emanating from the
smoothed virtual depth map when the PSLM is ignored (dotted blue arrows).

spatially varied, fp(px, py), to ensure that the depth of the virtual object perceived from the

eye, zv(px, py), approaches an arbitrary input depth map d̂(θx, θy) (Fig. 4.2). In this section,

we summarize [61] the process of optimizing the free-form lens from a given depth map.

Approximating Depth Maps with Focal Surfaces

Before optimizing the phase map, we approximate the input depth map d̂(θx, θy) to a

smooth focal surface d(θx, θy). In VR-HMDs, multiple focal surfaces can be generated

in a time-multiplexing manner. However, because the OST-HMD occludes light from the

real environment, time multiplexing can cause the occlusion to appear semi-transparent,

thereby also leading to an unwanted flicker in the see-through view. Thus, our system ap-

proximates the depth map to a single focal surface. If the PSLM can reproduce an arbitrary

topology, the depth map does not need to be optimized. However, the desired depth should

be smooth and continuous because the PSLM represents the lens as a locally quadratic

function. Thus, we optimize the single focal surface d(θx, θy) using the objective function

that adds a smoothing term to the input depth d̂(θx, θy):

min
d

∑
(θx,θy)∈Ωθ

∥d̂(θx, θy)− d(θx, θy)∥2 + γ
∑

(θx,θy)

∥∂2d(θx, θy)∥2, (4.3.9)
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where ∂2d(θx, θy) =
[
∂2d
∂x2 ,

∂2d
∂y2

]⊤
is the vector of the second partial derivatives of d(θx, θy),

and γ is a weighting parameter.

Synthesizing Focal Surfaces with PSLMs

Next, we optimize the phase image ϕ(px, py) from a smoothed focal surface d(θx, θy).

As the FoV of the system is constrained by the PSLM dimension, we truncate the given

depth map in the range in which the viewing angle Ωθ intersects the PSLM dimension,

i.e. d(θx, θy) = zv(px, py). Subsequently, we calculate the focal length of each pixel on the

PSLM fp(px, py) from the given zv(px, py) by using Eq. (4.3.8).

We consider that the PSLM functions as a local thin lens in the neighborhood of each

pixel. In other words, the focal length fp(px, py) of the ϵ-sized bundle of rays passing

through the pixel (px, py) is determined by the curvature of the phase function in the neigh-

borhood of the pixel. This property can be expressed with the Hessian of the phase function

Hϕ [114]:

Hϕ(px, py) = −
2π

λfp(px, py)
I. (4.3.10)

In practice, the values of ϕ that satisfy the above equation are limited to those for which

fp(px, py) is constant and ϕ(px, py) is quadratic, i.e. the PSLM acts as a uniform lens.

Instead, we obtain ϕ(px, py) with a Hessian as close as possible to Eq. (4.3.10) by solving

the following linear least-squares problem:

min
ϕ

∑
(px,py)

∥∥∥∥Ĥ[ϕ](px, py)−
−2π

λfp(px, py)
I

∥∥∥∥2

F

, (4.3.11)

where ∥ · ∥2F is the Frobenius norm, and Ĥ[·] is the discrete Hessian operator, specified by

the finite differences of ϕ. Because the sum of ϕ and any linear function a + bx + cy has

the same Hessian H, we add two more constraints: ϕ(0, 0) = 0 and ∇ϕ(0, 0) = 0.
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4.3.4 Edge-Based Optimization for Minimizing the Distortion of the
See-Through View

In the existing study pertaining to VR-HMDs [61], Eq. (4.3.11) was optimized considering

all pixels in the entire FoV to achieve a focal surface. However, when reproducing the

focal surface on an OCOST-HMD, it is necessary to consider the visibility of the see-

through view and virtual geometry. As confirmed in the experiments described later, a

simple optimization based on all the pixels of the virtual depth map by using Eq. (4.3.11)

may result in over-fitting of the intense changes in the virtual depth, resulting in large

gradient changes in the see-through view. To minimize the distortion of the see-through

view, it is desirable to minimize the effect of the PSLM in the area without virtual objects.

To alleviate this degradation, we perform an edge-based focal surface optimization that

exploits the properties of occlusion masks. When SLMs that display occlusion masks in

binary (black or transparent) are used, the observer cannot perceive the depth inside the

black mask, and depth cues are perceived only by blurring at the mask edges. Using this

occlusion depth perception, the distortion of the see-through view is reduced as the phase

image is placed as close to the target focal length as possible only for pixels around the

edge of the mask, and the gradient change of the phase image for other pixels is suppressed

as much as possible. These conditions can be expressed as the following optimization

problem:

min
ϕ

 ∑
(px,py)∈E

∥∥∥∥Ĥ[ϕ](px, py)−
−2π

λfp(px, py)
I

∥∥∥∥2

F

+
∑

(px,py)∈Ē

∥∂ϕ(px, py)∥2
 , (4.3.12)

where ∂ϕ(px, py) =
[
∂ϕ
∂x
, ∂ϕ
∂y

]⊤
, and E represents a set of edge pixels detected using the

Canny edge detector [115] and dilated with a kernel of Ne × Ne. In our implementation,

we manually set Ne = 21.

Because the Hessian and partial derivatives for Eq. (4.3.12) are discrete, the expression

can be rewritten as a least-squares problem. We denote x as the vectorized phase image

ϕ(px, py), and A,b as a sparse constant matrix and a vector. If a PSLM pixel (u, v) located

at an edge on the depth map, i.e. (u, v) ∈ E, three rows of 2nd-order differential constraints
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corresponding to Ĥ[ϕ] are added to A,b. Similarly, if (u′, v′) ∈ Ē, two rows of 1st-order

differential constraints are added to A,b. These constraints can be expressed as follows:

A︷ ︸︸ ︷

...

· · · 0 0 0 1 −2 1 0 0 0 · · · 0 0 0 · · ·

· · · 0 1 0 0 −2 0 0 1 0 · · · 0 0 0 · · ·

· · · −1 1 0 1 −2 1 0 1 −1 · · · 0 0 0 · · ·
...

· · · 0 0 0 0 0 0 0 0 0 · · · −1 1 0 · · ·

· · · 0 0 0 0 0 0 0 0 0 · · · −1 0 1 · · ·
...



x︷ ︸︸ ︷

...

ϕ(u− 1, v − 1)

ϕ(u, v − 1)

ϕ(u+ 1, v − 1)

ϕ(u− 1, v)

ϕ(u, v)

ϕ(u+ 1, v)

ϕ(u− 1, v + 1)

ϕ(u, v + 1)

ϕ(u+ 1, v + 1)

...

ϕ(u′, v′)

ϕ(u′ + 1, v′)

ϕ(u′, v′ + 1)

...



=

b︷ ︸︸ ︷

...

− 2π

λfp(u, v)

− 2π

λfp(u, v)

0

...

0

0

...



.(4.3.13)

The solution of Eq. (4.3.13) equals to the solution of a large linear equation:

A⊤Ax = 2A⊤b. (4.3.14)

4.4 Designing Focal Surface Occlusion

Similar to the focal surface display on VR-HMDs, in OST-HMD, there are trade-offs in

FoV, the depth of field (DoF, the supported accommodation range), and optical aberration

caused by the PSLM. In this section, we discuss these trade-offs and give suggestions for

the display design.

The element with the smallest dimension limits the FoV of the entire optical system.
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Figure 4.3: The achievable DoF of our focal surface occlusion. The labeled plot contours
and the fill color represent the virtual image distances z−1

v [D] achieved with the PSLM,
when used to represent a lens of focal length fp and distance between Lens 1 and PSLM
(1− r)fl. Red areas indicate focal lengths beyond the dynamic range of the SLM, and the
vertical black dashed line is the distance between the Lens 1 and the PSLM as set by our
hardware (Sec. 4.5.2).

In the current case, since the dimension of the PSLM constrains the FoV, the FoV is given

by 2 arctan rp
zp−zl

. To increase the FoV, we need to move the PSLM as close as possible to

Lens 1.

In addition, the closer the PSLM is to the eye, the more extensive DoF the PSLM can

support. Figure 4.3 shows the relationship between the distance between the eye and the

PSLM zp − zl, the focal power of the PSLM fp, and the supported range of zv, derived

from Eqs. (4.3.4) and (4.3.8). Following in Sec. 4.3.2, the range of fp that the PSLM can

modulate is constrained by |fp| ≥ 2δprp/λ. Given this constraint (the red box in Fig. 4.3),

the modulatable DoF range becomes wider when the PSLM is closer to the Lens 1.

On the other hand, to reduce the optical aberration of the PSLM and increase the reso-

lution of the occlusion mask, it is desirable to concentrate the ray bundle refracted by the

PSLM to a single point on the occlusion mask, i.e., to reduce the circle of confusion. The

circle of confusion can be reduced by making the phase image on the PSLM more quadratic

or moving the occlusion mask closer to the PSLM.
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In the implementation of the focal surface occlusion, it is necessary to determine the

position of the PSLM while considering the trade-off between FoV, DoF, and optical aber-

ration. In our prototype, we designed the PSLM to be as close to the lens as possible,

because we use a binary occlusion mask in the prototype. Using the binary mask, when

aberrations occur in the mask, the blur inside the occlusion is filled with black; thus, we

observe aberrations only at the periphery of the occlusion. Based on this, we prioritize FoV

and the modulatable DoF.

In our prototype, the position where we place the PSLM is limited by the volume of the

beam splitter. Also, the light ray is folded by the beam splitter to maintain a see-through

view, which increases the focal length fl of the lens and limits the DoF range. We later

discuss the prospects for miniaturization of the form factor to improve all the trade-offs in

Sec. 4.7.2. However, even with these constraints, our system can support a wide range of

DoF and achieve continuous focal cues.

4.5 Implementation

This section describes the proof-of-concept prototype of the focal surface occlusion.
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Figure 4.4: (a) Schematic of the optical design of the focal surface occlusion system. The
numbers and P & S represent the incident path and polarization state of the light, respec-
tively. (b) Top view and (c) front view of our proof-of-concept system. The schematic for
the front view is identical to that shown in (a).
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4.5.1 Optical Design

For the proposed system, an optical design that allows only the focal surface of the occlu-

sion to be modulated by the PSLM while maintaining the see-through view must be used.

Figure 4.4 (a) shows a schematic of the optical design and light paths passing through the

system. The focal surface occlusion framework is designed based on a polarized beam

splitter (PBS). The see-through phase modulation design is based on the PSLM [109], and

we realize focal surface occlusion by placing a transmissive LCD in front of this design,

sandwiching the ends with lenses having the same focal length. In this design, the light

entering the eye is upside down. We invert the captured images in sequential experiments.

Extending the system to 4f optics can prevent inversion.

4.5.2 Hardware Setup

Figure 4.4 (b) shows our proof-of-concept prototype. We implemented a benchtop lab

prototype using commercially available optical elements.

The PSLM was a Jasper Display EDK 9554 A+ (1920× 1080 pixels, 60 Hz). The pixel

pitch of the PSLM δp = 6.4 µm, and its active area is 12.5 mm × 7.1 mm, i.e. the diagonal

radius rp = 7.0 mm. The focal length that can be modulated by the PSLM is bounded as

|fp| ≥ 2δprp/λ = 0.236 m ∼ 0.115 m (λ = 380 nm ∼ 780 nm).

The transmissive LCD was a SONY LCD 0178 (1024 × 768 pixels, 60 Hz). This LCD

was connected to the computer via the controller made by bbs Bild- und Lichtsysteme.

Certain fixtures for the LCD were prepared using a 3D printer.

The other optical components were obtained from Thorlabs: LPVISE100-A linear po-

larizers, AQWP10M-580 achromatic λ/4 waveplate, PBS251 PBS, BB1-E02 mirror, and

AC254-200-A lenses (Lenses 1 and 2).

To obtain images from a viewpoint through the OST-HMD, we installed a user-perspective

camera, specifically, a C-mount camera, FLIR BFS-U3-122S6C (4096 × 3000 pixel), in-

stead of a real eye. To capture the images, we mounted a C-mount lens (RICOH FL-

CC7528-2M) on the user-perspective camera, and the focal length of the C-mount lens was

fixed at infinity. In addition, an FTL (Optotune EL-10-30-Ci-VIS-LD-MV) was placed in

front of the C-mount lens to simulate the eye accommodation changes and capture images
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by varying the focal length z−1
v in the range from −1.5 D (m−1) to 3.5 D.

In this hardware configuration, the distance of the optical components according to the

manufacturer specifications was as follows: zl = 38.6 mm, zp = 93.2 mm, zm = 238.6

mm, and fl = 200.0 mm. Given these parameters and the constraint on fp, the DoF that

could be achieved, according to Eq. (4.3.8), was z−1
v = −2.88 D ∼ 1.83 D for λ = 380 nm

and z−1
v = −8.46 D ∼ 3.15 D for λ = 780 nm. The FoV of our prototype was 14.6 °.

4.5.3 Software Setup

Optimization To obtain a smooth depth map, we solved Eq. (4.3.9) by assuming the

circulant boundary condition and using the fast Fourier transform, which is a well-known

technique for image deblurring with a unique point spread function [116]. The average run

time was 0.23 s. Next, we evaluated the phase images by solving Eq. (4.3.12). The frame-

work was implemented via a sparse linear solver using the LDL factorization in MATLAB,

with an average run time of 3.4 s.

Calibration between the LCD and PSLM Pixel-wise calibration was required to be

performed between the PSLM and LCD. We obtained the relationship via the viewpoint

camera. In the calibration process, we switched on a surface light source (Viltrox L116T)

to provide a white background in front of the system.

First, we determined the pixel-wise correspondence between the LCD and user-perspective

camera by displaying a gray code pattern on the LCD. Next, we obtained the correspon-

dence between the PSLM and user-perspective camera. Notably, an accurate calibration

between these entities has not yet been reported, which is a key reason for the lack of satis-

factory results yielded by the current prototypes, as discussed in Section 4.7.1. In this study,

we manually calibrated the position of the PSLM; after increasing the exposure of the user-

perspective camera to capture the upper and lower frames of the PSLM, we specifies the

area of the PSLM to ensure an aspect ratio of 16:9.
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4.6 Experiments

Using the proof-of-concept prototype, we evaluated the performance of the focal surface

occlusion scheme.

4.6.1 Comparison of Focal Blur Reproduction

First, we compared our focal surface occlusion with a fixed-focus OCOST-HMD and sim-

ulated the focal blur on edges in an object with continuous depth.

Experiment Setup

A virtual object in the form of a continuous bar from the back to the front was used. To

evaluate the results, three edges of interest were considered: the edge of the real scene that

exists at infinity (Far, 0D), edge of the virtual object that exists at the back the viewpoint

(Middle, 0.25D), and the corresponding edge at the front side (Near, 0.75D), as shown in

Fig. 4.5 (a).

After obtaining a target depth map from the object, we generated phase images by

performing optimization based on the entire depth map (Eq. (4.3.11)) and edge-based opti-

mization (Eq. (4.3.12)). These optimized phase images were displayed on the PSLM. In the

fixed-focus setup, we displayed a black image without a gradient, i.e., the occlusion mask

was located as infinity. We binarized the input depth map to create an occlusion image.

This occlusion image was transformed from the PSLM coordinates to the LCD coordinates

on the pixel-wise map obtained as described in Section 4.5.3.

We focused on each region of interest by changing the focal length of the FTL and

captured the occlusion mask with the user-perspective camera. The F-number of the camera

was set as 4 to approximate the human eye, the F-number for which ranges between 2.8

and 8.

We captured the occlusion mask in two environments: one with a see-through view,

in which the edge of the building at infinity was the edge of interest at 0 D (Far), and the

other including a surface light, as described in Section 4.5.3. These settings were used to

eliminate the influence of the background and evaluate only the blur of the edge of interest
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of the virtual object in the Middle and Near configurations. Additionally, the prototype

corresponded to the same virtual object and red plane placed at infinity on Unity 5 by using

the same focal length and F-number, and we treated the rendered images as the simulation

results.

Results

Figure 4.5 (b) shows the results of the experiment. The fixed-focus setup (column 1) fo-

cuses on all edges of the virtual object at infinity and is blurred as the accommodation

moves closer. Moreover, the phase image with full optimization (column 2) overfits the

depth of the Near edge and is blurry as the accommodation moves farther. In contrast, the

edge-based optimization (column 3) can reproduce the focus blur at the edges of the virtual

object according to the accommodation as well as the simulation (column 4). Moreover,

the edge-based optimization does not significantly degrade the see-through view, and the

see-through view blurs as the accommodation changes, as in the fixed-focus case.

4.6.2 Resolution Analysis for Edge Profiles

By quantitatively analyzing the edge profiles obtained as described in the previous section,

we evaluated the effectiveness and reproducible spatial resolution of the proposed method.

The edge modulation transfer function (MTF) [117] analysis was performed for the edge

profiles in the Middle and Near configurations against a surface light source background,

obtained as described in the previous section.

Results

Comparison with Fixed-Focus Setup and Simulation. Figure 4.6 shows the all nor-

malized MTF curves. To compare the spatial resolution among all experiment conditions,

we calculated the spatial resolution that can be represented with a half contrast, which

results in Figure 4.7.

In our simulation (Fig. 4.7, d), the spatial resolutions of the Middle edge decrease in the

order of the camera focus: Middle (42.4 cycles per degree, cpd) > Far (23.2 cpd) > Near

(13.1 cpd). Moreover, the spatial resolutions of the Near edge decrease in the order of the
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Figure 4.5: (a) Depth map and occlusion mask of the virtual object used in the comparison
experiment. The yellow, red, and blue boxes indicate the edges of interest in the Far (0
D), Middle (0.25 D), and Near (0.75 D) configurations, respectively. (b) Comparison of
the focal blur reproduced by each method for a virtual occlusion at continuous depth. (row
1) Phase images obtained using each method. (rows 2–4) Images captured using the user-
perspective camera with the FTL set to Far, Middle, and Near. In addition to the overall
view, we present a detailed profile of the edge of interest for each patch. Among the
edges displayed in each patch, Far corresponds to the edge of a real object at infinity,
captured with a see-through view, whereas Middle and Near correspond to the edges of
virtual objects, captured with a surface light source to remove the effect of the background.
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Figure 4.6: Normalized MTF curves in all experiment conditions in Sec. 4.6.2. In this
graph, the original MTFs are interpolated by 3rd-order smoothing spline curves.
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Figure 4.7: Spatial resolution at which half-contrast can be reproduced in the edge profile
of each method, captured with the FTL set as Far, Middle, and Near. We used the edge
profile shown in the patches in Fig. 4.5.

camera focus: Near (51.5 cpd) > Far (27.3 cpd) > Middle (21.2 cpd). As mentioned in the

previous section, for the fixed-focus setup, all the spatial resolutions decrease in the order

Far > Middle > Near, regardless of the edge depth. Similarly, for the full-optimization

setup, all the spatial resolutions decrease in the order Near > Middle > Far. In contrast, in

the case of the edge-based optimization, the spatial resolution decreases in the same order

as in the simulation: The spatial resolutions of the Middle edge decrease in the order Mid-

dle (11.8 cpd) > Far (9.8 cpd) > Near (9.5 cpd), and those of the Near edge decrease in

the order Near (13.2 cpd) > Far (10.1 cpd) > Middle (9.5 cpd). Hence, it can be quantita-

tively confirmed that the edge-based optimization can reproduce the focal blur of the edges

according to eye accommodation.

Although our proof-of-concept system can provide a focal blur that is more in ac-

cordance with the accommodation compared with that attained using fixed and varifocal

OCOST-HMDs, sufficiently sharp edges are not obtained compared to those in the simula-

tions. This phenomenon can likely be attributed to the insufficient calibration between the

PSLM and occlusion mask. Section 4.7.1 further discusses the causes for this phenomenon

and possible remedies.
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Comparison with Consumer-Level HMDs. The 20/20 vision in humans corresponds to

30 cpd, and the resolution of current consumer-level near-eye displays is typically approx-

imately 5 ∼ 15 cpd. Our edge-based optimization scheme achieves a resolution of 11 ∼ 14

cpd at the sharpest edges. Thus, the proof-of-concept prototype with edge-based optimiza-

tion can reproduce sharp edges comparable to those of consumer HMDs even with phase

modulation according to the content.

Comparison with Light-Field Occlusions. In principle, the proposed focal surface oc-

clusion scheme can yield a 3D occlusion mask with an improved FoV and resolution to

light-field occlusion with a micro-structure phase modulator. The FoV of the proof-of-

concept prototype is 14.6◦, which is larger than that (4.7◦) of the existing light field occlu-

sion scheme [98]. Because the diagonal length of the PSLM limits the FoV of the current

prototype, the FoV can be expanded by using a wider-angle reflective PSLM or transmis-

sive PSLM (Section 4.7.2).

In the lens-array-based light field occlusion scheme [98], a single display is spatially

divided according to the number of lens arrays, resulting in a resolution that is typically

one order of magnitude lower than the original display resolution. Furthermore, the pixel

pitch cannot be reduced to less than the diffraction limit imposed by individual lenses. The

stacked display [96] can alleviate this limitation, with values of 3.9 cpd reported in simula-

tions, although the value of the consumer level cannot be reached,. In contrast, although the

focal cues are not as perfect as those of the light field, our focal surface occlusion scheme

achieves a high spatial resolution.

4.6.3 Focal Blur Reproduction in Various Scenes

We set a target for multiple objects and a complex and natural scene and attempted to repro-

duced the focal blur by using the phase image generated by edge-based optimization. We

captured the focal blur under the experimental settings described in Section 4.6.1, except

for several minor changes described in the following text.

Spheres. A scene in which two virtual spheres are placed in a line (front, 0.25 D and

back, 0.75 D) was considered. Because of the misalignment between the PSLM and LCD,

as described in Section 4.7.1, it was difficult to precisely align the phase image with the
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edge of the mask. Thus, we used the optimized phase image with Ne = 51 for only this

scene.

Figure 4.8 (a) shows the results. The edges of each sphere are sharpened when the

ideal depth and accommodation match, although a large Ne slightly reduces the sharpness.

Moreover, the see-through view between the objects tends to be blurred owing to the in-

creased phase image folding between the multiple objects at different depths.

City. A complex and challenging scene, a 3D city model, was examined to evaluate the

future practical use of the proposed method. Depending on the scene geometry, we selected

0.1 D, 0.2 D, and 0.5 D edges on the virtual geometry as the regions of interest.

Figure 4.8 (b) shows the results. The proposed edge-based optimization ensures that

the see-through view is visible even in complex scenes. In addition, the Far edge profile

changes according to the accommodation. The Near edge is not considerably affected

because an edge is located at another depth around the edge of interest. Moreover, the

focus blur at the edge of the bridge is overfit relative to the surrounding depth.

These results show that edge-based optimization is not entirely effective in scenes in

which edges of different depths are close to one another. Alleviating the misalignment

between the PSLM and LCD is the first step in overcoming this problem. Adding a penalty

term to Eq. (4.3.12), which strongly affects cases involving many edges in a certain region,

may also enhance the results.

4.7 Limitation and Future Work

Although our proof-of-concept prototype of focal surface occlusion can accurately repro-

duce the focus blur in natural scenes, it has not yet reached the level necessary for a practi-

cal OCOST-HMD. In this section, we discuss the possible limitations of our prototype and

highlight the scope for future work.

4.7.1 Pixel-Wise Calibration between PSLMs and Devices

To achieve higher quality 3D occlusion, spatial calibration that fully accounts for the mis-

alignment of the LCD and PSLM optical planes, including affine (scaling and translation)
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Figure 4.8: Examples of applying phase images with edge-based optimization to (a) multi-
ple objects (spheres) and (b) a natural, complex scene (city). The images and notations in
the figure are the same as those in Fig. 4.5.
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and non-affine transformations, must be realized. In our prototype, owing to the misalign-

ment between the PSLM and LCD, the focus distribution may not be perfect at the edges,

and several details may not be adequately sharp. In addition, owing to the misalignment of

the scale, the focal surface is not aligned with the actual depth, which makes the depth-of-

field appear narrow.

To the best of our knowledge, no method has been reported to realize pixel-wise cal-

ibration between PSLMs and displays including an occlusion mask. A possible method

to ensure the calibration between a viewpoint camera and PSLM is to place the resolution

evaluation chart in the real world, display the phase pattern on the PSLM to blur the chart,

estimate a blur map, and match the blur map to the phase pattern. Because the study of

specific calibration methods is beyond the scope of this research, it must be addressed in

future research.

4.7.2 Miniaturization of Form Factor

The current prototype resembles a telescope and has a large form factor. The optical path

is folded three times through the PBS to ensure modulation with the reflective LCoS while

maintaining a see-through view, resulting in an extremely long distance between Lens 1

and the occlusion mask zm − zl. Owing to the characteristics of the afocal optics, the

distance between the mask and Lens 2 must be equal to this folded optical path length

(i.e. z′l − zm = zm − zl = fl), leading to the telescope-like appearance of the prototype.

Furthermore, because the light passes through the 45◦ polarizer twice, the final brightness

decreases to 1/8 of the original brightness.

A straightforward approach to solve these issues is to adopt a transmissive LCoS as

a PSLM. Unfortunately, the current transmissive LCoS has a large pixel pitch δp, which

causes diffraction artifacts of the see-through view when inserted directly in front of the

eye. Noably, to achieve a wide FoV through this approach, the diagonal radius rp of the

PSLM must be increased. Increasing δp and rp significantly reduces the range of focal

lengths that the PSLM can present as |fp| ≥ 2δprp/λ. For reference, in HOLOEYE LC2012

(1024 × 768 pixel, δp = 36 µm and rp = 23.0 mm), a transmissive PSLM currently com-

mercially available, |fp| > 3.12 m (= 0.32 D) at λ = 532 nm. The adoption of transmissive
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LCoS thus relies on future hardware improvements.

4.7.3 Real-Time Phase Image Generation

The optimization calculations for the prototype require approximately 3.4 s (Eq. (4.3.12)),

which is not adequate to achieve the high frame rate required for real-time applications (∼
0.03 s). The first step to ensure a high frame rate calculation is to reduce the number of

pixels used in the linear calculation. In particular, because non-edge pixels have an ex-

tremely small gradient change and account for a large portion of the image, our edge-based

optimization method can significantly reduce the computation time by pre-complementing

the gradient in the non-edge pixels. Another method to accelerate the computation is to

convert the linear equations into a form that can be used for parallel computation or convert

them into a form that the fast Fourier transform can solve, as in Eq. (4.3.9).

4.7.4 Combination with additive display

While our scope in this paper is reproducing the focal surface on the occlusion mask in

OCOST-HMDs, it is important in AR-HMDs to present a virtual image in addition to the

mask. To overlay the fixed-focus virtual images on the mask in our system, one can just

insert a beam splitter in front of the eye. Furthermore, by introducing an additional PSLM,

focal surfaces can be applied to virtual images as well.

Figure 4.9 shows a schematic diagram of the system when the current prototype is ex-

tended to a virtual image with the focal surface. To simplify the configuration in Fig. 4.9

(a), we assume the occlusion mask as a reflective spatial amplitude modulator (e.g. reflec-

tive LCoS or DMD). We can use Lens 2 as a common eyepiece by placing the occlusion

mask and the virtual image display at the same optical depth, as shown in Fig. 4.9 (b).

Since the virtual image is introduced by PBS independently from the occluded light

path of real scene, we can apply time-multiplexing phase modulation to virtual images [61],

which we could not apply to occlusion masks due to the distortion of the see-through view

(Sec. 4.3.3). Thus, the MTF of the virtual image is expected to be better than the MTF of

the occlusion mask by increasing the number of time division for the multiplexing.

The addition of optical elements corresponds to increased complexity. While rendering
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Figure 4.9: (a) Schematic of the optical design when adding a virtual image to the current
prototype. (b) An optically equivalent schematics for (left) the occlusion mask and (right)
the display. The optical depth of the mask and the display need to be matched.

the focal blur in software on the virtual image can reduce the hardware complexity, it

is a trade-off with computational cost. The OCOST-HMD that used a single DMD for

the occlusion and the virtual image display simultaneously [118] would be promising to

reduce the complexity of optical systems. When applying focal surface to this single DMD

configuration, a PSLM is inserted between the DMD and the illumination (e.g., RGB LED).

Fortunately, in this configuration, the occlusion mask is also independent of the real optical

path, which allows time-multiplexing phase modulation for the occlusion mask. However,

since the refresh rate of PSLM is relatively low compared to the control speed of DMD,

it is difficult to increase the number of time divisions. While future improvement for the

refresh rate of the PSLM will essentially solve the problem, for the occlusion mask, our

edge-only optimization would reproduce the blur with a small number of time divisions.

4.8 Summary

A focal surface occlusion scheme is proposed to facilitate the depth representation of

OCOST-HMDs. Focal length calculations for a PSLM based on afocal optics are per-

formed to ensure that the rays from the mask are perceived to be emitted from an arbitrary
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depth while maintaining the magnification of the see-through view. Furthermore, we for-

mulate an edge-based optimization scheme of PSLMs as dynamic free-form lenses based

on the occlusion properties to suppress degradation in the see-through view. Results of ex-

periments show that the proposed method can reproduce the focus blur of continuous depth

objects at a resolution comparable to that of current consumer-level near-eye displays while

suppressing the degradation of the see-through view. Nevertheless, certain limitations of

the focal-surface occlusion concept remain to addressed to ensure its practical use. The

presented findings and recommendations are expected to promote innovative research on

realistic depth representations in OCOST-HMDs.



Part III

High Dynamic Range Appearance
Reproduction with Light Measurement

on the Viewpoint
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This part introduces a method for HDR appearance reproduction by adaptive amplitude

modulation of incident light using OCOST-HMD based on the light measurement on the

viewpoint. We introduce AdaptiVisor, a VA system that assists eye adaptation by imple-

menting HDR appearance representation in the first-person view (Chapter 5). Furthermore,

suppose various appearances can be reproduced by combining the adaptive measurement

and the HDR presentation on OST-HMDs; in that case, it will be possible to freely redesign

vision according to the purpose. As an example of such system, we introduce Dehaze-

Glasses, a method for implementing haze removal in the first-person perspective based on

light measurements on the viewpoint and analysis by machine vision (Chapter 6).
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5
Adaptation Assistance with OCOST-HMDs

This section is based on the work that the author published in Augmented Human 2017

Conference [C2].

5.1 Introduction

Brightness adaptation of the eye is a fundamental ability in human visual system. By

sensing the surrounding brightness, our eyes adjust the amount of light passing through the

lens by widening the pupil [119]. Moreover, our eyes adjust the sensitivity of the retina by

switching between rod and cone cells in the photoreceptors [120].

However, once the switching occurs in the both types, it takes a certain amount of

time to return to the state where the cells can react again. In other words, the brightness

adaptation of the eye cannot keep up with the rapid change of the brightness [120]. When

the environment lighting shifts from bright to dark, the adaptation already takes 20-40

seconds to adapt to the dark environment [121]. Even worse, when the shift is from dark

to bright, the adaptation takes more than 30 minutes to completely adapt to the bright

environment [122].

In our daily life, there are various situations where such adaptation cannot complete

in time, which may lead to decreased task performance, or even serious accidents. For

example, when a light from an oncoming vehicle gets into the eyes during night driving,

the eye first dazzles since the intense beam light irradiates the eyes that are adapted to a

63



64 Adaptation Assistance with OCOST-HMDs Ch. 5

dark environment, and then the bright adaption is quickly occurred. As the result, it would

take time for the eyes to adapt back to the dark environments.

To avoid such risks caused by the adaptation, this paper conducts a feasibility study

of VA system in brightness adaptation assistance via OST-HMDs. For the study, we build

AdaptiVisor, an OCOST-HMD system that assists the brightness adaptation. Our approach

combines a transmissive LCD as an occlusion layer with an OST-HMD as an additive layer

to dynamically block or add the light entering into the eyes, which allows controlling the

brightness of the scene at a viewpoint.

In order to realize such smart dimming glasses, it is necessary to measure how the

eye perceives light and then calibrate between the eye and the display. Our system uses a

scene camera that detects both the change of the brightness and the position of particularly

bright or dark areas in the scene. The scene camera is optically aligned to the position of

the viewpoint for the OST-HMD by a beam splitter. Combined with a spatially-calibrated

transmissive LCD and HMD, our system can selectively control the light entering into the

eye up to the pixel resolution of each occlusion and display layers in real-time.

Contributions Our main contributions include

• implementing a proof-of-concept OST-HMD system that selectively suppress and en-

hance the amount of the light entering into the user’s vision up to the pixel resolution

of the LCD mask and HMD screen in realtime,

• conducting quantitative and qualitative analyses of the system with a user-perspective

camera, which shows that the system achieves to decrease the overexposed area in a

scene to 1/15 th, and enhances the color by reducing majorly underexposed area to

half,

• providing a thorough analysis of the current setup including limitations and possible

research directions.
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5.2 Related works

In Section 1.3, we introduced the existing VA systems on OST-HMDs. Also, in Sec. 2.3.1,

we describe a method for dynamically controlling the light entering the eye using an HMD.

Here, we focus on introducing other VA systems for adjusting the scene brightness, and

computional photography.

5.2.1 Systems for Adjusting Scene Brightness

Rekimoto proposed Squama, a programmable window that can dynamically and selec-

tively adjust light-blocking properties using smart window panels that can switch trans-

parency [123]. Their system detects the positions of external light and indoor objects, and

can adjust which panel to turn on so that the light does not hit the object.

Hara et al. demonstrated a glare removal system for transparent surfaces [124]. Their

LCD-based system removes the glare of water droplets on a transparent surface by detecting

them with a camera and by tuning the transmittance of the surface on which the droplets

stay. While their system can remove such disturbing effects caused by obstacles on the

lens, it does not consider controlling the brightness of the light from the scene. Santos et al.

developed an occlusion-capable see-through binocular display that uses LCD panels [125].

Although their LCD mask is controllable, the system only creates masks for the position of

the virtual contents to be rendered, and does not analyze scene brightness.

5.2.2 Computational Photography

In computational photography, there are rich researches on appearance control. Nayar and

Branzoi proposed adaptive dynamic range imaging that adapts the exposure of each pixel

on a camera image, based on the brightness of the corresponding scene point [126]. Their

system attaches an LCD mask in front of a camera and uses the mask to attenuate light rays

for each pixel. Amano et al. constructed a system that dynamically controls the appearance

of real objects using a projector-camera system [127], realizing various visual-aid effects

such as color vision correction, color removal, and contrast enhancement.

Tamburo et al. developed a smart headlight system for automobiles [128]. Their system
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Figure 5.1: Schematic diagram of our adaptation assistance system with OCOST-HMDs.

combines a DLP projector based on a high-resolution digital micro-mirror device with a

high-speed camera system. The authors demonstrated that their system with 1 to 2.5 ms

latency could illuminate an outdoor scene while avoiding the light to illuminate falling

snow flakes that would cause flickering.

5.3 Method

5.3.1 System Overview

Figure 5.1 shows a schematic diagram of our adaptation-assistance system using an OST-

HMD and an occlusion mask. Our approach combines a transmissive LCD panel and an

OST-HMD to dynamically dim or add the environmental light entering into the eyes, which

allows to control the brightness of the scene at a viewpoint. The scene camera (SC) captures

the information of the environment light. The user-perspective camera (UC) represents the

user’s eye for our test to obtain images from the viewpoint. The coordinates of the cameras

and the displays are calibrated beforehand, as mentioned in Sec. 5.4.2.

Firstly, to specify the position in which the light needs to be controlled at the viewpoint,

the SC is set at the optically same position as the viewpoint by using a beam splitter as
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Figure 5.2: Algorithm flow of the computation of the mask and HMD images.

with [60]. Then, the controlled occlusion mask dynamically dims the environment light

passing coming through the beam splitter toward the user’s eye. The occlusion mask blocks

light from a scene area where the highlight is strong at the viewpoint. After that, the OST-

HMD layer provides the brightness and the color to the positions that are not clearly visible

from the viewpoint. As a result, the amount of the light entering into the user’s eye is

dynamically controlled.

5.3.2 Computation of Displaying Images

In our system, the LCD attenuates the overexposure region of the light entering into the

eyes and the OST-HMD compensates the underexposure region. By adding or subtracting

the light with displays pixel-wise, our system can selectively change the amount of the light

entering the eyes up to the pixel resolution of the displays. Figure 5.2 shows an overview

of our algorithm flow. Our system has two key computation steps: To compute the mask

image displayed on the LCD and the enhancing image displayed on the HMD. I represents

a 2D image. Both the overexposure region and the underexposure region are detected from

the SC image IS .
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Figure 5.3: Hardware setup with schematic visualization of light paths in Fig. 5.1. The
image is vertically flipped for the visualization purpose.

Compute the mask image

To compute the mask image, we first obtain the overexposure region IO from IS . In our cur-

rent setup, we apply the real-time highlight removal method proposed by Shen et al [129]

to IS , then we treat the removed highlight image as IO. Since IO shows the pixel-wise

intensity of lights on the SC, the mask image IO is obtained by the negative/positive con-

version of IO to compensate the intensity. Finally, LCD displays the image LUTCL(IO),

where LUTCL(·) is coordinate transformation by the look-up table (LUT) between the SC

and the LCD (described in Sec. 5.4.2).

Compute the enhancing image

To obtain the image displayed on HMD, we first transform IS to IH = LUTCH(IS) by the

LUT between SC and the HMD (Sec. 5.4.2). Due to the limited FoV of the OST-HMD,

the area of captured OST-HMD screen is smaller than the entire camera image. We thus

transform the camera image beforehand to reduce the computation area in the image.

We calculate IH by the negative/positive conversion of IH . Since the underexposure

region such as blocked up shadows in IH is converted to (inverse-)highlight in IH , we

obtain IU as a gray-scale image by applying the same highlight removal to IH .
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While the LCD can display only the gray-scale image, the HMD can compensate the

RGB color of the environment. For this reason, we convert the gray-scale image IU into the

color enhancing image IE by using the original image IH . The RGB color IE(x) at pixel x

is calculated from IH(x) = [I rH(x), I
g
H(x), I

b
H(x)]

⊤and the gray-scale value IU(x):

IE(x) = αIU(x)IH(x) (5.3.1)

where α is the enhancing ratio. In Eq. (5.3.1), IU is applied as a mask to IH to obtain

the image IE displayed on the OST-HMD. By this masking process, the black background

is kept black and only the region where the color and brightness is faded can be extracted.

Through the experiment, we notice that just displaying IE (i.e. α = 1.0) is not enough to

fully compensate the color and brightness. For this reason, we manually set α = 2.5 and

trimmed the exceeded elements I r,g,bE (x) > 255 to 255. The proper value of α depended on

the brightness of HMD, therefore beyond the scope of this paper. We discuss the color and

brightness calibration on Sec. 5.6.3.

5.4 Technical Setup

We describe our hardware and software setup and elaborate calibration steps.

5.4.1 Hardware and Software Setup

Figure 5.3 shows our hardware setup. Our system combines an Epson Moverio BT-200

(23° field of view) as an OST-HMD with a LCD panel (SONY LCX017, 1024×768 pixel)

for the opaque layer. We use an acrylic beam splitter with 30% transmittance and 70%

reflectance. Some fixtures were self-made parts using a 3D printer. All devices are con-

nected to the same Windows 10 desktop machine (Intel Core i7-6700K CPU 4.00GHz,

16GB RAM). The LCD panel is connected to the computer via the controller made by bbs

Bild- und Lichtssysteme.

Figure 5.4 shows the transmittance property of the LCD panel measured by a gamma-

corrected camera. We displayed uniform values, i.e. uniform occlusion masks, on the LCD

while capturing the scene through the panel by the camera. The figure shows the profile
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Figure 5.4: Transmittance profile of the LCD panel used in our setup. Given uniform values
on the entire LCD mask from 0 to 255, the transmittance changes nonlinearly when seen
by a gamma-corrected camera.

of the captured images in terms of the measured brightness. Note that, in this preliminary

test, we did not place the beam splitter.

To output video signal from a PC to the BT200, we used a DM484CS DVI-D (HDMI)

Interface for Moverio BT-200 from Colorado Video. We set the virtual video signal to

1280×720 pixel for the display, which is larger than the actual display resolution, yet yields

the same aspect ratio of 16:9.

To obtain images from a viewpoint through the OST-HMD, we installed a user-perspective

camera placed behind the left optical element of the display. For both the user-perspective

and the scene camera, we use PointGrey Flea3 FL3-U3-13E4C-C with a 1280×960 reso-

lution. The model uses 1/1.8” CMOS sensor. For the two cameras, we set the frame rate to

30Hz.

For the scene camera, we used a C-mount lens, Kowa LM12HC (focal length 12.5mm).

For the user-perspective camera, we used a varifocal C-mount lens, Tamron M12VM412,

and set its focal distance to 12 mm.

For calibration procedure and image processing, we used OpenCV and a calibration

framework, Ubitrack [130], to handle PointGray cameras, and Matlab 2016 to compute

calibration data.
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5.4.2 System Calibration

To control the brightness of each light rays, it is crucial to create a pixel-wise mapping from

an observed camera pixel in SC to the corresponding display pixel and a user view, i.e. UC

in our case. Figure 5.5 summarizes each calibration steps described in the following.

Calibration between the User-Perspective and the Scene Camera (Fig. 5.5 A)

We first compute a homography between SC and UC. Assuming that the two cameras are

optically almost aligned, we decided to approximate the mapping between the two cameras

by homography. We let both SC and UC capture a physical checkerboard simultaneously,

and then we applied a checker board detection to automatically detect grid corners. Finally,

we computed a 3× 3 homography matrix out of the 2D point correspondences. Since both

cameras used lenses with rather long focal distances, we left the cameras uncalibrated and

did not undistort.

Calibration between the HMD Screen and the User-Perspective Camera (Fig. 5.5 B1)

We compute LUTCH(·), the LCT from the UC image plane to HMD screen, by showing

gray-code patterns on the HMD screen while capturing them by the UC. By applying a

standard LUT calculation, we can compute an LUT from the camera to the screen. Note

that the direction of the LUT obtained by the above procedure is opposite of what we

require, i.e. we need to transfer the pixel position of the screen to that of the UC image.

In our implementation, we applied Gaussian kernel regression between the 2D corre-

spondences to build a continuous mapping function between the image planes. We then

built an integer LUT from the screen to the camera.

Calibration between the LCD Screen and the User-Perspective Camera (Fig. 5.5 B2)

In principal, LUTCL(·), the LUT from the UC image plane to LCD mask, can be computed

in the same manner as the above step. Note that, however, the occlusion mask is out of focus

for the UC and the mask itself is just a transparent layer without background illumination.
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Figure 5.5: System calibration overview. Combining mapping functions A and B1 or B2
creates desired mappings for mask and HMD image visualization.

We therefore let the UC focus on the LCD to capture sharp gray-code patterns. We also

placed uniform white diffuse illumination at the background to make the patterns visible.

We then let the UC focus to the final background scene after calibration. Thus, the LCD

image is not perfectly calibrated against UC in pixel-wise. This misalignment is, however,

has less impact than the blur effect induced by the LCD, and both the spatial calibration

and the mask blur are beyond the scope of this paper.

Nevertheless, we discuss this issues and possible solutions later in Secs. 5.6.1 and 5.6.4

to provide future research questions.

In this calibration, gray-code patterns gave smaller number of reliable 2D correspon-

dence pairs compared to Sec. 5.4.2. To properly estimate the continuous mapping function,

we set a wider kernel width for the regression thus the LUT. Since the LCD is larger than

the camera lens, the camera captured a part of the LCD panel.
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Figure 5.7: Overview of the static-capture experiment in Sec. 5.5.2.
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5.5 Experiment

We conduct two experiments with our proof-of-concept system. The static capture exper-

iment (Sec. 5.5.2) quantitatively evaluates the adaptation ability of our system under a

controlled environment. The dynamic capture experiment (Sec. 5.5.3) clarifies issues of

the current system under more practical use where the system runs in real-time under a

dynamic-lighting condition. We then discuss possible solutions for realizing a practical

system in the discussion section. Finally, to see actual impression of the users, we include

preliminary feedback from real users by letting them try the system.

5.5.1 Experiment Setup

For evaluation, we built a workbench that consists of a target object to be captured and

an external light source to be switched (Fig. 5.6). The target is a plastic food model and

a black marker pen. The target object is placed at about 30cm away from UC. We then

let UC capture the target object while the external lighting is switched on and off. We

evaluate different adaptation assistance conditions by choosing if the HMD is used or not

and if the occlusion mask by the LCD is used or not. We thus have four conditions: C1

{LCD:off,HMD:off} (i.e. raw view), C2 {LCD:on,HMD:off}, C3 {LCD:off,HMD:on},
and C4 {LCD:on,HMD:on}. We keep the exposure of UC fixed through the experiment so

that the comparison among different conditions becomes fair.

5.5.2 Static Capture Result

We first evaluate a static condition where we capture the scene with the four conditions

offline. Although our system runs realtime, capture and display latency induce a constant

delay from the lighting change to the system starts assistance. This affects the visualization

quality when the lighting condition changes. To see the static performance of our proof-of-

concept system, we first create in offline an occlusion mask and a brightness compensation

image by capturing the static target under the extra lighting, we then capture the view with

these mask and image shown on the LCD and the HMD respectively.
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Figure 5.8: Overview of the realtime experiment in Sec. 5.5.3.

Figure 5.7 shows the summary of the experiment. Without the extra light, the scene ap-

pears dark to UC (Fig. 5.7 a). Once the lighting is turned on, the view suffers overexposure

and partially darker areas due to shadows (Fig. 5.7b ).

If we only activate the occlusion mask (Fig. 5.7 c), we can see that overexposed area

is reduced and can see the detail of the edge of the dish. By comparing the histogram with

that of 5.7 b, we can quantitatively confirms that the overexposed area in a scene is shrunk

to 1/15th. This clearly shows that the LCD layer successfully dimmed overexposed area

selectively.

On the other hand, when we only activate the HMD screen (Fig. 5.7 d), the histograms

do not tell much about the effect. We can, however, qualitatively see that the shadow area,

which is at right to the marker pen, is compensated by an additive image overlaid by the

HMD. This allows us to see some fake yellow grains brighter. Unfortunately, the overlaid

image lost detail due to the different focal lengths of the camera (30cm) and the HMD

screen (2m). We discuss this accommodation issue in the discussion section.

Finally, if we combine the LCD and the HMD (5.7 e), we can see both effect from the

LCD-only and HMD-only conditions above.
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5.5.3 Dynamic Capture Result

We now evaluate a realtime response of the current proof-of-concept system. In this ex-

periment, we recorded UC image sequences with the four conditions. For each recording

sequence, we start without the extra lighting, then we turn on the external lighting, and

finally turn off. The lighting is controlled by hand.

In this setup, we defined the overexposure value as that radiance larger than 235 and

underexposure lower than 20. This is to see more general tendency of our system.

Figure 5.8 shows a time-domain analysis of our adaptation assistance system in terms

of the over-/under-exposure area ratios. The images in the figure are from the condition C4

{LCD:on, HMD:on}. To align each recording on the timeline in the figure, we detected

the timing when the light was turned on by checking a jump of overexposed-pixel count in

each sequences.

In the cases with the HMD turned on (i.e. C2 and C4), the graph lines are jittering at

the figure of the under-exposure rate in Fig. 5.8. As well, the enhanced visuals seemed to

be jittering in the recorded UC image sequences. The jittering is caused by the difference

of refresh rates between HMD and UC, thus the jittering will not be occurred when we see

the HMD with the naked eye.

At Fig. 5.8 (b), the system is not yet able to provide the mask and the compensation

image, thus the view is not optimized. This causes a flickering effect since the system will

soon start assisting adaptation.

At Fig. 5.8 (c), our adaptation visualization is shown and we can see the overexposure

is suppressed to about 25% in terms of its area size. The underexposure area also decreases

about 50% between conditions with the same HMD state, i.e. C1 vs C3, and C2 and C4.

Through this dynamic capture setup, we can see that the proof-of-concept system can

handle both over-/under-exposure properly and can assist our brightness adaptation. On the

other hand, we observed that a low-latency system is necessary to reduce flicking effects

(Fig. 5.8 b) caused by a delay to suppress overexposure. We further discuss this latency

issue in the discussion section.
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5.5.4 Preliminary Trial by Real Users

After removing the UC, two real users tried out the proof-of-concept system, and we let

them mention the impression of the system. In the feedback, the users first realized that

the HMD part clearly enhances darker areas on the object. We further decreased the base

brightness setting of the HMD by the requests of the users, and one user mentioned, “The

color on the HMD blended seamlessly into the background (dark) object”.

For the LCD mask, on the other hand, the users initially could not clearly recognize that

the LCD was dimming the environmental light. This is because the mask got stronger blur

when seeing with the real eyes than with the UC. The users, however, easily recognized the

brightness reduction when the LCD was switched on and off. We speculate that the change

of the blur size stems from the difference of that of the aperture of the eye, i.e. pupil size,

and of the UC. This question follows to our discussion sections (Sec. 5.6.4.

5.6 Discussion

In our current system, there are various assumptions and simplifications. In order to en-

courage the development of a more practical adaptation assistance system in future, we

organize these issues and discuss on future research directions below.

5.6.1 Spatial Calibration with Eyes

Analogous to the spatial calibration of OST-HMD in AR [131,132], a practical system must

track the current 3D position of the eyes with respect to the display system. In our current

proof-of-concept implementation, we achieved the pixel-wise mappings between the image

layers and the user-perspective camera by LUTs since we can directly get user-perspective

images. This is not true for real users.

Fortunately, we can still model the mappings as perspective projections by treating the

system as off-axis pinhole cameras where the layers are image planes and the eye is the

camera center. We can thus compute the projection by tracking the eye position. Such

automated display calibration with wearable eye trackers has been a hot topic in recent

AR research areas [133, 134]. Since the LCD and the HMD’s waveguide causes optical
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distortion, we would also need to calibrate optical aberration to make a predistorted im-

ages [135].

5.6.2 Low-latency rendering

Our current system has a delay roughly about 500 msec. This is due to the latency of the

screens and the computation loop to calculate IE and IO. Although we leave this latency

issue to other dedicated works, this is a must-be-solved issue to realize a practical Adap-

tiVisor system. As we introduced in the related work section, hardware systems optimized

for low-latency rendering in the computational photography field [127, 128] are worth ex-

ploring.

5.6.3 Simulating Eye Adaptation

Even if we have a calibrated user-perspective camera, at the end of the day, a practical

system is used by a real user. We thus require a way to estimate the current state of the

eye’s brightness adaptation in real-time so that the system can determine the optimal mask

darkness.

Furthermore, the system relies on a scene camera to analyze the scene brightness and

thus to determine the mask shapes and darkness. This requires estimating color distortion

between the user and the scene camera. In other words, we have to correct the color of

an image captured by the scene camera to be consistent with the visual stimulus that the

user receives from the scene. The same problem occurs to the HMD screen color, which

has been explored in the HMD color calibration context [59, 60]. It is also desirable to

use a high dynamic-range camera for the SC so that the system can handle various lighting

conditions.

A fundamental difficulty in these issues is that the sensitivity of rod and cone cells of the

eyes are different from that of image sensors. We thus would need a perceptually correct

color rendering [136] and a way to estimate the current state of the eye.

Another potential problem is the optical property of the transmissive LCDs. Due to their

transparent TFT circuits, such LCDs have diffraction and make the see-through images
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blurred as we can see in figures in our paper. Integral imaging displays might be one

solution to reduce this optical degradation while keeping the system compact [98].

5.6.4 Occlusion Mask Optimization

For realizing a consistent occlusion effect, we have to determine the shape of occlusion

patterns so that they only and completely cover undesired light rays to be blocked. Our

single-layer occlusion LCD, however, is too close to the user’s eyes, and the occlusion

patterns normally appear blurred to the eyes that focus at a distant object in a scene. The

aperture of the eye, i.e. the pupil, predominantly causes this focus blur. The larger the pupil

diameter is, the stronger the blur effect will be.

The blur can also be modeled as a point spread function or its Fourier transform, optical

transfer function (OTF). Watson et al. proposed a model of OTF as its mean real function,

i.e. radial modulation transfer function for the best-corrected human eye as a function of

pupil diameter [137]. Bursky et al. explored vision-realistic rendering by using wavefront

data of an actual human [138]. Given such function, we can apply image deconvolution on

occlusion masks so that their projected retinal images appear sharp [139].

The same blur effect could occur for OST-HMDs since most existing displays only

have a single focus plane. Recent light-field displays can mitigate this issue by displaying

volumetric focusible images. Retinal scanning displays can also solve this phenomenon

since such display ignores the crystalline lens and can directly project image onto the retina.

Furthermore, as shown in Fig. 5.4, non-linearity of the transmittance property of the

LCD mask is also needed to be calibrated.

5.6.5 Long-term Use in Daily Life

The proposed system has concerns that the artificial adaptation might have bad effect to

the natural adaptation of the eyes. We consider that the system might not degrade the

natural adaptation by the photoreceptors, because the system only assists the excessive

environment light to fit within the original dynamic range of the eyes. However, as a

long-term goal, we would need to evaluate the actual influence of the system on the eyes

quantitatively.
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5.7 Summarys

We presented AdaptiVisor, a proof-of-concept vision augmentation system for brightness

adaptation assistance. Our system consists of an occlusive optical see-through HMD and

a scene camera which is optically aligned to the viewpoint. For occlusion, we employ a

transmissive LCD rigidly attached in front of an OST-HMD.

Our proof-of-concept system with a user-perspective camera as a viewer demonstrates

that it enables to selectively and dynamically suppress overexposed areas in the scene by

the LCD mask. At the same time, the system can enhance underexposed areas by showing

additive image on the screen. We use a highlight detection method to determine which

area in the FoV to be masked and which area of the FoV to be enhanced by the HMD.

For displaying the mask and the image correctly in the user-perspective camera’s FoV, we

spatially calibrated the LCD, HMD, and the user-perspective camera by using homography

and gray-code patterns.

Our evaluations based on the static and dynamic scene capture show that our system

was able to suppress the overexposed area to 1/15th compared to raw FoV. It also improved

the underexposed area by correctly overlaying the image. Preliminary user trial with two

real users indicates that the system also works for real eyes for the HMD part and to some

extent for the LCD, and suggests that optimizing occlusion mask shape for a given user’s

eye is a key issue.

Discussion followed then gave thorough discussion on steps towards practical adapta-

tion assistance systems. The discussion includes eye simulation and occlusion mask opti-

mization.



6
First-person Dehazing with OCOST-HMDs

This section is based on the work that the author published in Augmented Human 2020

Conference [C1].

6.1 Introduction

Human vision often suffers from the haze, small particles floating in the air. The floating

particles such as smoke, dust, fumes, and mist scatter the light in the atmosphere and atten-

uate the direct scene irradiance in correspondence with the scene depth. Furthermore, the

particles reflect the ambient light and veils the scene uniformly as an opaque white layer

called airlight [140]. Haze thus leads to low contrast, blurring, color distortion, and other

visual degradation, which significantly affects human perception and behavior. The visual

degradation may even cause severe accidents in some situations, e.g., driving in a fog or

snow environment, and evacuation and rescue activities in fire or other disasters.

Removing haze to provide a clear view from a user’s viewpoint helps the user to make

correct decisions and actions. In the computer vision community, haze removal also attracts

interest as a preprocessing step to aid high-level visual tasks such as object recognition,

person re-identification, and visual tracking.

The early dehazing methods stand on the atmospheric scattering model [141, 142],

which is a simple approximation of the haze effect, and formulate the haze-free image

assuming some priors [143]. Recent rising-up of deep learning pursues robust performance

81



82 First-person Dehazing with OCOST-HMDs Ch. 6

of haze removal without any prior [144, 145].

In this work, we consider re-importing these machinery vision of haze removal into

the human vision by presenting a first-person system. Our future goal is to enhance the

high-level human recognition in hazy situations and to decrease the potential misjudgment.

The most straightforward approach is VST systems where a system feeds a video stream

from a scene camera to the user’s view through a monitor or an opaque head-mounted

display. While such a VST system can easily apply existing dehaze methods, the approach

may not be suitable for visual assistance in a wearable system [146]. A VST system loses

rich light information of the real world consisting of the real light field, which has the

resolution and dynamic range higher than existing displays. More importantly, VST may

have a risk of blackout the user’s view under accidental shutdown or running out of power.

We think these disadvantages make VST systems not be suitable for dehaze applications

that may be used in critical tasks [146, 147].

OST approaches, where a system minimally augments the user’s first-person view, have

advantages over the VST approaches. Firstly, the OST approach is less intrusive to the

user’s view compared to VST systems. It can maintain the real-world light and the modifi-

cation of the view is minimally done by OST-HMD. Secondly, the OST approach is safer.

The malfunction of an OST-HMD system does not block the user’s view and it merely

results in the user sees the actual view without augmentation.

Lin et al. recently adapted a dehaze method to a commodity OST display without oc-

clusion capability [148]. Their system calculates the difference between the real scene and

a dehazed image, then computed an auxiliary image that enhances the visual image by

applying the just-noticeable difference decomposition [149]. Since the OST display can

only add light in the scene, their method essentially loses the contrast of the scene, and the

resulting view rather appears as a brightness-enhanced view instead of truly removing the

airlight layer.

To realize a see-through dehaze system that optically removes haze, we built an occlu-

sion capable see-through display. Our system combines an OST-HMD with a DMD, which

can switch the direction of light rays for each pixel by micro-electro-mechanical mirrors

to occlude the incoming rays. By adopting a dehazing method to the occlusion-capable

OST-HMD system, we can optically subtract the scene light to dehaze the hazy view.
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To the best of our knowledge, this is the first attempt to realize an occlusion-capable

see-through dehazing system to enhance the first-person view of the user.

Our main contributions include:

• providing a computation method to realize haze removal using occlusion-capable

OST-HMD,

• implementing a proof-of-concept OST AR display that can optically dehaze the first-

person view of the user,

• conducting quantitative and qualitative analyses of the system with a user-perspective

camera, which shows that the system achieves perceptually natural haze removal

while keeping the see-through view of actual scenes, and

• providing a thorough analysis of the current setup including limitations and possible

research directions.

6.2 Related Work

We described the overview of VA systems in Sec. 1.3 and OCOST-HMDs in Sec. 2.2.2.

Here, we first introduce related research on haze removal. Then, we focus on VA systems

to improve visibility, which utilizes SLMs to manipulate the contrast or brightness of real-

view.

6.2.1 Haze Removal

Existing dehazing methods rely on the physical scattering model [141,142]. The model em-

ploys the atmospheric transmission map and the atmospheric illumination. Most of meth-

ods based on this model use prior-based methods [143]. Schechner et al. took the airlight

polarization into account on top of the scattering model [150,151]. Recent advancement in

deep neural networks brought works using these networks [144, 145].

All these methods require image processing on the input image to reconstruct a dehazed

image. Haze adds up gray colors on top of the clear image, the processing inevitably
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requires the subtraction of the colors from the input image. Since our goal is to dehaze the

user’s view via a see-through system, the system must be capable of occlusion—selectively

attenuating the scene light in the user’s view.

6.2.2 Vision Augmentation to Improve the Visibility

Tamburo et al. developed a DMD-based smart automotive headlight to improve visibil-

ity in a driving scene, especially in risky weather conditions such as rain, fog and snow-

storms [128]. Hara et al. demonstrated an LCD-based system that can remove the glare of

water droplets on a transparent surface by tuning the transmittance where droplets are po-

sitioned [124]. These systems can improve the visibility by modulating the incoming rays

in the driving scene or computational photography. Similarly, we aim to directly modulate

the incoming light into eye and improve the visibility from the first-person view.

6.3 Method

In the following, we first formulate the see-through dehaze problem and provide mathe-

matical notations used through the rest of the paper in Sec. 6.3.1. Secondly, we describe

our base computation approach in Sec. 6.3.2. Finally, in Sec. 6.3.3, we further provide a vi-

sually less-intrusive method based on the base approach, which aims to reduce the amount

of illumination from the OST-HMD image layer.

Observed 
image Scene light

Enhanced 
image

Occlusion layer

OST-HMD

Scene light
𝐓 𝐎𝐇 𝐃

Figure 6.1: A schematic diagram of a generic hardware formation of our see-through setup
defined in Sec. 6.3.1. This generic model lacks some implementation details (Sec. 6.4), yet
just sufficient to formulate our problem.
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6.3.1 Problem formulation and Notations

Our goal is to model a see-through haze removal filter on a glasses system equipped with an

occlusion layer (e.g., with a DMD) and the additive image layer in an OST-HMD. Since the

occlusion layer can only control the transparency of the light passing through it, the layer

can only rescale the brightness of the scene image instead of directly subtracting its colors.

This limitation prevents us from simply using existing haze removal pipelines. Instead, we

have to build a dehaze approach with attenuation and addition operations only.

For simplicity, we start with a simplified setup where each image layer is already spa-

tially aligned with each other and has the same image size. In practice, we need to calibrate

each image layer to associate each corresponding pixel as elaborated in Sec. 6.4.4.

Our common notations and variables are as follows:

• H = {hij} = {hijc} ∈ RW×H×3
+ is the observed (hazy) color scene image,

• D = {dij} = {dijc} ∈ RW×H×3
+ is the dehazed color image from the viewpoint,

• T = {tij} ∈ RW×H (0 ≤ tij ≤ 1) is the W ×H transmittance matrix for the occlusion

layer, and

• O = {oij} = {oijc} ∈ RW×H×3
+ is the color image displayed on the OST-HMD,

where i, j are image pixel indices, W is the image width, H is the image height, and

c ∈ {r, g, b} is the color channel index. In the following, we may put the index c as a

subscript to image matrices and color vectors to represent their channel-wise slices and

elements, respectively.

Based on these notations, we formulate our problem as shown in Fig. 6.1. At each color

channel c, the occlusion layer attenuates incoming light of a hazey image Hc by T, and the

OST-HMD adds an image Oc. We want the resulting image Dc to be obtained by:

Dc = T⊙Hc +Oc (6.3.1)

where ⊙ is the Hadamard (element-wise) product of two matrices of the same size. Note

that the attenuation matrix T is shared over the color channels. Figure 6.2(top) shows an

overview of the computation model of T and O with an example scene.
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Figure 6.2: Overview of the computation of the transmittance matrix T and the displayed
image O. (top) Computation in the captured image layer. (bottom) Observed scenes and
the display images from the user view. Since the observed OST-HMD image Oobs is not
clearly visible in the original image, the brightness of Oobs in this figure is multiplied by
1.6.

Our problem is now to find T and O given H and D. There are, however, two points we

need to pay attention to in practice. Firstly, to capture the H, we need an extra scene camera

aligned with the user’s view [C2]. Since the camera and the OST-HMD have different

color profiles, their color spaces need to be calibrated [40, 59]. Secondly, D is unknown

and needs to be estimated from a hazy scene image H. The dehaze algorithm itself is not

the focus of this paper, so we simply use one of the most promising dehaze algorithms,

FFA-Net [145], in the community and treat the obtained image as a true dehazed image D.

6.3.2 Basic computation for display images

The trivial solution for Eq. (6.3.1) is to set tij = 0 and oijc = dijc, i.e. the system completely

cuts the see-through view and use the OST-HMD as a VST system. Using complete VST
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view leads the issues compared to the OST view [146]. We reduce the displayed colors on

OST-HMD as minimal as possible while preserving the maximum use of the scene light.

We thus need to solve the following optimization problem for each pixel:

minimize ||oij||, s. t. ||dij − (tijhij + oij)|| = 0. (6.3.2)

Given oij = dij − tijhij from Eq. (6.3.1) and oij ≥ 0 by definition, the above problem is

reformulated as:

argmin
tij

||dij − tijhij||, s. t.(dij − tijhij) ≥ 0. (6.3.3)

Given all variables are non-negative, we solve the above in the following. We start from

tij = 0, which meets the constraint. Gradually increasing tij from 0 only decrease the

cost function, so we can safely continue increasing it until one of the color channels gives

dijc−tijhijc = 0. Since other color channels hold dijc−tijhijc > 0 and we can not increase

tij anymore due to the constraint, we found the solution:

tij = min
c∈(r,g,b)

t′c, t′c =
dijc
hijc

(6.3.4)

6.3.3 Alleviation of the complete occlusion issue by the occlusion layer

In the basic computation, the pixel value tij in the transmittance matrix is derived from the

division between the target and the input from Eq. (6.3.4). Thus, the tij tends to be close

to 0 when a color channel of the target dijc has a much smaller value than the other color

channels according to Eq. (6.3.4).

The lower value of the tij particularly affects the color compensation in the pixel with

high saturation, as shown in Fig. 6.3. When the pixel value in the scene image hij has low

saturation (Fig. 6.3 a), the transmissive ratio tij becomes higher, and the light reflected by

the occlusion layer still keeps the actual scene light. Otherwise, the values of the other

color channels are suppressed by the lower transmittance tij (Fig. 6.3 b). In such pixels,

the occlusion layer almost completely occludes the input, and the OST-HMD needs to add

almost the same value as the target. As a result, Our system works as the VST system at
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Figure 6.3: Visualization of the complete occlusion issue explained in Sec. 6.3.3. (top)
The figures visualize the Eq. (6.3.1) for cases when the intensity ratio t′c is (a) not much
saturated and (b) highly saturated. The pixel value in the scene image hij is colored in
orange, the target image dij in blue, the scene image reflected by the DMD tijhij in red, and
the image displayed by the OST-HMD oij in yellow. (bottom) RGB colors and components
in each image pixel corresponding to models shown above. Note that t′B is selected as the
transmittance ratio tij in both saturation cases.

that pixel.

To keep the actual view even for highly saturated pixels, we introduce the alleviation

term, sij , corresponding to the saturation at each pixel that can be denoted as:

sij =
M − tij

M
(6.3.5)

M = max
c∈(r,g,b)

t′c (6.3.6)
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Figure 6.4: The determination of the penalty coefficient λ. The curve of quadratic regres-
sion is colored in blue. The red cross point is the intersection of the desired λ (=0.656) and
the perceptually indistinguishable threshold of LPIPS (=0.0849).

Then we update the tij using the sij:

tij ← tij + λsij (6.3.7)

where λ is the penalty coefficient.

Determination of the penalty coefficient λ

By applying the alleviation method, we compromise the replication quality of the dehaze

image while suppressing the total brightness of the image shown on the OST-HMD. Since

the method includes the hyper-parameter λ, we seek an objective way to choose a proper

one with reasonable justification. Note that λ = 0 is equivalent to the base method.

In general, a larger λ degrades the resulting dehaze view while reducing the total value

of the OST-HMD pixels. If the degraded view is not perceptually visible for the humans,

we may accept that result and use the corresponding λ.

To determine λ that does not degrade the dehaze view, one possible way is to increase
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λ for a given hazy scene unless the perceptual difference between the resulting dehaze

view and the view given by the base method (i.e., when λ = 0) is unnoticeable. Since the

approach is impractical as it increases the computation time excessively, instead, we apply

the same principle on an image dataset.

We use a public hazy image dataset (RESIDE [152]1 Synthetic Objective Testing Set).

The dataset is well populated in the community and used for developing various dehaze

methods [145,153]. The dataset contains 1000 image pairs of ground truth images, and their

corresponding hazy images that are synthesized by their depth images and the scattering

model [141].

Figure 6.4 shows our determination process of λ. Using their hazy images and the

approach we mentioned above, we find the best λ by measuring the perceptual similarity

between the base dehazed image computed with λ = 0 and that with different λ. We

searched λ from 0 to 2.0 with the step 0.2, and computed the third quartile (75%) of the

perceptual similarity of 100 hazy images randomly chosen from the dataset. We then fit the

curve to the 75% values, and found the λ which gives the perceptual similarity value that

humans cannot distinguish.

For the perceptual similarity, we actually used Learned Perceptual Image Patch Sim-

ilarity (LPIPS) metric, version 0.1 [154]. LPIPS is a metric based on deep learning and

outperforms compared to other major image metrics in terms of perception. Since LPIPS

does not provide the value that humans consider two images are the same, we evaluated

the LPIPS and decided the value for our application as the following. From the LPIPS’s

dataset, we took the just noticeable difference (JND) image dataset where 4800 pairs of

original and visually-distorted small image patches (64 × 64). Each pair has a label show-

ing that if three human observers saw each pair in a short amount of time (250 msec) could

see differences. On the JND dataset, we computed LPIPS values over image pairs of which

the all observers could not see the difference. As the result, we get the threshold LPIPS

value 0.0849 as the median of the values.

By using the LPIPS and its perceptual threshold value, we obtained the threshold λ as

0.656, which we use in the evaluation in Sec. 6.5.

1https://sites.google.com/view/reside-dehaze-datasets/
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Figure 6.5: Schematic diagrams of our optical designs and prototype systems.

6.4 Technical Setup

We describe our hardware/software setups and calibration steps required for the experi-

ment.

6.4.1 System Overview

Figure 6.5 shows a schematic diagram of our optical dehazing system. We combine a

DMD-based occlusion mask with a consumer OST-HMD to selectively modulate the in-

coming light by both additive and subtractive manner.

The optical design of the occlusion mask consists of a DMD, a polarized beam splitter

(PBS), and λ/4-waveplate. The DMD controls the reflection intensity of the incoming light

by rotating several hundred thousand micro-mirrors individually, which achieves higher

contrast and provides brighter images than the transmissive LCD.

To occlude the incoming light while keeping the see-through view from the eye, we
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implemented the optical design for the DMD similar to [155]. PBS is made of a birefringent

material and splits the light depending on the polarization states: transmits p-polarized light

and reflects s-polarized light at an angle of 90◦.

By leveraging the property of PBS, our setup realizes the following optical paths: (1)

the incoming light is firstly s-polarized by a linear polarizer, and (2) reflected to right by the

PBS. Then (3) the s-polarized light is converted into p-polarized by reflected on a mirror

and passing through a λ/4 waveplate twice. (4) The p-polarized light passes through the

PBS from right to left, and also passes through the lens. After that, (5) another λ/4 wave-

plate rotates the p-polarized light into circularly polarized, then (6) the DMD modulates

the amplitude of the light and the waveplate again rotates the light into s-polarized. Finally,

(7) the s-polarized light is again reflected by the PBS and exits in the same direction as the

input light. As a result, the occlusion mask optically aligns with the view direction of the

user’s eye.

Note that the distance between the DMD and the lens determines where the occlusion

mask is virtually located. We set this distance as same as the focal length of the lens, which

means the occlusion mask is located at the infinite distance from the eye. Using the DMD

for this optical design has an issue. The tilt angles of the micromirrors we used can only

take ±12° with the tilt axis 45° diagonal to each mirror pixel. This led us to slightly tilt the

DMD so that the mirrors face perpendicular to the incoming light at the path (5).

6.4.2 Scene Camera

In addition to the above setup, we also need a scene camera which captures the hazy view

H. Ideally, the camera should be aligned with the viewpoint of the user’s eye via a half

mirror [C2]. In our proof-of-concept system, we leave this design factor. Instead, we

focused on evaluating the full potential of our see-through dehaze system by placing a

user-perspective camera at the viewpoint, which serves H.

6.4.3 Hardware and Software setup

Figure 6.6 shows our hardware setups. For the DMD and its controller, we used DLP

LightCrafter 6500 from Texus Instruments (1920 × 1080 pixels). The DMD is connected
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to a laptop by the HDMI interface via the controller. For the OST-HMD, we used Ep-

son Moverio BT-30E (23◦ field of view diagonally, 1920 × 1080 pixels). Other compo-

nents were from Thorlabs: LPVISE100-A for linear polarizers, WPQ10ME-546 for the λ/4

waveplates, PBS251 for the PBS, BB1-E02 for the mirror, and AC254-045-A for the lens.

We installed Point Grey FL3-U3-88S2C-C (4096 × 2160 pixels) as the user-perspective

camera and set its gamma value as 1.0. A monitor displaying the hazy images (3840 ×
2160 pixels) was placed 1.6 m away from our system. We set the camera focus and the

position of the display according to the focal plane of the OST-HMD.

6.4.4 System Calibration

To realize dehaze functionality that is equivalent to the formulation we denoted in Sec. 6.3.1,

spatial and color calibration is essential in our system. Therefore, we created some look-

up tables (LUTs) which reflect our system properties in advance and correct input images

based on them.
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Pixel-wise mapping between displays

In the spatial correction, we need to warp images to display on the DMD and OST-HMD

so that they exactly overlap an image on the monitor. To achieve this, we used a gray

code pattern and obtained pixel correspondences between the user-perspective camera and

each display. We then computed approximate projection functions with the neural net

fitting of MATLAB. This function is a simple two-layer neural network (Input (2D) ⇒
Affine (10D)⇒ Sigmoid⇒ Output (2D)) that takes the 2D coordinates of the OST-HMD

or DMD as input and the 2D coordinates of the viewpoint camera image as output. We

optimize this network by Levenberg-Marquadt algorithm. After that, we obtained the pixel-

wise mappings from the DMD and OST-HMD to the monitor as LUTs by sampling from

composite functions of them.

Color and Gamma Correction on each display

In the color correction, we need to correct input images to the DMD, OST-HMD, and mon-

itor, so that the camera response to each color channel becomes linear and color balance

is unified. For the OST-HMD and monitor, we displayed RGB colors one by one in 256

levels on each display and measured by the camera. And for the DMD, we input monotone

images in 256 levels to the DMD and measured by the camera while displaying a white

background on the monitor. We then computed approximate power functions and created

LUTs by sampling from composite functions of them.

6.5 Experiments

We evaluated our method through an objective evaluation with quantitative measures.

6.5.1 Experiment setup

To conduct a fair quantitative evaluation, we introduced two conditions in the setup.

Firstly, we placed a user-perspective camera behind the glasses as mentioned in Sec. 6.4.2.

We used the camera to capture hazy images H and dehazed images D. Secondly, we used
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hazy images instead of using the real scenes. Since it is hard to collect ground truth dehaze

view of different real scenes, we substituted the real view with a monitor screen and display

various hazy scenes. For the scenes, we again used the dataset introduced in Sec. 6.3.3. The

images displayed on the monitor were scaled so that their short side is 2000 pixels, which

is close to the diameter of the visible area of the monitor from the user-perspective camera.

Given the setup, we conducted our evaluation as shown below.

6.5.2 Experiment procedure

Our goal is to evaluate if the observed dehaze image is indistinguishable from the true

dehaze view. For clarity of the evaluation, we (re)define several dehaze images:

• D is a ground truth dehaze image from the dataset, which will be displayed on the monitor

• D̂ is an estimated dehaze image computed from a hazy image H using the existing dehaze

algorithm,

• Dobs is an observed ground truth dehaze image captured by the user-perspective camera

while the monitor is displaying D, and

• D̂obs is an observed dehaze image captured by the user-perspective camera while the

system displaying T on the DMD and O on the OST-HMD and the monitor displaying

H.

Note that there are two options for the choice of D. The first option is the ground-truth

dehazed scene images provided in the dataset. The second option is dehazed scene images

we obtain by applying the dehaze method (FFA-Net) to the hazy scene images. In the

experiment, we consider both options and provide their results for comparisons.

Finally, our goal is to measure the performance of D̂obs against the Dobs for given

sample scenes. Since the scene can be arbitrary, we used the image dataset in Sec. 6.3.3

and capture 80 different scenes and obtain a set of {(Dobs
k , D̂obs

k )}k for D from the ground

truth images and the dehazed images via FFA-Net.

To compare Dobs
k and D̂obs

k , we used both the L2 matrix norm and the LPIPS metric.

As mentioned in Sec. 6.3.3, we considered the LPIPS metrics as a more suitable perceptual

metric to compare image pairs.
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Figure 6.7: Results of haze removal by different combinations of the displays.

6.5.3 Experiment Result

Dehaze capability

Figure 6.7 shows the result images observed from our haze removal systems with dif-

ferent computation methods, target images, and combinations of the displays. Each row

represents the experimental conditions: the basic computation (Sec. 6.3.2) or the allevi-

ation of the complete occlsuion (Sec. 6.3.3), and the image regarded as the target in the

computation: the ground truth dehaze image from the dataset (GT) or the estimated de-

haze image using FFA-Net [145] (FFA). Each column represents the observed target scene

(Dobs or D̂obs), the hazy scene, and the observed image with different combination of the

displays. We selected the image where the difference of LPIPS between the Raw and the

Scene+HMD+DMD is the median from the dataset.
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Figure 6.8: The overview of the dehaze results as described in Sec. 6.5.3. (left) With
the LPIPS metric. (right) With the L2 matrix norm. Over the plots, our dehaze system
(HMD+DMD) clearly reduced the similarity metric between the final view and the target
dehazed view, which concludes our method successfully realized see-through view dehaz-
ing. The red line in the LPIPS plots refers to the line where our perceptual judgment
analysis provided as a noticeable threshold.

Through the experiments, we observed that the choice of target images (D or D̂) did

not affect the experiment results and the conditions always brought similar results. For

the difference of the calculation method, although we qualitatively confirmed that the final

view of the alleviation method provides lower contrast, the overall image quality of the

alleviation method was improved from the raw scene and perceptually acceptable.

Figure 6.8 visualizes the distribution of LPIPS and L2 matrix norm taken under different

screen conditions. Applying either the base method or the alleviation method both clearly

shows that our DehazeGlasses reduced the similarity metric between the final view and the

target dehazed view, so we think our system successfully dehazed the user’s see-through

view. Our system also realized the LPIPS mean values lower than the noticeable threshold

(red line) that our perceptual judgment analysis provided in Sec. 6.3.3 . In other words, it

suggests that our system can dehaze the scene view which is perceptually as same as the

original dehazed view.

Interestingly, applying DMD only also improved the see-through view whereas the

change adding HMD (HMD+DMD) did not further improve the view. This suggests atten-

uating scene light correctly has a bigger impact on dehaze application than adding colors
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Figure 6.9: Results that the full setup is most superior to the DMD-only setup, and vise
versa in the basic-GT condition. The values under the row legends are the differences of
LPIPS between the scene+DMD and the full setup.

on top. Fig. 6.9 shows the scenes that the full setup is most effective than the DMD-only

setup and vise versa. This result suggests the full-setup is more effective when the scene

contains high-saturation pixels.

Alleviation result

The motivation in introducing the alleviation method was to let the OST-HMD display

images as minimum as possible. To verify this, we draw a curve by calculating the ration

of the pixels in an OST-HMD image O that is lower than a given threshold. By moving

the threshold 0 to 255, we obtain a curve starting from (0,0) and ending at (255, 1.0).

The area under the curve (AUC) represents how bright a given image is. When an image

is completely black, then the AUC takes its maximum value. We compute this response

curve for all input OST-HMD images used in the experiment and draw the mean curves for

different conditions (Fig. 6.10).

The result shows that the AUC of the alleviation methods clearly shows a larger AUC

than the base method, which confirms that the alleviation method was successfully reducing

the required image brightness of the OST-HMD.
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Figure 6.10: The intensity response curves with quartile areas for the comparison between
the base method and the alleviation method. The alleviation method gives curves with
larger AUCs than that of the basic method, which shows the alleviation method suppressed
an excessive use of the OST-HMD. Note that we only show the results of the threshold 0
to 80 since the ratio can be regarded as 1.0 when the threshold is more than 80. We do not
show the base (FFA) since it gave the almost identical result as the base (GT).

6.6 Discussions and Limitations

While our proof-of-concept system showed a promising result, there is still a large gap

between the current system and a practical system used in a real life. Through the section,

we describe issues of the current implementation and provide future research directions.

6.6.1 Aligning image screens

Our system defines several image screens (DMD, HMD and the scene camera). As we men-

tioned in the calibration section (Sec. 6.4.4), the ideal system requires real-time dynamic

calibration that calibrates the system with respect to the current position of the user’s eye.

Such automated calibration has been a topic in OST-HMD community [133], yet not have

been explored deeper in occlusion-capable OST-HMD scenarios with scene cameras.
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6.6.2 Color occlusion capability

The current system uses a DMD for occlusion. Since a DMD is essentially a dynamic

mirror, each micromirror of the DMD merely controls the transmittance of the user’s see-

through view regardless of the colors. In other words, our occlusion system cannot attenu-

ate a specific color band of the scene view only. If a system can attenuate each color chan-

nel separately, the system less needs to display compensation colors on the OST display

(Sec. 6.3.3). We think it is desirable that the OST layer renders as less intrusive images as

possible following the discussion on the disadvantages of using a VST system in Sec. 1.3.1.

Existing color-occlusion displays use, for example, transmissive color LCD [156, 157]

and reflective liquid crystal on silicon device [95, 155].

6.6.3 Depth of field

In practice, most of the hazy scenes at which the users see locate far enough to be treated as

a 2D image captured from the infinite distance. Since our system renders a 2D image layer

and occlusion layer, our dehaze approach works fine while the layers are optically focused

at a far distance.

This 2D scene assumption is, however, invalid when the hazy scene is close to the

user’s view. For example, a garden scene with fog or smoke could be hazy and contain

scene objects close enough to the user, which causes a deep depth of field in the user’s

view. Under such scenarios, relying on the 2D image model causes image blur or occlusion

blur [97] due to the mismatch of the screens’ depth and the user’s focus depth.

To solve this issue, a possible solution is to make the system varifocal, i.e. making

the image plane of the OST display and the occlusion layer are focus-tunable. Varifocal

OST-HMDs have gained interest from the display community [158]. Researchers also

investigated realizing varifocal occlusion-capable displays [88, 99].

6.6.4 Color Correction

Calibration the color property of each screen and the scene camera is an important issue in

practice. In the evaluation, we calibrated the system in a global manner where we applied
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the same color pre-distortion for each pixel of a screen. Since each pixel may have slightly

different color changes, the local color calibration method which calibrates color pixel-wise

would improve the system performance [60].

6.6.5 Scene Camera

As briefly mentioned in Sec. 6.4.2, the scene camera is a vital part of the system to provide

the basis of the user’s current first person view. There are all issues omitted in this paper:

view alignment, latency, resolution, and so on.

6.6.6 Hardware minimization

The current DehazeGlaases is a proof-of-concept system built on an optical bench. For

practical use, the system needs to be a wearable system. Although the development of

a wearable OST-HMD system without occlusion is still a challenge, the community has

shown wearable designs of occlusion-capable displays [101].

6.7 Summary

In this work, we proposed DehazeGlasses, a see-through view dehazing system using an

occlusion-capable OST-HMD. We firstly formulated the computation for displaying im-

ages to realize the dehaze functionality for our system, and explored the parameter that

provides perceptually reasonable dehazed scene while keeping the actual view. Then We

implemented the proof-of-concept system of DehazeGlasses that consists of a DMD for

occlusion layer and OST-HMD for image overlay. By using the proof-of-concept system,

we verified that the result with dehaze image dataset shows that our system can clearly

improve hazy views, and the perceived views from our system are difficult to perceive dif-

ferences from the target dehazed view. Finally we provide the limitation of the current

implementation and provide future research directions.
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7
Conclusions and Future Work

We present the conclusion of this dissertation, and suggest future research directions.

7.1 Conclusion

This dissertation explored an approach to reproduce a highly realistic appearance by di-

rectly measuring and modulating the light rays entering the eye in an OST-HMD. The

ultimate goal of this research is to reproduce an appearance that does not differ from reality

with OST-HMD. In other words, the ideal is to present a virtual image indistinguishable

from a real object when viewed through an OST-HMD. Although there is still a long way

to reach this goal, we have achieved a previously unattainable appearance expression on

OST-HMDs, mainly by improving dynamic range and reproducing DoF.

We proposed Focal Surface Occlusion (Chap. 4) as a method to reproduce a highly real-

istic DoF for OST-HMDs that can present images with HDR range. By directly modulating

the phase of light entering the eye using PSLM, this method can reproduce DoF on the oc-

clusion mask with wider FoV and resolution than conventional methods while maintaining

real-world visibility. We confirmed that the proposed method can present a occlusion mask

with a resolution comparable to that of commercial OST-HMDs, although it does not reach

the resolution of the retina.

We also proposed AdaptiVisor (Chap. 5), a system that uses direct measurement and

105
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modulation of light rays to change the appearance of reality and assist the eye in adap-

tation. This system acquires light entering the eye using coaxial optics and presents the

acquired brightness-compensating image on the OCOST-HMD. The proof-of-concept pro-

totype enabled high dynamic range appearance modulation at the viewpoint with a delay

of about 0.5 seconds.

Finally, we proposed DehazeGlasses (Chap. 6) as a method to remove haze at the view-

point by directly modulating the amplitude of light rays entering the eye using the OCOST-

HMD. The system converts the image on the viewpoint to HDR by passing it through a

haze removal algorithm and then selectively modulates the intensity of the light rays en-

tering the eye based on the result. The implemented proof-of-concept system achieves a

dehaze vision that is significantly closer to the ground-truth scene than the native view

under a perceptual image similarity metric.

7.2 Future Work

We described the discussions and future research on individual systems in each chapter. In

this section, we discuss the possible research direction from a mid- to long-term vision on

the approach throughout this paper, realistic appearance reproduction on OST-HMD and

its VA application based on the direct measurement and modulation of light rays.

7.2.1 Light Measurement and Modulation with Feedback Control

While our system can measure the user’s view from a viewpoint, the measurement and

modulation are executed only in a single, sequential pipeline. However, the environment

and the displacement between devices changes from time to time. Therefore, we can ex-

pect to be able to reproduce more realistic appearance based on feedback control, e.g.

re-measuring the modulated real-view and learning the difference between the target and

the observation.

Recently, in computer-generated holograms, the framework using camera-in-the-loop

optimization achieves unprecedented image fidelity and real-time framerates [159,160]. In

this method, the generated hologram is captured by a camera. Then, the neural network
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architecture, which interprets the propagation of light waves, learns the difference between

the observation and the target, and updates the phase image. Camera-in-the-loop training

has the advantage of implicitly compensating for hardware-dependent errors such as device

misalignment and response calibration of the PSLM, in addition to improving the quality

of the appearance through an iterative update.

We believe that this camera-in-the-loop learning is highly compatible with our ap-

proach. For example, while we are currently using a geometrical optics formulation for

Focal Surface Occlusion, we believe that learning with a neural network that takes wave-

front propagation into account will allow us to reproduce more realistic DoF closer to the

simulation.

7.2.2 Using Computational Optics with Embedded Optimization

In this dissertation, we uses the measured FoV as input to a specific optimized function

(e.g., Dehazing), and the OST-HMD presents a computed compensation image. Currently,

for this optimized function, we apply existing machine vision software. On the other hand,

there are many cases where information cannot be estimated or complemented by soft-

ware processing alone, or where software computation becomes a bottleneck in terms of

computational resources and execution time on the embedded system.

The strength of our OST-HMD framework is that it can integrate both sensing hard-

ware and software optimization. In such a framework, it is possible to process data by both

hardware and software. For example, it is possible to use software to supplement informa-

tion that is difficult to measure with sensors, or to create sensing hardware that focuses on

information that cannot be supplemented by software.

One such approach is to use an optical system with an optimization calculation em-

bedded in the sensor used to measure light rays. For example, some research implements

a single layer of a convolutional neural network on diffraction optics by optimizing the

grating [161], or an encoded lens that can simplify the algorithm for HDR image restora-

tion [162]. Utilizing such computational optics is expected to improve the appearance

reproduction.
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7.2.3 Image Presentation with Correction for Eye Aberration

The combination of a PSLM with an OST-HMD can not only reproduce DoF on virtual ob-

jects but compensate for real-world vision like prescription glasses. For such applications,

it is necessary to measure the aberration of the eye lens in real-time, such as the focal depth

and visual acuity.

In ophthalmic autorefractors, we estimate such aberration by first irradiating the light

into the eye lens center, then measuring the wavefront reflected by the retina and exiting

through the lens. Some small autorefractors utilize a Shack-Hartmann wavefront sensor

(SHWFS) [163], which consists of a microlens array and an image sensor placed at the

focal length of the microlens array. Since the periodicity of the microlens array limits the

measurable range of displacement, the dynamic range of SHWFS is narrow, reported as a

range from -4.30 D to +4.30 D [106]. Due to the limited dynamic range and large form

factor, an SHWFS has not been adopted as a measurement device in the context of HMDs.

A Diffusive Wavefront Sensor (DWFS) is a new, computational approach that aims to

overcome the limitation of SHWFS [106]. A DWFS places a thin holographic diffuser close

to the image sensor and detects the caustic pattern of light passing through the diffuser. The

caustic pattern changes according to the passing light’s wavefront, so we can estimate the

wavefront by detecting its displacement. DWFS can greatly expand the dynamic range of

measurable diopters, reported as a range from -12 D to +12 D, even when the size and

spacing of sensors. Therefore, we believe that DWFS will be useful for AR displays that

require miniaturization.

Based on the idea above, we proposed an accommodation-supporting display by mea-

suring the eye accommodation with DWFS and displaying the image reproducing DoF on

a RPD [C4]. Since DWFS does not yet support real-time measurements, extending the

measurement algorithm to real-time is a promising direction. Also, we expect to realize

OCOST-HMD that can compensate for the real-view by convolution of the phase image

compensating for the measured aberration with the original phase image.
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7.2.4 Low-latency VA System

Although this dissertation focused on improving appearance reproduction on OST-HMDs,

we have not yet considered the delay in the presentation of visual stimuli.

In daily life, people process various information instantaneously to make decisions. VA

encourages the wearer to make decisions by displaying images according to the informa-

tion received by humans. However, if the augmentation is delayed, it conversely inhibits

instantaneous decisions. For example, while driving, the surroundings change at a speed

beyond human perception, and the eyes cannot keep up with the rapid changes in ambient

light. On the other hand, the current AdaptiVisor has a delay of about 0.5 seconds between

the detection of a change in ambient light and the presentation of a visual stimulus.

Suppose we realize a low-latency VA system that presents visual stimuli at speed be-

yond human perception. In that case, it will improve the discomfort of wearing VA sys-

tems and promote quick judgment in various daily situations such as driving, sports, and

task support, expanding VA’s applicability in the real world. Specifically, it is desirable to

present a visual stimulus less than 16 ms from the timing of a sudden change in vision,

which is the critical fusion frequency that indicates the limit of human discrimination of

flicker [164].

7.3 Closing Remark

I have been conducting this research with the vision of creating a technology that allows

all people to freely share sensations and imagination, and create various experiences and

impressions by freely rewriting reality with information technology. The technology to

re-design vision sensation partially updates the user’s understanding of the world through

information technology. If a world in which all people can freely share their senses and

images is realized, we can achieve self-realization by transforming ourselves into the per-

son we envision. Moreover, we expect to realize a social infrastructure in which we can

understand others and co-exist in diversity and creativity by reproducing and sharing the

experience of others.

In this research, we have consistently pursued the technology to reproduce a virtual
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image that is optically indistinguishable from reality, and have come one step closer to our

vision. On the other hand, this paper only shows that it is possible to rewrite the optically

faithful appearance on an OST-HMD by measuring and modulating the light reaching the

eye. To move from the reproduction of appearance to the reproduction of experience, we

believe that we need to estimate how people feel when they see the appearance. In order to

do so, a deep understanding of the world perception of each individual, including human

visual characteristics, behavioral patterns, and cognitive psychology, is required. In that

sense, this dissertation is a new step toward that distant vision.
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[13] J. Weidenhausen, C. Knöpfle, and D. Stricker, “Lessons learned on the way to in-

dustrial augmented reality applications, a retrospective on arvika,” Comput. Graph.,

vol. 27, pp. 887–891, Dec 2003.

[14] C. Bichlmeier, F. Wimmer, S. M. Heining, and N. Navab, “Contextual anatomic

mimesis hybrid in-situ visualization method for improving multi-sensory depth per-

ception in medical augmented reality,” in 2007 6th IEEE and ACM International

Symposium on Mixed and Augmented Reality, pp. 129–138, 2007.
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[158] G. A. Koulieris, K. Akşit, M. Stengel, R. K. Mantiuk, K. Mania, and C. Richardt,

“Near-eye display and tracking technologies for virtual and augmented reality,”

Computer Graphics Forum, vol. 38, pp. 493–519, May 2019.

[159] Y. Peng, S. Choi, N. Padmanaban, and G. Wetzstein, “Neural holography with

camera-in-the-loop training,” ACM Trans. Graph., vol. 39, pp. 1–14, Dec 2020.

[160] S. Choi, M. Gopakumar, Y. Peng, J. Kim, and G. Wetzstein, “Neural 3d hologra-

phy: Learning accurate wave propagation models for 3d holographic virtual and

augmented reality displays,” ACM Trans. Graph. (SIGGRAPH Asia), Dec 2021.

[161] J. Chang, V. Sitzmann, X. Dun, W. Heidrich, and G. Wetzstein, “Hybrid optical-

electronic convolutional neural networks with optimized diffractive optics for image

classification,” Scientific Reports, vol. 8, p. 12324, Aug 2018.

[162] C. A. Metzler, H. Ikoma, Y. Peng, and G. Wetzstein, “Deep optics for single-shot

high-dynamic-range imaging,” in 2020 IEEE/CVF Conference on Computer Vision

and Pattern Recognition (CVPR), (Los Alamitos, CA, USA), pp. 1372–1382, IEEE

Computer Society, jun 2020.

[163] J. Liang, B. Grimm, S. Goelz, and J. F. Bille, “Objective measurement of wave

aberrations of the human eye with the use of a hartmann-shack wave-front sensor,”

Journal of the Optical Society of America A, vol. 11, no. 7, pp. 1949–1957, 1994.

[164] S. Hecht and S. Shlaer, “Intermittent stimulation by light : V. the relation between

intensity and critical frequency for different parts of the spectrum ,” Journal of Gen-

eral Physiology, vol. 19, pp. 965–977, 07 1936.



Publications related to this dissertation

Peer-Reviewed Articles in Journal Papers

[J1] Y. Hiroi, T. Kaminokado, S. Ono, Y. Itoh, “Focal Surface Occlusion”, Optics Express,

Vol. 29, Issue 22, pp. 36581–36597, Oct. 2021.

Peer-Reviewed Articles in International Conferences

[C1] Y. Hiroi, T. Kaminokado, A. Mori, Y. Itoh, “DehazeGlasses: Optical Dehazing with

an Occlusion Capable See-Through Display,” In Proceedings of the Augmented Hu-

mans International Conference (AHs 2020), pp. 1–11, Kaiserslautern, Germany, Mar.

16–17, 2020.

[C2] Y. Hiroi, Y. Itoh, T. Hamasaki, M. Sugimoto, “AdaptiVisor: Assisting Eye Adaptation

via Occlusive Optical See-Through Head-Mounted Displays,” In Prceedings of The

8th Augmented Human International Conference (AH 2017), pp.1–9, Silicon Valley,

USA, Mar. 16-18, 2017.

133



134 Bibliography



Other publications

Peer-Reviewed Articles in Journal Papers

[J2] T. Kaminokado, Y. Hiroi, Y. Itoh, “StainedView: Variable-Intensity Light Attenuation

Display with Cascaded Spatial Color Filtering for Improved Color Fidelity,” IEEE

Trans. Vis. Comput. Graph., vol. 26, num. 12, pp. 3576–3856, Dec, 2020.

[J3] T. Hamasaki, Y. Itoh, Y. Hiroi, D. Iwai, M. Sugimoto, “HySAR: Hybrid Material Ren-

dering by an Optical See-Through Head-Mounted Display with Spatial Augmented

Reality Projection,” IEEE Trans. Vis. Comput. Graph., vol. 24 Num. 4, pp. 1457–

1466, Apr, 2018.

Peer-Reviewed Articles in International Conferences

[C3] T. Tochimoto, Y. Hiroi, Y. Itoh, “CircadianVisor: Image Presentation With an Optical

See-Through Display in Consideration of Circadian Illuminance”, In Proceedings of

the Augmented Humans International Conference (AHs 2021), pp. 1–11, Online, Feb.

22–24, 2021.

Peer-Reviewed Poster Papers in International Confer-

ences

[C4] M. Kaneko, Y. Hiroi, Y. Itoh, “Depth-of-Focus-Simulated Retinal Projection Display

with Diffusive Ocular Wavefront Sensing”, IEEE International Symposium for Mixed

and Augmented Reality (ISMAR) Adjunct, Bali, Italy, Oct. 4–8, 2021.

[C5] X. Zhang, J. Lundgren, Y. Mesaki, Y. Hiroi, Y. Itoh, “Stencil Marker: Designing Par-

tially Transparent Markers for Stacking Augmented Reality Objects”, In Proceedings

of IEEE ISMAR Adjunct 2020, Recife, Brazil/Virtual, Nov. 9-13, 2020.

135



136 Bibliography

[C6] K. Someya, Y. Hiroi, M. Yamada, Y. Itoh, “OSTNet: Calibration Method for Optical

See-Through Head-Mounted Displays via Non-Parametric Distortion Map Genera-

tion,” In Proceedings of IEEE ISMAR Adjunct 2019, Beijing, China, pp 259–260,

Oct. 14–18, 2019.

[C7] Y. Hiroi, Y. Itoh, T. Hamasaki, D. Iwai, M. Sugimoto, “HySAR: Hybrid Material Ren-

dering by an Optical See-Through Head-Mounted Display with Spatial Augmented

Reality”, In Proceedings of IEEE Virtual Reality 2017 (IEEE VR 2017), Los Angeles,

USA, pp. 211–212, Mar. 18–22, 2017.

[C8] T. Kikuchi, Y. Hiroi, R. T. Smith, B. H. Thomas, M. Sugimoto, “MARCut: Marker-

based Laser Cutting for Personal Fabrication on Existing Objects”, In Proceedings

of 9th International Conference on Tangible, Embedded, and Embodied Interaction

(TEI 2016), Eindhoven, Netherlands, pp.468–474, Feb. 14–17, 2016.

[C9] Y. Hiroi, K. Obata, K. Suzuki, N. Ienaga, M. Sugimoto, H. Saito, T. Takamaru,

“Remote Welding Robot Manipulation using Multi-View Images”, In Proceedings

of 2015 IEEE International Symposium on Mixed and Augmented Reality (ISMAR

2015), Fukuoka, Japan, Sep. 29–Oct. 3 pp.128–131, 2015.

Peer-Reviewed Demo in International Conferences

[C10] Y. Itoh, Y. Hiroi, J. Otsuka, M. Sugimoto, J. Orlosky, K. Kiyokawa, G. Klinker,

“Laplacian Vision: Augmenting Motion Prediction via Optical See-through Head-

Mounted Displays and Projectors,” ACM SIGGRAPH 2016 Emerging Technologies.

Anaheim, USA, Jul 24–28, 2016.


