
論文 / 著書情報
Article / Book Information

題目(和文) Beyond 5Gセルラ―ネットワークのためのマルチアクセスエッジコン
ピューティングの設計及び実装に関する研究

Title(English) Design and Implementation of Multi-Access Edge Computing for
Beyond 5G Cellular Networks

著者(和文) 中里仁

Author(English) Jin Nakazato

出典(和文)  学位:博士（工学）,
 学位授与機関:東京工業大学,
 報告番号:甲第12186号,
 授与年月日:2022年9月22日,
 学位の種別:課程博士,
 審査員:廣川 二郎,阪口 啓,山岡 克式,TRAN  GIA KHANH,西方 敦博,青
柳 貴洋,福田 英輔

Citation(English)  Degree:Doctor (Engineering),
 Conferring organization: Tokyo Institute of Technology,
 Report number:甲第12186号,
 Conferred date:2022/9/22,
 Degree Type:Course doctor,
 Examiner:,,,,,,

学位種別(和文)  博士論文

Type(English)  Doctoral Thesis

Powered by T2R2 (Tokyo Institute Research Repository)

http://t2r2.star.titech.ac.jp/


Doctoral Thesis

Design and Implementation of Multi-Access Edge
Computing for

Beyond 5G Cellular Networks

Supervisor Professor Kei Sakaguchi

Department of Electrical and Electronic Engineering
Graduate School of Engineering
Tokyo Institute of Technology

Jin Nakazato



Contents

Acknowledgments vi

Abstract vii

Chapter 1 Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Related works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Summary of contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

Chapter 2 Design of beyond 5G MEC cellular network architecture 17
2.1 Standardization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 System model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

Chapter 3 Market analysis of MEC-Assisted beyond 5G ecosystem 33
3.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 System description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3 Traffic offloading optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.4 MEC ecosystem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.5 Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

Chapter 4 Proof-of-concept for fully virtualized MEC beyond 5G 69
4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.2 System description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71



ii

4.3 Implementation of MEC/Cloud orchestrator . . . . . . . . . . . . . . . . . . . 74
4.4 Performance evaluation of MEC beyond 5G cellular network . . . . . . . . . . 84
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

Chapter 5 Conclusion 93
5.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.2 Suggestion for future works . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

Appendix I List of Publications 97
I.1 Journal papers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
I.2 Journal papers not related to this thesis . . . . . . . . . . . . . . . . . . . . . 97
I.3 International conferences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
I.4 International conferences not related to this thesis . . . . . . . . . . . . . . . . 98
I.5 Domestic conferences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

References 101



iii

List of Figures

1.1 Architecture of B5G MEC-assisted cellular networks. . . . . . . . . . . . . . . 4
1.2 Basic benefits of MEC compared to cloud System. . . . . . . . . . . . . . . . . 5
1.3 The structure and brief contribution of this thesis. . . . . . . . . . . . . . . . . 14

2.1 MEC Reference Architecture [109] . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 5GC Reference Architecture [63] . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Network architecture of MEC ecosystem model in cellular networks . . . . . . 21
2.4 Example: User deployment in macro cell. . . . . . . . . . . . . . . . . . . . . . 22
2.5 Destination probability using Markov chain model. . . . . . . . . . . . . . . . 23
2.6 User mobility algorithm flow chart. . . . . . . . . . . . . . . . . . . . . . . . . 24
2.7 Mobility Model among Hotspots. . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.8 Traffic Model Example. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.9 E2E latency model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.10 E2E latency when varying the latency in MEC (=β). . . . . . . . . . . . . . . 31

3.1 System overview classified into each player. . . . . . . . . . . . . . . . . . . . . 34
3.2 Configuration of E2E Optimization. . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3 Computation resource allocation model based on E2E latency and cost constraint. 37
3.4 E2E Cost Optimization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.5 MEC-assisted ecosystem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.6 Relationship chart for each player. . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.7 Revenue optimization when varying MEC resource cost. . . . . . . . . . . . . . 49
3.8 Revenue when varying MEC resource cost in 50 (=β × γ). . . . . . . . . . . . 50
3.9 Revenue when varying β × γ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.10 Mean Selection Ratio to MEC (%). . . . . . . . . . . . . . . . . . . . . . . . . 53
3.11 Private/Local Operator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54



iv

3.12 Backhaul Owner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.13 Revenue when varying β × γ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.14 Computation Allocation Ratio (δ = 100, ψ = 0.05, γ = 0.2). . . . . . . . . . . 61
3.15 Revenue characteristics (δ = 100, ψ = 0.05, γ = 0.2. ). . . . . . . . . . . 62
3.16 Optimized resources with latency requirements ψ (the weight coefficient γ =

0.2, computation task weight δ = 100). . . . . . . . . . . . . . . . . . . . . . . 63
3.17 Optimized resources with weight coefficient of MEC cost the weight coefficient

γ (ψ = 0.05, δ = 100. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.18 Optimized resources with computation task weight δ (the weight coefficient

γ = 0.5, ψ = 0.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.1 Overview of the Concept proposal for Private/Local Telecom Operator. . . . . 72
4.2 Illustration of the System Architecture with a MEC/Cloud Orchestrator for

Private/Local Telecom Operator and Cloud Cooperation. . . . . . . . . . . . . 73
4.3 Network Architecture in Private/Local Telecom Operator. . . . . . . . . . . . 74
4.4 Relationship chart, including MEC/Cloud Orchestrator. . . . . . . . . . . . . . 76
4.5 Illustration of the Centralized Type of a MEC/Cloud Orchestrator. . . . . . . 78
4.6 Sequence of MEC/Cloud Orchestrator for Implementation. . . . . . . 79
4.7 Illustration of the Distributed Type of a MEC/Cloud Orchestrator. . . . . . . 81
4.8 Sequence of MEC/Cloud Orchestrator in Distributed Type. . . . . . . 83
4.9 Outdoor PoC Field Design. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.10 Edge Platform. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.11 Latency Comparison of MEC and Internet. . . . . . . . . . . . . . . . . . . . . 90

5.1 B5G Outdoor Field Extension. . . . . . . . . . . . . . . . . . . . . . . . . . . . 96



v

List of Tables

1.1 Comparison of Related Technical Works on Several Perspectives . . . . . . . . 7

2.1 Parameter of Mobility Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2 Gamma distribution parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3 PARAMETER OF HOP COUNT TIME . . . . . . . . . . . . . . . . . . . . . 30
2.4 SIMULATION PARAMETERS . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.1 SIMULATION PARAMETERS . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2 SIMULATION PARAMETERS . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.3 SIMULATION PARAMETERS . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.1 Hardware Equipment Condition . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.2 Throughput Performance in PoC Field employing MEC . . . . . . . . . . . . . 90



vi

Acknowledgments

I would like to acknowledge and thank my supervisor, Prof. Kei Sakaguchi, for his kind
guidance and support in accomplishing this research. His advice and support throughout all
stages of my research and doctoral thesis have been instrumental in helping me. In addition,
I thank him for his generous support of conferences and journals. I would also like to thank
Prof. Hirokawa, Prof. Yamaoka, Associate Prof. Tran, Associate Prof. Nishikata, Associate
Prof. Aoyagi, and Specially Appointed Prof. Fukuda as my committee members who gave
me much grateful advice to improve the quality of this thesis and research. Special thanks to
Associate Prof. Maruta for valuable comments on research and feedback on problems. They
were always willing and prompt to assist me; again, thank you.

Furthermore, I am grateful to emeritus Prof. Araki and special Associate Prof. Yu Tao
for their valuable advice during my seminar presentations. I would also like to thank Ms.
Minami and Ms. Funabashi for their kindness and assistance in Lab Life. In addition, I also
would like to thank all members of Sakaguchi-Tran Lab who helped me a lot during campus
life. Finally, I would like to express my deepest gratitude to Professor Emeritus Karasawa
for advancing my doctoral studies. I would also like to thank my supervisors and colleagues
at Fujitsu and Rakuten Mobile for their support in balancing university and work. I would
also like to give special thanks to my family for their continuous support and understanding
when undertaking my research and writing my project.



vii

Abstract

The quality-of-service (QoS)/quality-of-experience (QoE) demands of mobile application
services have soared and have overwhelmed the obsolescence capability of current cellular net-
works. Also, the satisfaction of some service requirements is still in a dilemma, especially the
end-to-end (E2E) latency, which varies in different applications. Therefore, multi-access edge
computing (MEC), where services, computing resources, storage, etc., would be deployed at
the network’s edge, is a key technology. In addition, MEC enabler for Beyond 5G, supporting
next-generation communications in service guarantee (e.g., ultra-low latency, protection of
network congestion, high security) from an E2E perspective. However, MEC deployment in
production has several challenges due to unclear points.

This thesis proposes a new ecosystem for MEC to support as the basic platform for
next-generation networks (e.g., Beyond 5G (B5G)/6G) to establish a more accurate MEC
ecosystem. This thesis compares it with current ecosystems and evaluates it quantitatively
through a measured traffic model. Based on that, it defines the resources required for MEC
deployment and their impact on latency, computing resources, and application load in three
typical variable parameters. Furthermore, an orchestrator for operational methods to support
the MEC ecosystem is developed. Finally, the system is a quantitative evaluation through
Proof-of-Concept fields to demonstrate its validity.

In the light of the above challenges, the new operator as a Private/Local Operator in MEC
ecosystem is proposed. The proposed novelty system can support the ecosystem when MEC
are deployed and guarantees the number of MEC resources that maximize the benefit of the
new MEC operator. The authors further analyze the interests of other relevant operators in
an ecosystem and work on the optimal number of backhaul capacity and MEC.

Finally, this dissertation designs the architecture for fully virtualized MEC 5G cellular
networks with some use cases. Also, this dissertation proposes a MEC/Cloud Orchestrator
implementation for intelligent deployment selection. Regarding the feasibility of this pro-



viii

posal, B5G testbed is constructed in Ookayama Campus of Tokyo Institute of Technology.
Furthermore, the author conducts proof-of-concept through an outdoor field trial where state-
of-the-art hardware and software are deployed.
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Chapter 1

Introduction

In the last decade, edge computing has discussed and developed rapidly. Edge computing
is an integral part of the computing system and refers to deploying computing resources on the
edge of networks compared to cloud computing. Other computing classifications include fog
computing, which is defined in the same field as edge computing, and mobile edge computing,
which is deployed in mobile networks. Further enhancement of mobile edge computing, Multi-
Access Edge Computing (MEC), including wired/WiFi and mobile, will enable lower latency
and reduced traffic volume. This thesis focuses on MEC, which is a part of edge computing.
This Chapter overviews the MEC system, motivates the research challenge addressed in this
thesis and summarizes our contributions.

1.1 Background

In modern societies, mobile communication services are ubiquitous. Over recent years, mo-
bile traffic in cellular networks has rapidly grown [1] due to mobile devices’ flourishment (e.g.,
Smartphones/Tables, Internet-of-Things (IoT) devices, Augmented Reality (AR)/Virtual Re-
ality (VR)/ Mixed Reality (MR)) and these applications (e.g., multimedia streaming, social
networking, and healthcare). Mobile network data traffic is expected to continuously increase
at an annual average of 46 % and reach 77 exabytes per month by 2022 [2]. To accom-
modate such growth of mobile data traffic, the fifth generation (5G) mobile communication
system adopts the millimeter-wave (mmWave) frequency band higher than 24 GHz, where
rich spectrum resource is available to achieve ultra-high capacity [3,4,5,6]. In addition, beam-
forming technology is exploited to compensate for the coverage shortage of mmWave due to
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the significant path loss. Massive MIMO (Multiple-Input and Multiple-Output) and other
techniques have also been introduced to 5G to enhance simultaneous connections [7] further.
A heterogeneous deployment of small cell mmWave networks onto sub-6GHz macro cells has
been proposed [8,9,10] to take its advantages in 5G fully. However, current leading services
are mainly stemmed from the 3G/4G-driven smartphone platforms. As a result, the ex-
traordinary features of 5G such as ultra-high throughput have not been fully leveraged [11].
Especially, there is no de-facto service or scenario demonstrated in 5G mobile communications
and featuring enhanced Mobile Broadband (eMBB), massive Machine Type Communications
(mMTC), and Ultra-Reliable and Low Latency Communications (URLLC) defined by ITU-R
(International Telecommunication Union) M.2083 [12] in 2015. Therefore, global mobile com-
munication companies scramble to ship 5G services in various domains and gradually release
more functions.

Meanwhile, the shift from Mobile Virtualized Network Operator (MVNO) to Mobile Net-
work Operator (MNO) is progressing [13], , and new operators [14,15] are being established
in markets dominated by the existing mobile network operators. In this trend, virtualization,
which can support everything from Radio Access Networks (RAN) to applications, helps to
quickly provide service at low cost. As a result, various operators [16] can more easily start and
provide mobile services. Thanks to innovation in virtualization technologies, edge comput-
ing enables third-party applications to access network/computing/disk resources in resource
pools without being aware of their physical locations. Hence, various businesses owner can
create and provide mobile services more efficiently.

By utilizing mmWave frequency bandwidth, the 5G system can support the exponential
growth of mobile data traffic demand, which is arisen from the emergence of cloud services
(e.g., YouTube, Netflix, Hulu) that mainly used via WiFi or wired networks (e.g., Ether-
net) [17]. The total traffic in cloud will not only exert pressure on the access side but
also on the backhaul side (likewise referred to as back-net or backbone or transport net-
work) [18,19]. Hence, the backhaul side would become a bottleneck because of the limited
capacity [20,21,22,23]. Besides, since the small cells’ coverage gets shorter at the higher
frequencies, a large number of small cells and backhaul links (e.g., optical fiber) should be
deployed, resulting in large capital expenditure (CAPEX). The penetration rates of optical
fiber in most countries are still at deficient levels [24]. Even though the mmWave access is in-
troduced in such a low-capacity backhaul network, the system throughput will be constrained
due to the backhaul side’s bottleneck. In Beyond 5G (B5G) era, various services are going to
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appear, such as automated driving, public safety utilizing the unmanned aerial vehicle (UAV),
4K video streaming, virtual/augmented reality (VR/AR), etc [25,26,27,28]. The amenity of
these applications is sensitive, especially to the end-to-end (E2E) latency.

The current mobile network structure is shown in Fig. 1.1(a). Besides the backhaul bot-
tleneck, the E2E latency increases since the application traffic are processed in the cloud.
As a result, the Quality of Service (QoS)/quality-of-experience(QoE) requirements cannot be
satisfied.

Self-driving vehicles may collide, and drones may lose control, which cause fatal accidents.
To eliminate the backhaul bottleneck and reduce E2E latency, we focus on Multi-Access Edge
Computing (MEC), [29,30,31,32,33,34,35,36,37] deployed at the edge of the network as shown
in Fig 1.1(b). Thanks to the innovation in virtualization technologies, the application services,
computing resources, and storage resources currently on the cloud side are migrated to the
MEC side. It can achieve low E2E latency, reduced backhaul traffic load, and high-speed
cache downloading.

Various organizations are established owing to the prospect of MEC, such as Open Edge
Computing Initiative [38], Open Fog Consortium [39], Automotive Edge Computing Con-
sortium (AECC) [40], millimeter-wave Edge cloud as an enabler for 5G ecosystem (5G-
MiEdge) [41], European Edge Computing Consortium (EECC) [42], Edge Computing Consor-
tium [43], etc., to investigate further and standardize this novel technology. Although testbeds
and Proof-of-Concepts (PoCs) have been implemented worldwide [44,45,46,47,48,49,50,51,52],
the feasibility and evaluation of this technology into real products and services are still un-
clear, especially from the operators’ perspective. Most of the state-of-the-art work in 5G and
beyond only show the potential benefits of MEC in terms of technical issues [53,54,55,56].
Since the 4G era, consortia and organizations of interest have been devoting efforts to pro-
moting MEC as seen in demonstration experiments and press releases [57,58,52,50]. However,
no valuable service has been delivered yet. Its discussions are still ongoing while the 5G
service has started. As stated in Ref. [59,60,61,62], for its reason, new infrastructures are
required to be installed to deploy MEC because current mobile networks have not been well
compatible with virtualization technology. Besides, key use cases are eagerly awaited, and
management and operation strategies for MEC applications should be clarified.

On the other hand, the 3rd Generation Partnership Project (3GPP) has involved MEC as
local data networks in the architecture design from Release 15 [63]. It defined the N3 interface
to associate MEC with the User Plane Function (UPF) of 5G Core (5GC) and designed a
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(a) Problem of B5G cellular networks (w/o MEC).

(b) Benefits of Beyond 5G MEC cellular networks (w/ MEC).

Figure 1.1: Architecture of B5G MEC-assisted cellular networks.
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Figure 1.2: Basic benefits of MEC compared to cloud System.

local breakout for data traffic routing. Moreover, in globally published white papers on B5G,
MEC employing virtualization technology has been acknowledged as one key enabler and an
essential architectural network component.

In general, discussions regarding MEC are centered on technical implementation. There is
a few debates concerning MEC business models like “Who will use” and “How to use”. Existing
operators try to develop MEC service scenarios, but the business model for cooperation with
existing cloud services designed by other players has not yet been formed. That is why MEC
was under consideration since 4G has not delivered any de-facto service, and it is hard for
third-parties to deploy their applications freely. In addition, previous studies rarely refer to
the operators’ challenging decision of whether and how to install MEC in cellular networks
due to the uncertainty of reward from their MEC investments. The realization of killer
applications running on MEC could attract its attention in an absolute sense.
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1.2 Related works

This section introduces the background of MEC, as shown in Fig. 1.2, from its origin and
surveys existing related research on the key technologies of MEC to highlight their differences
from this thesis. Table 1.1 summarizes all related works mentioned in this section, and the
details are described in each Chapter.

1.2.1 The birth of MEC

Cloud computing (or cloud service) is the opposite system of the on-premise, which owns
the IT infrastructure. The terminology “cloud service” is referred to by Google CEO Eric
Schmidt in 2006 [64]. Since the early 1990s when internet services started blooming [65],
similar systems such as Application Service Provider (ASP) have conducted considerable
trial and error. Meanwhile, the history of virtualization technologies dates back to 1972, when
IBM released the System/370 as a mainframe [66]. Twenty-six years later, Professor Mendel
Rosenblum of Stanford University established the technology stack to virtualize x86 CPU
systems [67], so the prospects of commercialization were set up. Under the fast development
of OS/hardware, the hypervisor was released [68], and it has been widely used since 2008.
As a key enabler of cloud computing, virtualization technologies facilitate the penetration of
cloud services significantly [69].

Thanks to virtualization technologies, the orchestrator can quickly deploy applications and
operates applications via API (Application Programming Interface) anywhere in a COTS
server on the network anytime. In addition, fog computing is a concept advocating the
deployment on the network side instead of the cloud [70]. In this background, ETSI has
proposed mobile edge computing in 2014 [71]. The difference between fog computing and
mobile edge computing is the proximity level to the terminal side. Mobile edge computing
is closer to the terminal side and can process the GTP-U (GPRS Tunneling Protocol User
plane) packet. Furthermore, the birth of MEC in 2017 targets accommodating non-cellular
networks such as wired networks and WiFi to mobile edge computing [72].

1.2.2 MEC architecture studied

In this thesis, the role and location of MEC are both discussion themes. The related research
and investigation results are shown below. In Ref. [73], MEC is regarded as one of the types
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Table 1.1: Comparison of Related Technical Works on Several Perspectives

Aspect Ref Main Contribution

Trajectory
of MEC

[64,65,66,67,68,69]
The history of cloud computing is summarized.
(From computing to virtualization.)

[70]
Fog computing was deployed as the first
concept of deployment in the network edge side.

[71,72]
MEC supports cellular networks
and non-cellular networks.

MEC
Architecture

[73]
Edge/Fog Computing Proposal
Concept-Based Architecture.

[74,75,76] MEC deployment scenario is in front of Core function.

[77,78,79]
Function level architecture such as DNS, Information-
Centric Networking,etc.

[80,81,82] C-V2X specialized architecture have been discussed.

MEC/Cloud
Computing
Cooperation

[83,84,85,86,87,88]
Offloading cooperation such as latency and
power consumption with several architecture models.

[89,90,91]
Distributed computing discussion such as
Hierarchical Edge Cloud Design, Multi Layers processing.

PoC,
Test-Beds,
Implementation

[92,93]
Describes the MEC orchestrator and
signaling for service provision.

[94,95]
Demonstration of edge computing:
Distributed edge computing.

[96,97,98,99]
Platform controller has been discussed about
implementation comparison of Fog Computing/
cloudlet/MEC.

[100,101,102]
Application implementation (e.g., AR)
as an edge computing.

MEC
Business

[103,104,105]
Several Consortiums have been discussed about
business model
and established several Open Labs.

[106,107,108]
Legacy Telecom Operator scenarios in MEC
have been discussed
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of Edge Computing where architecture, including Edge/Fog Computing, is proposed. There
is a concept-based discussion, but it does not refer to the players. In the architecture shown
by ETSI in Ref. [74,75], it is possible to deploy MEC in front of the core functions. Ref. [74]
mainly shows an example of use cases where the MEC holder is an existing operator, but it
does not specify MEC location. Ref. [75] discusses the collaboration between multiple legacy
operators but does not discuss other players such as local players or third parties. Although
Ref. [76] makes architectural proposals focusing on MEC’s NFV capabilities, it has not dug
into the specific component level. Ref. [77,78,79] are summarized from the viewpoint of MEC
functions. In Ref. [77], there is a discussion about how to operate DNS on the architecture to
reduce the connection latency to MEC. There is a discussion focusing on ETSI architecture
regarding MEC deployment in Ref. [78]. In addition, in Ref. [79], an architectural discus-
sion combining Information-Centric Networking (ICN) and MEC is provided. Using case
studies, the literature [80] discusses the architecture specialized for C-V2X (Cellular-Vehicle
to Everything). In Ref. [81], a list of functions required for V2X data communication is
summarized from the viewpoint of network connectivity. Furthermore, in Ref. [82], those nec-
essary functions are subdivided into four functional layers/levels (Data Center/MEC/Road-
Side Unit/User Equipment (e.g., Car)). However, the division of responsibilities is ambiguous
because the role of the architecture has not been identified. The differences between the
above-related work and this thesis cover the viewpoints of each function. Most significantly,
this thesis answers who possesses the functions.

1.2.3 MEC/Cloud computing cooperation

Sharing computing resources with MEC and cloud is one of the key technologies; in other
words, applications continue to be provided by MEC or cloud deployed without being aware
of their physical location. So far, various discussions have been held regarding offloading using
MEC and cloud [83,84,85,86,87,88]. Ref. [83,84,85] have simulated a basic computational
model that divides processing tasks between MEC and cloud to minimize latency or power
consumption. In addition, a more complicated definition of objective function and analysis
considering the queue of computing processing is performed in [86,87,88].

On the other hand, distributed computing is also discussed by giving MEC architecture
in hierarchical design [89,90,91]. Ref. [89] proposes a hierarchical edge cloud that distributes
and deploys computing to reduce the amount of traffic on the backhaul side. Further, in
[90], the data sent by User Equipment (UE) is once aggregated on MEC, and MEC performs
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the first-order analysis of the aggregated data. By transferring only the first-order analysis
results to the cloud side, a hierarchical edge architecture is adopted to reduce the amount of
traffic in the backhaul network and analyze unique data locally. In addition, data collected by
MEC/cloud is stored in multiple different layers of information such as dynamic-map wherein
essential map information and time-varying data are embedded. An architecture that links
mapping information to applications that enable distribution and linkage of data from the
cloud to each MEC is also being considered [91]. According to the related research mentioned
above, the current deployment of applications in MEC or cloud is used to image catalog. Since
micro-services that divide application functions have already attracted attention, in Beyond
5G, deploying what is needed at the required location and time will be necessary without
being aware of each application function’s site (MEC or cloud).

1.2.4 MEC implementation & verification

We will discuss two points in the various implementations of MEC: the orchestrators and the
PoC being done worldwide. First, regarding orchestrators, in Ref. [92], the MEC Service
Function (MSF) is considered an orchestrator. Furthermore, it is discussed that in MSF,
applications are deployed either in the MEC or the cloud. Also, [93] describes signaling to
MEC and discusses how users connect with MEC applications. However, based on the above,
there is no discussion about who will hold what functions as MEC/Cloud Orchestrator, and
this is an important issue to be discussed. Thus, this thesis proposes who should have what
functions in the MEC/Cloud Orchestrator.

Next, in Ref. [94], the performance is evaluated by implementing the edge computing
system in a chip-set. Ref. [95] implemented a framework linking edge computing and cloud
computing as a use case. In addition, some other researchers have implemented prototypes
for IoT devices [96]. There is also an example of implementing a controller for an edge
computing platform. For example, Ref. [97] implements container-based Network Functions
Virtualization Infrastructure (NFVI) control using Kubernetes. [98,99,100,101,102] discuss
the comparison of Fog computing, cloudlet and MEC. Regarding application implementation
in edge computing, some studies implemented and demonstrated experiments focusing on
Augmented Reality (AR) and image analysis and discussed processing effectiveness at the
edge. Based on the above explanation, it is not easy to understand the effect of MEC on PoC
because the system has not been implemented in terms of E2E. So it could not evaluate the
effect of MEC on PoC by comparing the performances offered by the E2E network without
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any MEC and offered by the MEC deployment. Therefore, in this thesis, the system is
implemented in E2E and deployed in the outdoor field. By evaluating PoC, we validate MEC
in E2E and show its effectiveness.

From the above, we will briefly explain the differences between the two points of the
edge computing demonstration experiment and the implementation of the orchestrator, re-
spectively. There is no discussion about the kinds of applications running on virtualization
platforms in edge computing regarding the former. Therefore, the effect of edge computing
is difficult to understand because it is not implemented based on the architecture discussion,
even in the demonstration experiment. Regarding the latter, the use case of orchestrator
has not been defined, but only virtualization control is implemented. Still, it is a known
technology, and there is some discussion about the orchestrator, including Management and
Orchestration (MANO). However, there are still many uncertainties regarding E2E system
implementation and design of MEC/Cloud Orchestrator, including scenarios.

1.2.5 MEC business discussion

Trend surveys on service use cases using MEC with players are described in this related re-
search. There are several contents in the service use case. For example, it is about efforts
and business models, such as establishing a consortium and collaborating with several compa-
nies to verify new technologies with PoCs and submit/propose a requirement definition to a
standardization such as 3GPP/ETSI/ITU-R. 5GPPP (5G Infrastructure Public Private Part-
nership), established by the European Commission, which is the policy body of the European
Union, proposed the use cases of MEC and described the advantages of MEC architecture
and virtualization [103]. In addition, the open EDGE computing consortium has built the
Living Edge Lab as a Hands-on project, focusing on new technology verification such as ap-
plication and platform tool verification for Edge and architecture verification [104]. There is
a movement to establish an open lab and prepare an environment where an open lab could
perform various PoC verification immediately. In the past, it was a flow of conducting desk
studies and simulations, designing, and PoC. However, with the variety of tools (e.g., Open
Source Software) and prototypes (e.g., Arduino) available today, the software can quickly
realize ideas. Therefore, it changes to agile-type research and development that repeatedly
develops the prototype of the research idea and verification [104,105].

However, it is not easy to plan a strategy for deploying MEC from the viewpoints of op-
erators who introduce MEC. Hence, it is necessary to show the pros and cons of MEC not
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only from the technical aspects but also from the business aspects. Unfortunately, regarding
the business model, only quite a few studies have discussed business aspects of MEC from
operators’ viewpoints. Several works investigated the use cases and the potential of operators’
revenue regarding MEC [106,107,108]. Ref [106] proposed some use cases of MEC in 5G net-
works, and it mentioned the potential revenue growth for only operators with the deployment
of MEC. In [107], the 5G ecosystem’s business model with some use cases was proposed when
new technology such as MEC is initiated in an existing market. Finally, regarding the ben-
efit of MEC, state-of-the-art MEC deployment research was conducted in [108]. It mentions
future research directions from the technical viewpoints. However, they only assumed the
potential revenue growth without open data for validation. In conclusion, there is a problem
that these s have many conceptual levels and are not yet mature because there are many
uncertainties about the specific method of deploying the application possessed by the third
parties.

1.3 Summary of contributions

This thesis develops a new paradigm scheme for MEC-assisted Beyond 5G Ecosystem by cop-
ing with the mentioned two problems: (1) "Who will use"; Unclear the benefits and business
model of MEC deployment (2) "How to use"; Unclear the operation point of view regarding
whether and how to install MEC in networks. First, in numerical analysis, user distributions
based on uniform distribution are deployed on the heterogeneous network for hotspots and
others. Then, a traffic model is generated according to the place of user deployment. Also,
a wireless propagation environment model is developed, including correlations of the user’s
location. Then, these produce an overall network close to the real environment, considering
the traffic model and user distribution. Thus, as mentioned above, it lays the foundation
for designing the ecosystem to establish the E2E design. The offloading model in the case
of MEC and cloud deployments is then defined to develop a new MEC ecosystem. Here, we
will create an objective function that minimizes the cost model from the end user’s perspec-
tive, rather than the traditional selection method with the minimum latency as offloading.
Furthermore, we will consider multiple providers during the evaluation process and evaluate
them by playing a strategy game to make the evaluation method more feasible and divide it
into various conditions. The approach mentioned above enables the establishment of a new
MEC ecosystem, shows the superiority of each business, and clarifies "Who will use."
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On the other hand, we develops a design for MEC/Cloud Orchestrator. While the main
focus is on the use case of MEC and the cloud coexist, some ideas are also applicable for other
use cases such as MEC held by each operator. The MEC/Cloud Orchestrator is designed to
be divided into two types of management methods: a centralized management method that
manages MEC and the cloud together and a distributed management method that works with
MEC and the cloud separately. To verify the design and development effectiveness, we designs
the PoC field for Beyond 5G as an E2E design. Based on the scheme, we deploys the PoC
field and the B5G Edge Cloud at the Ookayama Campus of Tokyo Institute of Technology.
With this PoC field, the potential of MEC is clarified. Most importantly, the design and
results are shown as "How to use."

Here it is noted that the definition of End-to-End in this study covers Layers from 0
(Physical) to 7 (Application). End-to-End means that the terminal requests the necessary
traffic for each application, receives the data at the MEC/Cloud side, processes the data, and
replies.

• Chapter 2: Design of B5G MEC Cellular Network Architecture

1. Introduce basic and general MEC based on technical; The Birth of MEC, 3GPPESTI
Standard Direction, and the research overview.

2. Discuss the system model of MEC architecture and describe the E2E latency model,
including wireless, fixed, and computation latency; The most important part of
the research on MEC is the system model. Therefore, we will discuss the technical
development of MEC and explain the system model. The formulation of the E2E
delay will be described to evaluate the system model quantitatively. Finally, this
section is summarized in conclusion.

– This work is published in

∗ J. Nakazato, Y. Tao, G. K. Tran and K. Sakaguchi, “Revenue Model with
Multi-Access Edge Computing for Cellular Network Architecture,” IEEE ICUFN,
2019, pp. 21-26.

• Chapter 3: Market Analysis of MEC-Assisted Beyond 5G Ecosystem: ‘Who‘

1. Discuss target use case scenarios and system details; In particular, the discussion
will focus on delay and cost optimization as a model for a viable ecosystem. The
section of the letter will also clarify each operator’s role in the ecosystem.
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2. An objective functions and simulation evaluation for each operator in the ecosys-
tem is performed. At first, this section will discuss only private/local operators to
evaluate the trend of increasing revenue as MEC increases. Then, after the pro-
posed objective function is valid, we will discuss the object function of backhaul
owner, including the private/local operator and cloud owner. Finally, this section
will be discussed those results and summarized in this section.

– These works are published in

∗ J. Nakazato, M. Nakamura, Y. Tao, G. K. Tran and K. Sakaguchi, "Ben-
efits of MEC in 5G Cellular Networks from Telecom Operator’s View
Points," 2019 IEEE Global Communications Conference (GLOBECOM),
2019, pp. 1-7.

∗ J. Nakazato, M. Nakamura, T. Yu, Z. Li, G. K. Tran and K. Sakaguchi,
"Design of MEC 5G Cellular Networks: Viewpoints from Telecom Opera-
tors and Backhaul Owners," IEEE ICC, 2020, pp. 1-6.

∗ J. Nakazato, M. Nakamura, T. Yu, Z. Li, K. Maruta, G. K. Tran, K.
Sakaguchi, “Market Analysis of MEC-Assisted Beyond 5G Ecosystem,”
IEEE Access, Vol. 9, pp. 53996-54008, March 2021.

• Chapter 4: Proof-of-Concept for Fully Virtualized MEC Beyond 5G: ‘How‘

1. The background of MEC/Cloud Orchestrator and architecture are explained. In
particular, this section is described the required function and diagram and orga-
nizes the players, and roles are also included.

2. Propose an implementation scheme and details of the MECCloud orchestrator.
Several implementation schemes based on use cases are proposed. In addition, a
network architecture in E2E is designed and deployed on Ookayama campus as an
outdoor field. Finally, the performance of MEC in the deployed environment is
evaluated.

– These works are published in

∗ J. Nakazato, Z. Li, K. Kubota, K. Maruta, K. Sakaguchi, and S. Masuko,
"Fully Virtualization Edge Cloud towards B5G/6G,”EuCNC/6G Summit,
2022.
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Figure 1.3: The structure and brief contribution of this thesis.

∗ J. Nakazato, M. Kuchitsu, A. Pawar, S. Masuko, K. Tokugawa, K. Kubota,
K. Kazuki, K. Sakaguchi, “Proof-of-Concept of Distributed Optimization
of Micro-Services on Edge Computing for Beyond 5G,” IEEE VTC Spring,
2022.

∗ J. Nakazato, Z. Li, K. Maruta, K. Kubota, T. Yu, G. K. Tran,K. Sak-
aguchi, S. Masuko, “MEC/Cloud Orchestrator to Facilitate Private/Local
Beyond 5G with MEC and Proof-of-Concept Implementation,” Sensors
2022, 22, 5145.

1.4 Organization

The rest of the thesis is organized, as shown in Fig. 1.3. Chapter 2 introduces the direction
of 3GPP/ETSI standard to help readers understand State-of-the-Art (SOTA) MEC trends
and highlight the contributions of this thesis. In addition, our proposal’s basic architecture is
described in this Chapter. Chapter 3 proposes B5G MEC ecosystem and a new operator as
a private/local operator. Furthermore, we create each operator’s revenue morel and evaluate
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them. In evaluation, we also propose two E2E optimization models; one is latency, and the
other is the cost model. In Chapter 4, MEC/cloud Orchestrator is presented and describes
the implementation with network diagrams and sequences. Besides, E2E architecture and
PoC environment are explained. Finally, we conclude the thesis and describe some potential
future research venues in Chapter 5.
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Chapter 2

Design of beyond 5G MEC cellular
network architecture

2.1 Standardization

This section describes standardization trends related to MEC. First, the reference architec-
ture [109] that has been discussed at ETSI is shown in Fig. 2.1. This figure includes func-
tional entities (e.g., MEC host, MEC Platform) and reference interfaces (e.g., MEC Platform
(Mp). The reference architecture, as shown in this figure, has two domains; service domain,
management domain. The service domain has several components; MEC platform, MEC
Applications, and Virtualization infrastructure, which provides virtualization resources (e.g.,
compute, network, storage). On the other hand, in the management domain, MEC host level
and MEC system level are included. Reference points have several roles; MEC platform (Mp),
management (Mn), and external entities of the MEC system (Mx). Each reference point has
been mentioned in Ref. [109]. In this point, southbound interfaces include Mp2, Mn6, and
Mm4. Meanwhile, Mx1 and Mx2 are northbound interfaces. The Data Plane function in
virtualization platform is key to achieving low latency in MEC, converting user plane with
GTP capselling to the IP layer, and handling traffic to the MEC application. The Traffic
Rules control function in MEC platform can change traffic to the destination of the traffic.

Figure 2.2 shows the basic architecture of the 5GC [63]. In this figure, the 5GC architec-
ture is divided into functional levels compared to the 4G EPC (Evolved Packet Core). Here,
the functional level is similar to the concept of microservice architecture. Therefore, it is
assumed that 5GC will be deployed on virtualization. The virtualization platform is shown
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Figure 2.1: MEC Reference Architecture [109]

in Fig 2.1, and the UPF of 5GC is shown in the Data Plane. Therefore, UPF has a function
to de-capsulate GTP in the user’s Data Plane and is connected by MEC application with n6
interface. On the other hand, MEC Platform holds the external interface, so NEF (Network
Exposure Function), AF (Application Function), etc., are similar. Hence, in 3GPP, responsi-
bilities are classified by layer, but in the future, it will be necessary to study end-to-end, and
MEC, which is discussed in ESTI, will need to be jointly studied.

2.2 System model

This section describes the system model assumed in this thesis, i.e., network architecture,
E2E latency in the traffic model, and end-user’s perspective.
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Figure 2.2: 5GC Reference Architecture [63]
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2.2.1 Network architecture

Figure 2.3(a) shows the overall network architecture of the proposed ecosystem architecture
consisting of fronthaul (access), backhaul, and cloud. Creating an ecosystem model in MEC,
this network architecture is divided into a telecom operator holding the fronthaul side and a
backhaul owner with optical fibers that can be loaned to other operators, e.g., dark fibers.
Hence, telecom operators can rent the existing backhaul from its owner without laying their
private backhaul so that the current resource could be more effective. In this thesis, we
propose an ecosystem model for telecom operators with only fronthaul and MEC in hotspot
places containing many people, such as airports, stadiums, live events, etc., as shown in
Fig. 2.3(b).

In the fronthaul side, we consider the HetNet structure, where mmWave small cells are
deployed inside a conventional macrocell, again interfered with by six surrounding macrocells.
we assume the network architecture model proposed in [108], where the macrocell is 3GPP
(Third Generation Partnership Project) RAN (Radio Access Network), and the small cell
is either 3GPP or non-3GPP. The small cell is deployed to cover the traffic concentration
area, i.e., hotspot. The small cell has 6-sector mmWave access, backhaul, a wired backhaul
link, and MEC. For example, the protocol and frequency band used are the same as those
in [110], and the protocol of small cells is based on the IEEE 802.11ad standard [111] in order
to use the unlicensed band so that telecom operators could immediately deploy the services.
The frequency band of this standard has 4 sub-channels of 2.16 GHz bandwidth in the 57-66
GHz band. In this study, we use only one of the 4 sub-channels for 3-sector on the access
side. In each sector, the transmit signal from a small cell is directed to the desired user by
beamforming using massive antennas equipped in small cell BSs.

Application services such as video delivery, big data analysis (task offloading), etc., which
require a large amount of MEC processing resources, are provided when users stay at each
hotspot. If the user moves to another destination, this thesis assumes the application migrates
to the user’s next destination based on the user’s context information such as location, required
application, traffic information, etc. [110].

2.2.2 Mobility model among hostspots

we describe the mobility model among various types of hotspots, and this proposed model is
developed in [110]. It is assumed that the user movement characteristic changes against the
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(a) Overview of Network Architecture

(b) Fronthaul and MEC are deployed in the service

Figure 2.3: Network architecture of MEC ecosystem model in cellular networks
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Figure 2.4: Example: User deployment in macro cell.

type of hotspots and time. There are various hotspot types, and the probability of destination
transition to be selected as the destination varies depending on the hotspot types. The user’s
destination is determined using the Markov chain model [112].

At first, we explain the deployment of the user. Each number of hotspot user hu is decided
as below:

hu = αNu

hn

(2.1)

where α is the ratio of the number of users in hotspots to the total number of users, Nu is
the total number of users, and hn is the number of hotspots in one macro cell. At first, the
location of the user will be determined to be inside or outside the hotspot within macrocell.
Next, assume that the coordinate of the user is generated randomly based on the uniform
distribution within the determined area. Figure2.4 shows the deployment of the users inside
and outside the hotspot within macrocell.

Second, two types of hotspots are considered in this thesis i.e., temporary and long stay,
with their corresponding probability of destination transition of the mobility model. As shown
in Fig. 2.4, the red circles indicate a temporary stay place such as a station, and the blue
circles indicate a long stay place such as a shopping mall. The probability of destination



23

Figure 2.5: Destination probability using Markov chain model.

transition for hotspot is set to value depending on the type of hotspot and the distance to
user’s stay place in Fig. 2.5. Furthermore, referring to the relationship between the probability
and distance among hotspots, the probability is set to four hotspots, including the user’s stay
place where the distance is close to the hotspot in the user stays. When the probability of
destination transition should be decided in more detail, it is necessary to determine based
on human behavior science. In this thesis, we assume that the probability of destination
transition is set to static parameters depending on the characteristic of hotspots. Hence, we
define the probability of destination transition matrix A as follows:

A =



p11 · · · p1j · · · p1n

...
. . .

...

pi1 pij pin

...
. . .

...

pn1 · · · pnj · · · pnn


(2.2)

where n is the number of the hotspot, and pi,j represents the probability of mobility destination
from the user’s location hotspot i to the destination hotspot j.

The user mobility algorithm, as shown in Fig. 2.6 is as follows:

1. The user selects destination based on the transition matrix A depending on deployment
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Figure 2.6: User mobility algorithm flow chart.

place such as inside or outside hotspot.

2. The user moves at a constant speed to the destination on the shortest route and stays
there for a specific time.

3. After staying time, the user selects the destination based on the destination transition
matrix A for the next destination again and again.

This 3rd step is repeated to finish the evaluation time. As an example, the movement result
of one user in our simulation is shown in Fig. 2.7. The user’s initial position is shown in
the green circle, and the red square points to the final position. In this example, the total
number of destinations is three during the evaluation. In addition, the user’s movement path
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Figure 2.7: Mobility Model among Hotspots.

is shown in the blue line. Table 2.1 shows the parameters of the proposed mobility model.
The staying time is set to 30 s, which is larger than the traffic interval (= 8 s) because we
assume that UE moves to other hotspots after the traffic demand happens. In the future, to
make the movement model closer to the real environment, such as downtown, the probability
distribution of destination hotspots will be considered time-variant because the number of
hotspots changes with time.

2.2.3 Traffic model

Since the user traffic distribution model has been presented in [110,113], we only briefly
explain it. This model is based on user traffic data measured in Shibuya in 2012. By fitting
the gamma distribution of this model, a highly accurate traffic distribution could be created
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Table 2.1: Parameter of Mobility Model

Parameter Value
User Speed 3 m/s
Road Interval 10 m
Staying Time 30 s

Table 2.2: Gamma distribution parameters

Parameter Value
Shape parameter k 0.2892
Scale parameter θ 2.012 × 108

and defined as:

f(x) = xk−1 exp(−x/θ)
Γ(k)θk

(2.3)

where k is a shape parameter, θ is a scale parameter, and Γ(·) is a Gamma function.
In addition, the shape parameter k will not change in the future, and the average traffic

value could be controlled by the scale parameter θ. This thesis assumes that traffic has in-
creased by 1000 times in 2020, summarized in Table 2.2 since the traffic data was measured
in 2012 because it is expanding twice exponentially. As shown in Fig. 2.9, traffic data were
created by this model, and QoS Class Identifier (QCI) defined in LTE (Long Term Evolu-
tion) [114] was mapped to it. And the average generation interval of the average traffic packet
is 8 seconds based on exponential distribution. It is assumed that the traffic data quantity
depends on the user movement status. The small traffic data is sent to the macro cell while
the user is moving, and the enormous traffic data is sent to the small cell side when the user
is stationary at the hotspot.

2.2.4 E2E latency model

Low-latency services such as automated driving, Vehicle-to-X (V2X), Augmented Reality
(AR) conference and streaming 4K/8K media are introduced as services utilizing MEC [115,
116]. Hence, it is necessary to consider not only the latency in the wireless layer, but also
the total latency, i.e., E2E latency including the service viewpoint. Meanwhile, the current
mainstream services are being migrated from on-premises servers to the cloud [117] to reduce
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Figure 2.8: Traffic Model Example.

CAPEX and OPEX. In other words, most of the processing that should have been executed
on the UE host side is performed on the cloud side. According to service requirements such as
latency, the MEC conceptions further enable more flexible computation resource distribution
other than cloud.

Here, macrocell UE’s E2E latency since hotspot UE’s E2E latency is the main focus of this
thesis. Previously, various approaches have been studied so far for the E2E latency [32,86,88].
The optimization problem is dealt in [32] with a that minimizes the total power consumption
subject to E2E latency. In [118], the proposal of the algorithm including the latency of the
queuing theory in the MEC server was implemented. Task scheduling is proposed in [118] by
delay control. Hence, we assume that each user’s computation related to various applications
should be processed at MEC or cloud to decrease E2E latency. we assume that the UE
executes only simple processing of the web brow application. MEC manages other heavy tasks
of applications, thus UE energy cost can be minimized. There are two ways to consider the
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Figure 2.9: E2E latency model.

MEC original E2E latency discussion and optimization of E2E, including MEC and Cloud. In
the beginning, the MEC original E2E latency will be discussed, and the latter will be discussed.
While, MEC has possibility to achieve stable communication conditions by performing( or
conducting ) E2E communication. This will will be discussed in Chapter 4.

2.2.4.1 MEC original E2E latency

In this subsection, the E2E latency t(k, j) from UE k-th to MEC server j-th consists of four
contents as shown in Fig. 2.9:

i) The time tk,i [sec] denotes the time duration in the wireless communication required for
the k-th UE to send all information bits bk [bits] to the i-th small cell (i = 1, . . . , Nh).

ii) The time tpi,j [sec] indicates the number of hop count p from the small cell i-th to the
MEC server j-th.

iii) The time tk,j [sec] is the computation latency taken in the j-th MEC server location
(j = 1, . . . , Nh). Computation resource is expressed as fk,j [CPU cycles/sec] which is
assigned to the j-th MEC server. wk [CPU cycles] represents the task converted from
information bk [bits]. Here, computation task weight δ [CPU cycles/bit] is the ratio of
computing tasks to bits. j-th MEC server is deployed on the i-th small cell.

iv) The time tpj,i is same as step (ii) and return back to the small cell i-th from MEC server
j-th.
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v) The time ti,k represents the result back to the UE k-th from MEC server j-th via the
small cell i-th.

These formula are defined as:

tk,j = tk,i + tpi,j + tk,j + tpj,i + ti,k (2.4)

i) The time tk,i is given by:

tk,i = bk

Bilk,i

(2.5)

where Bi is the available bandwidth for small cell i-th, lk,i in bps/Hz is link capacity of
UE k-th from the small cell i-th based on SINR [113].

ii) The time tpi,j based on the emprical mode of TCP in [119] is expressed as:

tpi,j = [log1.57 Np + f(ploss,RTT)Np + 4ploss log1.57 Np + 20ploss + (10 + 3RTT)
4(1 − ploss)Wmax

√
Wmax

]RTT/2

(2.6)

f(ploss,RTT) = 2.32(2ploss + 4ploss2 + 16ploss3)
(1 + RTT)3 N + 1 + ploss

RTT103 (2.7)

where Np denotes the number of packets (=(bk/8)/MSS), ploss is the packet loss, Wmax is
the maximum size of the congestion window, MSS is the maximum segment size. Table
2.3 shows the parameters given in Eq.(2.7).

iii) The time tj,k is execution time at MEC server j. The equation of tj,k is given by:

tj,k = wk,j

fk,j

(2.8)

where fk,j is the deployment resource of MEC server j for the user k.

iv) tpi,j is the same as Eq.(2.7); the only differential point is the packet size Np because the
data bk is executed by MEC server and changed analysis data.

v) ti,k is result of send bit data bk from UE k-th to MEC server j via small cell i and
typically only accounts for a negligible partition of the overall latency, and thus it is
assumed to be a fixed value.
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Table 2.3: PARAMETER OF HOP COUNT TIME

Parameter Value
MSS 1460
Wmax 300
ploss 0

Table 2.4: SIMULATION PARAMETERS

Parameters Value

Number of UE (Nu) 2,000
Number of BS (Macro∗1/Small∗1) 1/9
Number of BS sectors (Macro/Small) 3/3
Antenna Height (Macro/Small/UE) 25/10/1.5 m
Carrier frequency (Macro/Small) 2.1/60 GHz
Bandwidth (Macro/Small) 10 MHz/2.16 GHz
Tx power (Macro/Small) 46/10 dBm
Radius (Macro/Small) 500/80 m
Channel Model [120] QuaDRiGa
Traffic model Poisson origination
Offered load 62 Mbps /hotspot

∗1 : Macrocell, ∗ 2 : Smallcell

we assume that Hop count time is not included in the E2E latency calculation in this
thesis because the network configuration of the MEC in Fig. 2.3(b) is deployed in each small
cell. However, in the future, hop-count calculation in Eq.(2.7) is needed to construct the
algorithm which decides the traffic destination direction depending on the MEC calculation
resource, wireless and wired traffic resource, etc. In addition, E2E latency has no impact from
user mobility when mobility has happened because we assume that the user is moving to the
other hotspot and the application is moved to user destination by orchestrator [110].

Regarding E2E latency in MEC, we analyze the effectiveness of the proposed Eq. (2.4)
and the number of MEC is changed in different condition. The users are deployed in evaluated
macrocell based on Fig 2.4. The average traffic demanded of each user is 62 Mbps in each
hotspot based on Eq.(2.3). The QuaDRiGa channel model [120] which is an extension of the
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Figure 2.10: E2E latency when varying the latency in MEC (=β).

3GPP model [91] is used. The relation between deployment resource cycle f(k, j) in MEC j

to the user k-th and task requests wk converted from traffic demanded of the user k-th could
be shown in β(= wk/fk,j), and this value is the condition value in this simulation. Moreover,
if the only β is changed, the processing time in MEC is changed .based on Eq. (2.8) At this
time, β is changed from 0.1 to 1.0. The rest of simulation parameters are listed in Table 2.4.

Figure 2.10 shows the E2E latency when β and the number of MEC vary. In this figure,
as the number of MEC increases, the E2E latency is getting low compared to the number of
the condition where no MEC is installed. It can be seen that the required number of MEC
increases as the execution time in MEC gets slow, but the benefit on the E2E latency is
getting decreased. If the number of MEC is further increased, the difference in E2E latency
is approximated only to the execution time in MEC. Hence, in this thesis, the optimization
of the number of MEC is needed from a business viewpoint.
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2.3 Conclusion

In this chapter, we provided a discussion on the architecture of MEC, which is referenced
in the following chapters. Specifically, we first discussed the reference architecture of MEC
in the latest standardization trends (3GPP, ETSI), interfaces within the architecture, use
cases, its position in the overall network, and its relevance to edge computing in 5GC. Next,
the proposed architecture of MEC, taking into account use cases based on standardization
trends, was discussed. In the discussion, the low latency of E2E in MEC was formulated,
and we explained each equation and parameter. Finally, based on the proposal equations, we
also evaluated them by numerical analysis. The evaluation results found that increasing the
computing resources can obtain a delay reduction trend, but the benefits obtained become
smaller when more resources are added.
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Chapter 3

Market analysis of MEC-Assisted
beyond 5G ecosystem

3.1 Motivation

The main goal of our proposal is to build the new ecosystem with MEC, and to analyze
the optimization of MEC resource deployment to show the benefit from new scheme telecom
operator’s viewpoints. In this section, we explain motivation why the MEC ecosystem is
required.

Nowadays, Cloud services (e.g., AWS) have been the mainstream, but a different business
model from the formal business model will appear with the utilization of MEC. Meanwhile,
Mobile Virtual Network Operators (MVNOs), which offer mobile internet access services with-
out facilities, have been participating in the market where mobile carriers were monopolized
until now. Based on these, it is assumed that a new telecom operator who owns only the
fronthaul and MEC such as local 5G will appear and could rent the existing backhaul from
backhaul owner without laying their private backhaul, and for the backhaul owner, it only
needs to prepare sufficient backhaul capacity.

As a discussion, to accelerate the deployment of MEC, we propose an ecosystem of MEC
and optimize the several resources from several different operators.
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Figure 3.1: System overview classified into each player.

3.2 System Description

Fig. 3.1 depicts the system architecture of our interest where it involves three players: Pri-
vate/Local operators, legacy telecom operators/service providers, and cloud owners. The
figure also indicates the business field managed by each player.

Private/Local operator does not refer to a current mobile network operator (MNO) but
to a future regional-specific individual business owner (e.g., local government, airport owner,
theme park owner, stadium owner, etc.).

They may deploy mobile access services based on Private LTE [121,122] or local 5G ser-
vice [123,124] via small and macro cells. In addition to that, computing servers can be
deployed to their edge to offer application services.

Legacy telecom operators/service providers site-to-site connections such as cloud, data
centers, and internet lines, and holds core networks and optical fibers leased to Private/Local
operators.

The legacy telecom operators/service providers assumed here includes MNOs (e.g., AT&T,
China Mobile, Vodafone). If a Private/Local operator has MEC server, the application must
be deployed on MEC virtualization platform.
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Currently, the cloud owner offers a wide range of application services. The cloud owner’s
role is also clear; to quickly support MNOs to find application service providers (i.e., third
parties) in a cost and time-efficient manner. They hold cloud centers such as Amazon Web
Services (AWS), Microsoft Azure, Google Cloud Platform, etc., and leases their computing
resources to third party applications.

Here, the relevance of each player is described. From the ecosystem perspective, the
Private/Local operator could rent the existing backhaul from legacy telecom operators/service
providers without laying their private backhaul to save on Capital Expenditure (CAPEX)
and Operating Expense (OPEX). The legacy telecom operators/service providers only need
to prepare sufficient backhaul capacity. A typical service use case for the Private/Local
operator is to support a traffic hotspot in a crowded area such as an airport, stadium, theme
park, etc., as shown in Fig. 2. The mentioned application services include movie distribution
(e.g., YouTube), video surveillance by drone [125,126], big data analysis, SNS, etc. These
applications require a large amount of MEC processing resources. This paper assumes that
end-users could receive large-volume services such as video distribution from MEC or cloud
via small cells when they stay at hotspots, i.e., the traffic concentration areas. While the user
moves to another destination, the application is assumed to be migrated to the user’s next
destination based on their context information such as location, required application, traffic
information, etc. [110,127,128].

Focusing on the access services side provided by the Private/Local operator, the HetNet
architecture has been proposed in [4,129] where mmWave small cells are overlaid onto a macro
cell. The macro/small cells network architecture is compatible with 5G based on the Third
Generation Partnership Project (3GPP) Radio Access Network (RAN) [130]. The small cell
base station (BS) is constructed by three sector antennas, each of which has massive antenna
elements to perform beamforming to the designated user.

5G New Radio (NR) supports 400 MHz bandwidth in the 28 GHz band [131]. Here, MEC
server is located with a small cell. BSs are connected to the backhaul network leased by its
owners.
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Figure 3.2: Configuration of E2E Optimization.

3.3 E2E latency optimization

The current services are moved from on-premise to Cloud [117]. In other words, the processing
is performed on the Cloud side without being processed on the UE host. When MEC appears,
it is necessary to move applications on Cloud to MEC side based on service requirement. Let us
assume that each user’s data is processed in MEC or Cloud. Here, this thesis assume that the
UE only performs processing using the web browser application because the UE energy cost
could be reduced by degrading the processing performance on the UE, but doing processing
completely in MEC or Cloud. Therefore, in this paper, these processing methods are defined
as selection model using MEC or Cloud. In E2E latency optimization, two methods are
considered that judge traffic offloading algorithm as shown in Fig. 3.2. Based on this figure,
one is the low E2E latency, the other is reduction of cost from end-user perspective. For the
former, the latency of each of the cloud and MEC is calculated and the one with the lower
latency is selected to determine where the traffic flows. For the latter, when the latency is
below a certain level, the cost of each of the cloud and MEC is calculated, the end user selects
the one with the lower latency, and the destination of the traffic is determined. In this section,
each optimization algorithms are explained.
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Figure 3.3: Computation resource allocation model based on E2E latency and cost
constraint.

3.3.1 E2E latency optimization

The current mainstream services are being migrated from on-premises servers to the cloud
[78] to reduce CAPEX and OPEX. In other words, most of the processing that should have
been executed on the UE host side is performed on the cloud side. According to service
requirements such as latency, the MEC conceptions further enable more flexible computation
resource distribution other than cloud.

Hence, each user’s computation related to various applications should be processed at
MEC or cloud to decrease E2E latency.

the UE executes only simple processing of the web browser application. MEC manages
other heavy tasks of applications, thus UE energy cost can be minimized.

These processing methods are defined as optimized computation allocation models with
the cooperation of MEC and cloud. The data processing destination is determined to minimize
the E2E latency tk as shown in Fig. 3.3. Following four components are introduced for problem
definition;

i) tk,i [sec] denotes the time duration in the wireless communication required for the k-th
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UE to send all information bits bk [bits] to the i-th small cell (i = 1, . . . , Nh).

ii) tk,j [sec] is the computation latency taken in the j-th MEC server location (j = 1, . . . ,
Nh). Computation resource is expressed as fk,j [CPU cycles/sec] which is assigned to
the j-th MEC server. wk [CPU cycles] represents the task converted from information
bk [bits]. Here, computation task weight δ [CPU cycles/bit] is the ratio of computing
tasks to bits. j-th MEC server is deployed on the i-th small cell.

iii) tk,bh denotes the backhaul transmission duration required to send the bits bk to cloud
via backhaul networks from i-th small cell.

iv) tk,cl stands for the computation latency in the cloud and its computation resource and
task are expressed as fcl and wk, respectively.

From the above, the minimization of E2E latency can be formulated as,

tk = tk,i + ∆tk,x

∆tk,x = min
αk

(tk,j, tk,bh + tk,cl)

s.t. αk = {0, 1}

(3.1)

where αk = 0 indicates that cloud is selected whereas αk = 1 is the MEC server resources,
computation task weight ∆tk,x is an optimization of latency. tk,i is expressed as,

tk,i = bk

Bilk,i

+ εtr (3.2)

where Bi [Hz] is the available bandwidth for the i-th small cell, lk,i [bps/Hz] is the link capacity
of k-th small cell UE based on SINR [70]. εtr is time slot allocation queue.

When αk = 1, the computation latency in the MEC server tk,j is expressed as,

tk,j = αkwk

NMECfk,j

+ εj (3.3)

where NMEC denotes the number of MEC servers decided by Private/Local operator’s strategy
and εj is processing queue in the MEC server.

When αk = 0, the bakchaul transmission time tk,bh is expressed as,

tk,bh = (1 − αk)bk

NBH/Nubh

(3.4)
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whereNBH denotes the backhaul capacity decided by legacy telecom operator/service provider’s
strategy and Nubh is the number of UEs using backhaul networks at the same time. In this
case, the computation latency in cloud tk,cl is expressed as,

tk,cl = (1 − αk)wk

fcl
+ εcl (3.5)

where εcl denotes the processing queue in the cloud. In order to solve (3.15), the optimum
value of αk should be determined by an exhaustive search on computation task weight δtk,x.
It is necessary to take into account the additional constraints as follows:

NMEC ≥ 1 (3.6)

NBH ≥ 1 (3.7)

Bilk,i ≥ bk,∀k ∈ Nu (3.8)

Dk = min(bk, Bilk,i),∀k ∈ Nu (3.9)

wk = δDk,∀k ∈ Nu (3.10)

(7) and (8) are constraints on Private/Local operator and legacy telecom operator/service
provider, respectively. (9) represents the relationship between traffic volume and wireless
throughput. If the generated traffic is higher than the wireless throughput, the traffic (i.e.
unsent traffic) will be reassigned to the next time slot. (10) expresses the relationship between
information bits and wireless throughput and (11) exhibits the relationship between executed
computing task and traffic amount which is described by the computation task weight δ.
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Figure 3.4: E2E Cost Optimization.

3.3.2 Cost optimization

End-users would like to choose the cheaper computation environment which also meets the
latency satisfaction. This section defines the cost models on MEC and cloud and discusses the
cost optimization problem under the latency constraint as shown in 3.4. First of all, end-users
must pay the communication fee are assumed. Besides, the latency constraint is determined
by comparing the following status;

• The initial payment status, i.e. minimum resource usage for backhaul capacity as 1
Gbps and for cloud resource as 1 CPU cycles/sec

• The additional payment status for MEC resource fMEC or backhaul capacity NBH and
cloud resource fcl.

The initial latency tlk and its conditions are expressed as,

tlk = bk

NBH/Nubh

+ wk

fcl
+ εcl (3.11)
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Here, NBH is 1 Gbps and fcl is 1 CPU cycle/sec. Then, the latency condition tlck per user is
defined as,

tlck = ψkt
l
k (3.12)

where ψk represents user latency requirement.
Two cost model cases are considered. First case is that the end-users rent the MEC

resources provided by the Private/Local operator. Its MEC cost cMEC is expressed as,

cMEC = Nγ
MECp

lease
MECwktk,j, αk = 1 (3.13)

where γ (0 < γ < 1) represents the weight coefficient to control the cost increasement. Here
this thesis refers to the prospect theory [79] which reflects end-users’ decision making behavior
to determine the MEC cost. Output of the value function generally has concavity with the
function input. Input and output are the number of MEC server Nγ

MEC and the MEC cost
cMEC, respectively. (14) reflects the market mechanism that the MEC server unit cost becomes
lower according to its installation amount. This paper observes its behavior by setting the
weight coefficient γ to 0.1, 0.2, and 0.3.

In the second case, the cloud cost ccl where the end-users choose the cloud resources is
expressed as,

ccl = Nclp
lease
cl wk,cltk,cl + cNBHbk, αk = 0

cNBH =


NBHpBH (NBH < N limit

BH )

N limit
BH pBH (otherwise)

(3.14)

where cloud resource cost ccl is linearly increased by Ncl based on the current cloud service
[80]. cNBH is the backhaul leasing cost for traffic transfer In/Out of application. In addition,
backhaul leasing cost cNBH is nonlinear; thresholded by N limit

BH . The Ncl is same as NBH in this
case. From (14) and (15), the minimization of cost formula subjected to latency condition
per user is defined as,

min
αk

(cMEC, ccl)

s.t. tlck ≥ max(tk,j, tk,bh + tk,cl)
(3.15)

where αk = 0 indicated that cloud is selected whereas αk = 1 is the MEC server resources.



42

Figure 3.5: MEC-assisted ecosystem.

3.4 MEC ecosystem

This thesis aims to design the MEC ecosystem between private/local operator, legacy telecom
operator/service provider, and cloud owner. Their relationships are drawn in Fig. 3.5. To
analyze the proposed MEC ecosystem, this thesis build the maximization issue for the social
revenue model among the above players. Its optimization problem is resolved in terms of
MEC resource or backhaul capacity investment. Before explaining the ecosystem model with
MEC, this thesis will define each operator’s strategy against MEC.

3.4.1 Ecosystem model definition

Each player’s role and relationship is discussed in this sub-section. Figure 3.6 shows relation-
ship chart of possible 5 players. These details are described from 3.4.1.1 to 3.4.1.4.

3.4.1.1 Private/Local operator

Currently, Mobile Virtual Network Operators (MVNOs), which offer mobile internet access
services without facilities, have been participating in the market where mobile carriers were
monopolized until now. Furthermore, various countries focus on the local telecom services
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Figure 3.6: Relationship chart for each player.

such as private LTE. For example, in USA, Citizens Broadband Radio Service (CBRS) [132]
and MulteFire [133] are being introduced as private LTE systems to extend not only conven-
tional public use cases but also general commercial use cases. Referring to these initiatives, in
the 5G and beyond era, we can expect that a Private/Local operator who owns the fronthaul
networks inclusive of MEC will appeare worldwide, especially in the regionally local 5G. Many
discussions have already begun in various countries [134,135,136] to support this assumption.
Private/Local Telecom Operator mainly provides two services: an end-user application service
and a business-to-business service. Regarding the former service, there are generally multi-
ple application service types from a third-party perspective; the service provider purchases
the application itself from third party and advertising is done in the application, as well as
billing [137,138]. Most application providers use Freemium and subscription models [139,140].
If these models are applied to MEC-oriented platform, the Private/Local Operator has two
types of service options. First, it collects the cost of using the application itself from the end
user based on the resources running at the MEC. Second, it sell the application’s license.

Besides, private telecom operators can rent existing backhaul networks (e.g., dark fiber)
from legacy telecom operators/service providers without laying their private backhaul.
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3.4.1.2 Legacy Telecom Operator/Service Provider

The legacy telecom operator is defined as the existing telecom operators (e.g., AT&T, Voda-
fone, Orange) in addition to the current service provider (e.g., Metro, Cross River Fiber,
Viatel). The existing Legacy Telecom Operator has been providing mobile communication
services to end-users using its infrastructure equipment and spectrum resources assigned by
the government. Besides, they decide the investment strategy of backhaul networks (mo-
bile/core networks) to satisfy customers’ demands. However, in the B5G era, they will not
always be able to survive due to the exhausting spectrum resources part of which are released
for regional operators, e.g., private 4G/5G and MVNOs. Therefore, it is necessary to provide
new operators with development assets and infrastructure such as equipment and RAN/Core
software to expand their service areas. Legacy carriers needed mobile infrastructure such
as RAN and Core using dedicated servers, but the development/innovation of RAN using
virtualization technology through NFV and open interfaces empowered by O-RAN alliance
is supporting the above framework. As described above, various technologies and existing
infrastructure (mobile backhaul, macro coverage, etc.) etc. can be provided to private/local
carriers. Therefore, by anticipating the technological background and future growth, it is also
possible to support from the viewpoint of operation.

3.4.1.3 Vendor Supplier

The vendor suppliers mainly provide hardware such as RU and COTS server, which is a
general-purpose server. In addition, it is possible to provide a their virtualization platform
software and network functions (RAN/Core software, MEC platform) based on standard-
ization (e.g., ITU-R/3GPP/ETSI/O-RAN). Since standardization organizations play a cen-
tral role in implementing multi-vendor support to avoid market monopoly by one vendor’s
specifications, each software shall be in line with the standardization specifications, and Pri-
vate/Local Telecom Operator shall be multi-vendor. On the other hand, for Private/Local
Telecom Operator to develop the above products, it is necessary to acquire human technical
resources because many specific skill holders are required. If it is difficult to describe the
above option, there is a model provided by Legacy Telecom Operator for all resources. That’s
why it is possible to obtain know-how not only for equipment provision but also for operation.
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3.4.1.4 Cloud Owners

Recently, cloud services (e.g., AWS, Microsoft Azure, Google Cloud Platform) have been the
mainstream globally to replace on-premises services. With the introduced MEC, each cloud
owner has already released a strategy to migrate smoothly to MEC platform in the edge cloud
from their cloud platform [141,142,143]. For example, in AWS strategy [141], AWS IoT Green-
grass enhances seamless cooperation with edge devices and cloud. In Microsoft Azure [142],
Azure IoT Edge enables easy orchestration between code and services to support seamlessly
and securely between the cloud and edge. Moreover, in Google’s strategy announcement [143],
Global Mobile Edge cloud will deliver a portfolio and marketplace of 5G solutions built jointly
with telecommunication companies to accelerate 5G services. Cloud owners could become an
orchestrator for migrating between MEC and cloud by fully exploiting their knowledge culti-
vated in cloud operation and relationship with third-party application players. Cloud Owners
can provide cloud resources (e.g., computing, network, storage). Each resource can manage
the application-like cycle management with the officially released interface (e.g., Restful API,
CLI, etc.). In addition, when using the Orchestrator held by Cloud Owner, it is possible
to run the application using unofficial information (physical server/network location, etc.).
On the other hand, from an application perspective, applications need compatibility support
(e.g., w/o hard cording, container/virtual machine, support north-bound/south-bound inter-
face) to deploy on both platforms of MEC/Cloud. The virtualization platform is required
that necessary conditions such as the driver of the virtual interface and the number of virtual
interfaces will occur for each OS and application to ensure compatibility between MEC and
cloud. Furthermore, it is required to provide a virtualization platform that can support vir-
tual machine-based and container-based at the same time. Finally, it is necessary to create
rules for each holder, such as cluster-based and server-based.

3.4.1.5 Third Party Application Players

As the evolution of communication systems and equipment, there have been a plethora of
applications appeared in our life. Moreover, in the 5G and beyond era, advanced technical
applications are coming such as fully autonomous operation, machine learning application,
etc. Adapting to future situations, a network system that meets various requirements such
as network slicing is mandatory. Third party is required to design, and create a microservice
architecture model in consideration of deployment cases for the application itself and each
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function level in MEC/cloud. Developed software functions can also be deployed to virtual
machine or container basis; their functional splitting should be optimized. In addition, the
development of new content and the provision of patches also play a role in expanding appli-
cations support. Use case examination is needed in collaboration with Private/Local Telecom
Operator or Cloud Owner to satisfy the requirements for application functions. Meanwhile,
third party independently registers for a subscription; it requires examination/inspection by
application platform owner, e.g., Apple Store/Google Play. Therefore, application devel-
opment process needs to take into account existing business models such as application-only
purchase model, function purchase model, advertising revenue model, free model, subscription
model, and donation model [137,138,139,140].

This paper evaluates each player’s revenue from two viewpoints of E2E latency requirement
and cost minimization to meet user satisfaction.

3.5 Numerical results

3.5.1 Private/Local Operator v.s. Backhaul Owner

3.5.1.1 Problem formula

In this subsection, focusing on Private/Local operator and backhaul owner, we propose a new
ecosystem model with MEC and backhaul capacity as shown in Fig. 3.5. In the proposed
model, players are divided into end users, telecom operator, backhaul owner, Cloud owner,
and third parties. End users can use unlimitedly by paying flat-rate communication fees
to the telecom operator. Furthermore, the end user pays for the application service to the
third parties and receives the services depending on the cost. The telecom operator buys
MEC server from the vendor and leases MEC resources to Cloud owner. Cloud owner is an
orchestrator and operates the third party’s application in MEC because Cloud owner has both
the knowledge and technology in Cloud services. Third parties pay the cost of resources to
Cloud owner to deploy their services depending on the end user’s demanded services. Here,
we define the revenue problem formulae for backhaul owners and telecom operators when
increasing backhaul capacity and the amount of MEC resources. we assume that backhaul
owner has sufficient backhaul capacity (e.g., dark fiber). From the viewpoint of the backhaul
owner, according to the amount of user traffic that is offloaded to Cloud via the backhaul
network as well as the number of MEC resources and backhaul capacity in Eq. (3.16), the
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telecom operator should pay the corresponding backhaul cost to the backhaul owner. Hence,
the revenue problem f1 for the backhaul owner can be formulated as:

arg max
NBH

f1(NBH, NMEC) =

pbh
∑

k∈Nu

(1 − αk)Dk − prun
bh NBH

s.t. E.q.(3.9)
1 ≤ NBH

(3.16)

where the optimization problem formula attempts to maximize the revenue between the de-
manded traffic and the Fig.5 backhaul capacity which is denoted by NBH. pbh denotes the
backhaul cost, NMEC is the number of MEC server, prun

bh is the backhaul running cost. Mean-
while, the revenue problem f2 for the private/local operator can be formulated as:

arg max
NMEC

f2(NBH, NMEC) =

paNu + please
MEC

∑
j∈Nh

∑
k∈Nuh

αkwk,jtk,j − (pMEC+

prun
MEC)NMEC − pbh

∑
k∈Nu

(1 − αk)Dk

s.t. ∑
j∈Nh

∑
k∈Nuh

fk,j ≤ fsNMEC

0 ≤ ∑
k∈Nu

(1 − αk)Dk

0 ≤ NMEC

δ = wk,j

Dk,j

(3.17)

where pa denotes the flat-rate communication fee, please
MEC is the leasing cost of MEC resource for

the cloud owner. pMEC and prun
MEC denote the cost of MEC server per unit (including software

licensing fee, etc.) and the MEC running cost, respectively. Nuh
and Dk,j denote the number

of UEs using MEC server computation and the demanded traffic sent from the k-th UE to
the j-th MEC server, respectively.

Therefore, the operators’ revenue formulae f1 and f2 could be maximized with the same
number of MEC resource NMEC and backhaul capacity NBH, which are formulated as:

f1(N∗
BH, N

∗
MEC) = max

NBH
f1(NBH, N

∗
MEC)

f2(N∗
BH, N

∗
MEC) = max

NMEC
f2(N∗

BH, NMEC)

s.t. 0 ≤ NMEC

1 ≤ NBH

(3.18)
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Table 3.1: SIMULATION PARAMETERS

Parameters Value

Number of UE (Nu) 2,000
Number of BS (Macro∗1/Small∗1) 1/9
Number of BS sectors (Macro/Small) 3/3
Antenna Height (Macro/Small/UE) 25/10/1.5 m
Carrier frequency (Macro/Small) 2.1/60 GHz
Bandwidth (Macro/Small) 10 MHz/2.16 GHz
Tx power (Macro/Small) 46/10 dBm
Radius (Macro/Small) 500/80 m
Channel Model [120] QuaDRiGa
Traffic model Poisson origination
Offered load 62 Mbps /hotspot
Flat-Rate Communication fee [144] 40 $
Backhaul Cost 30 [145] $
MEC server cost per unit 600 [146] $
MEC resource cost 0.02-0.20 [$/kb]

∗1 : Macrocell, ∗ 2 : Smallcell

where the optimization problem formula attempts to maximize the revenue for both the
telecom operator and the backhaul owner.

3.5.1.2 Numerical results

At first, we analyze the effectiveness of the two revenue models for MEC i.e. whether addi-
tional funds would be paid for the deployment of MEC, or additional revenues would be got
in Fig. 3.7. To verify the revenue for the private/local operator, we vary the number of MEC
NMEC to confirm the revenue maximization formula in Eq. (3.17). Table 3.1 summarizes the
simulation parameters. we set one macro cell and 9 small cells as well as 9 hotspots. For
the fronthaul side, the parameters of macro cells and small cells are based on 3GPP and
IEEE802.11ad. The flat-rate communication fee is set as pa=40 $ [144]. For the backhaul
side, the backhaul cost pbh is 30 $ [145]. The MEC server per unit is assumed to hold 1 GHz
cycle, and its price is 600 $ [146]. The MEC resource cost is in the range of 0.01 $/0.5 kB to
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Figure 3.7: Revenue optimization when varying MEC resource cost.

0.01 $/5.0 kB. Each Hotspot in the evaluation macro cell are deployed according to a uniform
distribution. Figure 3.9 shows the analysis result of the revenue for mobile operator where
the horizontal axis shows the number of MEC deployed in each hotspot and the vertical axis
shows the achieved revenue. As shown in Fig. 3.9, it can be seen that the total revenue is in-
creased by increasing the MEC resource cost, up to a certain point. Firstly, revenue is tending
to increase against the number of MEC deployed owing to the edge signal processing and the
reduction of traffic burden over the backhaul side. However, the revenue starts to saturate
and then decrease since sufficient MEC resources are capable of processing all traffic on the
access side. The revenue is then decreased due to excessive capital investment of MEC servers.
Moreover, we also see the tendency of the revenue maxima shift to the right as the cost for
MEC resource increases. The analysis result of the revenue formula in Eq.(3.17) is shown in
Fig. 3.8 under the condition of β×γ is 50 when the MEC resource cost is changed. The total
revenue is increased by setting the MEC resource cost higher, but the optimal number of
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Figure 3.8: Revenue when varying MEC resource cost in 50 (=β × γ).

MEC is the same point at 5 under different MEC resource costs. However, as the number of
MEC increases, the revenue decrease since sufficient MEC resources are capable of processing
all traffic on the access side and invests the excessive capital of MEC servers. In addition, the
difference in the decreasing rate of revenue appears between the green line and the red line
in the Fig. 3.8 because a profit of revenue is not gotten depending on MEC resource costs.
Figure 3.9 shows the revenue cost when the MEC resource cost is 0.10 $/kb. In order to
compare the different application requirement such as latency in MEC, MEC resource, etc.,
we set the parameter values with β × γ of 30-100. In the figure, the optimal number of MEC
is shifted to the right as the condition of β × γ increases. As can be seen from the figure,
the revenue cost exponential increases compared β × γ of 100 to 50. Moreover, the optimal
number of MEC linear increases compared to the same condition. The reason the difference
in the decreasing rate under β × γ vary is the relationship with the revenue.

Next, we analyze the effectiveness of an ecosystem model with the investment strategy
for the number of MEC as well as the backhaul capacity. To find the optimal numbers of
social revenue cost problem formulae in Eqs. (3.16)-(3.18), the number of MEC NMEC and
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Figure 3.9: Revenue when varying β × γ
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Table 3.2: SIMULATION PARAMETERS

Parameters Value

Number of UE (Nu) 2,000
Number of BS (Macro∗1/Small∗1) 1/12
Carrier frequency (Macro/Small) 2.1/28 GHz
Bandwidth (Macro/Small) 10/400 MHz
Tx power (Macro/Small) 46/31 dBm
Radius (Macro/Small) 500/50 m
Traffic model Poisson origination
Offered load 62 Mbps /hotspot
Flat-Rate Communication fee [144] 40 $
Backhaul Cost [145] 30 $/1Gbit
Backhal running cost NBH× 30 $ × 10 % × month∗3

MEC server cost per unit [146] 6,000 $
MEC server running cost NMEC× 6,000 $ × 10 % × month∗3

MEC resource cost 10 [$/kb]

∗1 : Macrocell, ∗ 2 : Smallcell, ∗ 3 : 60sec × 60mins × 24hours × 30days

backhaul capacity NBH are varied. δ is changed from 10 to 1000, and this value is the control
parameter in our numerical analyses. The addition simulation parameters are listed in Table
3.2 compared to Table 3.1.

The mean selection ratio to MEC is shown in Fig. 3.10 when the number of MEC resource
and backhaul capacity are varied. As shown in this figure, as the number of MEC resource
increases, the mean selection ratio is getting higher compared to the situation where no MEC
is deployed. If the number of MEC resource is further increased, the mean selection ratio
becomes almost constant. Therefore, in this paper, the optimization of the number of MEC
resource and backhaul capacity is needed from a business viewpoint. The analysis result of
the revenue formula in Eq. (6) for Private/Local operator with δ=100 is shown in Fig. 3.11
when the number of MEC resource and backhaul capacity are varied. In this figure, as the
number of MEC resource increases with the backhaul capacity fixed, the revenue can be
seen also increasing. However, as the number of MEC resource exceeds a certain value, the
revenue decreases since the profit from MEC resource fee is saturated, while the operating
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Figure 3.10: Mean Selection Ratio to MEC (%).

and investment costs have become more dominant. Meanwhile, the revenue for backhaul
owner in Eq. (5) is shown in Fig. 3.12 under the same condition as in Fig. 5(B). The revenue
of the backhaul owner is the highest when there is no MEC (NMEC=0). However, it can
be seen that the revenue formula for the backhaul owner has a convex shape when MEC
is deployed. Hence, in this paper, since it turns out that the results of revenue formulae
for telecom operator and backhaul owner are both convex functions, the optimal NMEC and
NBH are required so as to satisfy the maximization of telecom operator and backhaul owner’s
revenue concurrently. Figure 3.13 shows the number of MEC resource NMEC and backhaul
capacity NBH optimizations from the perspective of telecom owner and backhaul owner when
δ is varied. In this figure, the dotted line shows the result of the optimal number of MEC
resource NMEC from the telecom operator’s viewpoint with a fixed backhaul capacity, and
the dashed line shows the result of optimal the backhaul capacity NBH from the telecom
operator’s viewpoint with a fixed number of MEC resource. When the two player’s results
are met (=red circle in Fig. 3.13, the optimal number is the same based on Eq. (9). As a
result, as the value of δ increases, the processing amount on MEC side decreases. Hence, it
turns out that the advantage of MEC can be exploited by using both Cloud and edge resource
rather than processing all on MEC side.
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Figure 3.11: Private/Local Operator.
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Figure 3.12: Backhaul Owner
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Figure 3.13: Revenue when varying β × γ
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3.5.2 Private/Local Operator v.s. Cloud Owner

3.5.2.1 Problem formula

Here we formulate the revenue model for Private/Local operators to decide the investment
strategy for the number of MEC servers NMEC and backhaul capacity NBH. Cloud owner’s
revenue should also be taken into account for Private/Local operator’s revenues. These rev-
enues are including legacy telecom operators/service providers’ fees. The overall revenue is
evaluated based on satisfaction of end-users, that is, latency requirement.

End-users can enjoy unlimited communication by paying flat-rate fees to the Private/Local
operator. Furthermore, the end-users pay for the application service to the third parties and
receives the services depending on the cost. The Private/Local operator purchases the MEC
server from the vendor and leases MEC resources to the cloud owner.

First, the optimization problem regarding the Private/Local operator’s revenue f1 can be
formulated as,

arg max
NMEC

f1(NBH, NMEC) =

paNu + please
MEC

∑
j∈Nh

∑
k∈Nuh

αkwk,jtk,j − (pMEC+

prun
MEC)NMEC − pbh

∑
k∈Nu

(1 − αk)Dk

s.t. ∑
j∈Nh

∑
k∈Nuh

fk,j ≤ fsNMEC

0 ≤ ∑
k∈Nu

(1 − αk)Dk

0 ≤ NMEC

δ = wk,j

Dk,j

(3.19)

where pa denotes the flat-rate communication fee, please
MEC is the leasing cost of MEC resource for

the cloud owner. pMEC and prun
MEC denote the cost of MEC server per unit (including software

licensing fee, etc.) and the MEC running cost, respectively. Nuh
and Dk,j denote the number

of UEs using MEC server computation and the demanded traffic sent from the k-th UE to the
j-th MEC server, respectively. The optimization problem about the cloud owner’s revenue f2
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can be formulated as,

arg max
NMEC

f2(NBH, NMEC) =

(pcl − prun
cl ) ∑

k∈Nu

(1 − αk)wktk−please
MEC

∑
j∈Nh

∑
k∈Nuh

αkwk,jtk,j

−(pbh − cNBH) ∑
k∈Nu

(1 − αk)Dk

s.t. ti,j ≤ δDi,j

NMECfMEC

0 ≤ ∑
k∈Nu

(1 − αk)Dk

(3.20)

Here, cost minimization in Eq. (3.15) should be jointly considered. The above optimization
problem attempts to maximize the cloud owner’s revenue in terms of the demanded traffic,
the backhaul capacity NBH, and the number of MEC server NMEC which are included in (16).
pcl denotes the cloud resource cost. prun

cl is cloud running cost.
The above formulae E.q. (3.19)–(3.20) represents the interests of Private/Local operator

versus cloud owner. Application deployment costs should be minimized to discount their
payment under the latency requirement constraint from the end-users’ perspective.

In this case, the application provider leases the computation resources from Private/Local
operator or cloud owner to maximize their revenue. Eq. (3.15) is jointly considered to solve
E.q. (3.19).

Each investment strategy could be decided in terms of the number of MEC servers NMEC

and the backhaul capacity NBH. It should be noted that each player cannot know others’ strat-
egy which is highly confidential information. To solve the above multi-objective optimization
problems, Nash equilibrium solutions are employed [147].

Players’ revenue f1 and f2 could be maximized with the range of the number of MEC
resource NMEC and backhaul capacity/cloud resource NBH;

f1(N∗
BH, N

∗
MEC) = max

NBH
f1(NBH, N

∗
MEC)

f2(N∗
BH, N

∗
MEC) = max

NMEC
f2(N∗

BH, NMEC)

s.t. 0 ≤ NMEC

1 ≤ NBH

(3.21)

where N∗
BH and N∗

MEC indicate Nash equibilium points, respectively.
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3.5.2.2 Numerical results

The possible range of the number of MEC NMEC and backhaul capacity NBH are observed
through an extensive system level simulation.

In this simulation, 12 hotspots Nh and one macro cell are deployed. UE deployment follows
Sect. III. The hotspot traffic demand originated from each UE is 62 Mbps on average same
as [113]. Computation task weight δ is changed from 10 to 1000, and this value is the control
parameter in our numerical analyses. Detailed simulation parameters are listed in Table
3.3. The QuaDRiGa channel model which is an extension of the 3GPP model [91] is used.
To evaluate the investment strategy, the numerical calculation is performed by “the private
(local) telecom operator versus the cloud owner”. The evaluation metric is the computation
allocation ratio which is defined as,

R = Nαk=1

Nαk=0
(3.22)

where Nαk=1 and Nαk=0 represent the numbers for which MEC or cloud is selected by resolving
the optimization problem, respectively.

3.5.2.2.1 Basic Revenue Characteristic Fig. 3.14 shows the average computation al-
location ratio R as the output of the overall optimization problem. Parameters are set to
computation task weight δ = 100, ψ = 0.05 sec, the weight coefficient γ = 0.2.

The range of the number of MEC servers NMEC is from 0 to 50 and that of backhaul
capacity NBH is from 1 to 50 Gbps. Value of fcl is assumed to be same as NBH. In the region
where the backhaul capacity NBH is around 15 or less, the optimized computation allocation
ratio is increased with NMEC up to 20. Advantage of MEC deployment is emphasized when
the backhaul capacity is insufficient.

Meanwhile, in other blue region, latency requirement is satisfied even with the cloud which
can offer lower cost. Superiority of MEC comes back at aroundNBH ≥ 10. Moreover, atNBH >

20, the traffic destination is reverted back to MEC, but CAPEX is larger than revenue of the
private telecom operator. From this observation, optimizing the number of MEC NMEC and
the backhaul capacity NBH are needed from both the private telecom operator and the cloud
owner’s viewpoints.

Fig. 3.15 shows resultant revenue of the private telecom operator and the cloud owner,
respectively. Parameters are the same as the previous evaluation. From Fig. 3.15(a), increas-
ing MEC resource is profitable for the private telecom operator up to NMEC = 20 whereas
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Table 3.3: SIMULATION PARAMETERS

Parameters Value

Number of UE (Nu) 2,000

Number of BS (Macro/Small(Nh)) 1/12

Number of BS sectors (Macro/Small) 3/3

Antenna Height (Macro/Small/UE) 25/10/1.5 m

Carrier frequency (Macro/Small) 2.1/28 GHz

Bandwidth (Macro/Small) 10/400 MHz

Tx power (Macro/Small) 46/31 dBm

Noise Factor (Macro/Small) 4/10 dBm

Noise Power Density −174 dBm/Hz

Radius (Macro/Small) 500/50 m

Channel Model [120] QuaDRiGa

Flat-Rate Communication Fee (pa) [144] 40 $/month

Backhaul fee (pbh) [145] 30 $/Gbps

Backhaul Running Cost(prun
bh ) NBH pbh10%

MEC server cost/unit (pMEC) [146] 6,000 $

MEC Running Cost (prun
MEC) NMEC pMEC10%

Cloud resource cost(pcl) 1.1×10−5 $/cycle

MEC resource cost(please
MEC) 1.1×10−4 $/cycle

Traffic model Poisson origination

Offered load 62 Mbps /hotspot
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Figure 3.14: Computation Allocation Ratio (δ = 100, ψ = 0.05, γ = 0.2).

exceeding this point conversely reduces the revenue. It is because that the revenue from MEC
resource fee is saturated and the operation and investment costs have become more domi-
nant than that. we can observe that, if sufficient backhaul capacity of more than 15 Gbps is
available, it is necessary to cooperate with the cloud instead of utilizing all MEC.

It also implies that lowering backhaul running cost is an important issue for the spread of
MEC. Fig. 3.15(b) shows that the cloud owner’s revenue increases as the backhaul capacity
is released up to NBH = 20 Gbps. Exceeding this point, the revenue becomes constant.

Comparing Fig. 3.14 and Fig. 3.15(b), when the backhaul capacity NBH is more than 20
Gbps and the number of MEC NMEC is around 5, the offload amount decreases as appeared
in Fig. 3.14, which means that the cloud resource is being utilized. However, in Fig. 3.15(b),
the cloud revenue doesn’t increase because the revenue from cloud is relatively lower than
the payment for the MEC resource utilization. Sufficient backhaul capacity is required to
maximize his profit.

In this region, the revenue decreases as the number of MEC server NMEC. Although we
can see the impact that the computation resource is migrated to MEC as shown in Fig. 3.15,
the optimality of backhaul capital investment should be considered.

Therefore, there should exist optimal values for the MEC servers and the backhaul capac-
ity. Following evaluation attempts to solve these multi-objective optimization problems by
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(a) Private/Local telecom operator revenue.

(b) Cloud owner revenue.

Figure 3.15: Revenue characteristics (δ = 100, ψ = 0.05, γ = 0.2. ).



63

Figure 3.16: Optimized resources with latency requirements ψ (the weight coefficient
γ = 0.2, computation task weight δ = 100).

the game theory in (19) under the constraint that each player does not know other players’
strategies.

3.5.2.2.2 Optimal resources Here we analyze Nash equilibrium points with various pa-
rameters such as latency requirement, MEC cost and traffic demand.

1. Latency requirement ψ
First, Nash equilibrium points are analyzed with the latency requirement ψ varied
from 0.01 to 0.1 sec. Fig. 3.16 shows the optimized relationship between the number
of MEC NMEC and backhaul capacity NBH. Here, weight coefficient for MEC
cost is γ = 0.2 and computation task weight is δ = 100, respectively. The Nash
equilibrium point with each ψ can be found as the intersection of optimized curves
for private (local) telecom operator and cloud owner, denoted as magenta-colored
circles. For example, the optimal combination can be seen as (NMEC, NBH) = (11,
18) at the latency requirement of 0.1 sec. This requirement is loose and means that
it can be accommodated in the cloud and MEC. When the latency requirement is
less than 0.03 sec, the more number of MEC servers and backhaul capacity tend to
be required. It indicates that MEC is quite advantageous to satisfy such stringent
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Figure 3.17: Optimized resources with weight coefficient of MEC cost the weight coefficient
γ (ψ = 0.05, δ = 100.

latency requirements represented by mission critical services. Also, to perform
critical service, it is necessary to use both computation resources.

2. Weight for MEC cost of the weight coefficient γ
As formulated in (14), MEC cost depends on the weight coefficient γ. Fig. 3.17
plots its dependency on optimized resources. Here latency requirement is set to
ψ = 0.05 sec. At the weight coefficient γ = 0.1, the MEC cost can be kept low even
when a number of computation servers are installed at the edge side. It indicates
that the benefits of installing a MEC can be preserved for high backhaul capacity;
the optimal resources can be seen at around NBH = 20. When the weight coefficient
γ increases to 0.2 or more, MEC costs, that is, the unit price for the MEC resource,
rise and its advantage will be lost. To satisfy the latency requirement more cost-
effectively, more MEC should be installed. Therefore the optimum number of MEC
servers NMEC is increased. On the other hand, the optimum backhaul capacity NBH

remains almost the same value. The cloud owner’s profitability is substantially
independent of MEC cost; hence its optimized characteristics are consistent for
each weight coefficient γ.

3. Computation task weight δ
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Figure 3.18: Optimized resources with computation task weight δ (the weight coefficient
γ = 0.5, ψ = 0.1.

Fig. 3.18 presents optimized relationship of (NMEC, NBH) in terms of the computa-
tion task weight δ which represents traffic demand to be processed at the network.
δ is set to 10, 100, and 1000.

As the computation task weight δ increases, it can be seen that the optimal back-
haul capacity for the cloud owner decreases. Instead, the optimal MEC resource
for the private (local) telecom operator gradually rises. This tendency is quite
reasonable. In the case where the traffic demand is slight as δ = 10, each player’s
revenue and expenditure are dominated by fixed cost; Nash equilibrium point is
(NMEC, NBH) = (13, 20). The benefit of edge computing becomes to stand out as δ
is increased. When heavy traffic should be processed as in the case of computation
task weight δ = 1000, most of the computing resources should be migrated to MEC,
i.e., (NMEC, NBH) = (20, 16), which can better satisfy the latency requirement.

The above result validated our proposed social revenue model that designed MEC-assisted
mobile communication systems to satisfy user experience in terms of end-to-end transmission
latency.
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3.6 Conclusion

Based on the structure and configuration of practical cellular networks, this paper designs a
mobile ecosystem to support MEC to accelerate its deployment in 5G and beyond cellular
networks. we proposed a revenue model involving three players: private/local operators,
backhaul owners, and cloud owners. Our initial evaluation of the private/local operator in
the proposed model showed that the profit/loss tends to increase with the addition of MECs
and that the number of MECs that can generate the maximum revenue depends on the
MEC resource costs and application requirements. Thus, private/local operator revenues
vary depending on the duration of MEC resource use and the number of MEC resources
deployed.

Next, a social maximization revenue model with an investment strategy, in which the
telecom operator determines the number of MECs and the backhaul owner leases backhaul
capacity, has been evaluated. The proposed delayable selection model increases the selection
rate when the number of MEC resources exceeds a certain threshold and the average selection
rate by MECs is saturated. From the revenue formulas for carriers and backhaul operators,
the results are interpreted in terms of a convex function. That is, NrmMEC and NrmBH

should be optimized so that the revenues of the telecom operator and the backhaul owner
are maximized simultaneously. As a result, based on game theory, we analyzed the optimal
number of cases where the maximized revenue outcome of the two players is satisfied. The
results show that MEC can be advantageous by using cloud and edge resources in parallel
instead of processing all traffic on the MEC side.

Finally, a social maximization revenue model with an investment strategy, in which the
telecom operator determines the number of MECs and the cloud operator leases backhaul
capacity, has been evaluated. This thesis also formulated a computational resource allocation
problem that maximizes their revenue under the constraint of satisfactory end-to-end delay
as QoS/QoE on the user side; MEC resources and backhaul capacity are the key resource
parameters optimized. A game-theoretic approach was adopted, and large-scale simulations
obtained the solution based on a heterogeneous network of millimeter-wave small cells on
macrocells. In addition, we observed the optimized characteristics using various parameters
such as delay requirements, the cost of deploying MEC, and the number of computational
tasks. The results reveal the benefits of MEC and show that both edge and cloud computing
resources are essential to maximize revenue for all players and satisfy user QoS/QoE. In
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particular, MEC is essential for mission-critical application services. The proposed approach
can provide valuable insights into enabling MEC-enabled system design for the Beyond 5G.
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Chapter 4

Proof-of-concept for fully virtualized
MEC beyond 5G

4.1 Motivation

Since 2019, the fifth-generation mobile communication systems (5G) have been commercial-
ized worldwide [7,148]. However, current leading services are primarily driven by the 3G/4G-
enabled smartphone platforms. The extraordinary features of 5G, such as ultra-high through-
put, have not been fully leveraged [11]. No de-facto service or scenario has been demonstrated
in 5G mobile communications, including enhanced Mobile Broadband (eMBB), massive Ma-
chine Type Communications (mMTC), and Ultra-Reliable and Low Latency Communica-
tions (URLLC) as defined by International Telecommunication Union (ITU-R) M.2083 [12]
in 2015. Therefore, mobile communication companies around the world are scrambling to
ship 5G services in various areas and release more functions gradually. Meanwhile, the shift
from Mobile Virtualized Network Operator (MVNO) to Mobile Network Operator (MNO)
is progressing [13], and new operators [14,15] are being established in markets dominated
by the existing mobile network operators. In this trend, virtualization, which can support
everything from RAN to applications, helps quickly provide service at a low cost. As a re-
sult, various operators [16] can more easily start and provide mobile services. Thanks to the
innovation in virtualization technologies, edge computing enables third-party applications to
access network/computing/disk resources in resource pools without being aware of their phys-
ical locations. As its name implies, edge computing utilizes resources in proximity to users.
European Telecommunications Standards Institute (ETSI) defined Multi-access Edge Com-
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puting (MEC) that can support mobile networks as well as fixed/WiFi networks [29,72,33].
With the assistance of near-site computing resources, MEC can handle large amounts of mo-
bile user data and alleviate traffic load on the backhaul [149,150,151]. Since the 4G era,
consortia and organizations of interest have been devoting efforts to promote MEC as seen
in many demonstration experiments and press releases [57,58,52,152,50]. However, no prac-
tical service has been delivered yet. Their discussions are still ongoing while the 5G service
has started. As stated in Refs. [59,60,61,62], to take off the MEC, new infrastructures are
required to be installed because current mobile networks have not been well compatible with
virtualization technology. Besides, key use cases are eagerly awaited, and management and
operation strategies for MEC applications should be clarified.

On the other hand, the 3rd Generation Partnership Project (3GPP) has involved MEC as
local data networks in the architecture design from Release 15 [63]. It defined the N6 interface
to associate MEC with User Plane Function (UPF) of the 5G Core (5GC) and designed a local
breakout for data traffic routing. Moreover, in globally published white papers on Beyond 5G
(B5G), MEC employing virtualization technology has been acknowledged as one key enabler
and an essential architectural network component.

In previous studies in Chapter 2 and 3, we have focused on “Who will use MEC (whether
and how).“ Specifically, we discussed about MEC principle and how to assuarance the low
latency in MEC in Chapter 2. In addition, we first proposed a new Private/Local Operator
to deploy MEC and analyzed the number of MEC that could maximize revenue as mentioned
in chapter 3. However, to consider the impact of MEC on other operators, Private/Local
Operator and Cloud Owner were discussed and analyzed by game theory. The above results
allowed us to establish a MEC ecosystem. However, what remains is the uncertainty of MEC
management, which will shake operators’ operations about how to manage the life cycle of
third-party applications in MEC. In this light, this chapter builds on previous work in chap-
ter 3, proposes a detailed MEC/Cloud Orchestrator to make it work, and provides a PoC
implementation of the E2E system. Specifically, the contributions of this chapter are unique
and distinctive in two aspects: (i) First, we clearly explain the definition of players related to
MEC and each player’s role therein. Then, we discuss orchestrators’ issues, which have not
been discussed among the players, and propose a new MEC/Cloud Orchestrator architecture.
This chapter also proposes a deployment method to enhance the feasibility of MEC applica-
tions within this architecture. This deployment method is discussed and detailed in two cases.
The first case is that the Cloud Owner has the MEC/Cloud Orchestrator, and the second
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case is that the Cloud Owner and Private/Local Operator have the MEC/Cloud Orchestrator
divided into function levels. The implementation method is designed for each case, and the
advantages and disadvantages are discussed. From the end-user’s perspective, these imple-
mentation methods, including SDN/NFV, improve Quality of Service (QoS) and Quality of
Experience (QoE) because SDN/NFV contributes to flexible application deployment based on
user locations as well as enhanced scalability of E2E network connections [52]. (ii) Next, we
design the entire system to verify the superior performance of the proposed architecture. The
implemented system is deployed as an edge cloud at Ookayama Campus of Tokyo Institute
of Technology. A Proof-of-Concept (PoC) testbed for Beyond 5G is constructed by installing
and deploying radio units outdoors. The testbed is built with State-of-the-Art (SOTA) pro-
duction hardware (e.g., 5G, Sub-6/mmWave, fully virtualized). The proposed system with
MEC is validated in this PoC field. The verification results suggest achieving lower latency
services and further prove that stable communication is enabled. This demonstration provides
our readers with the uniqueness of the proposed architecture.

4.2 System description

This section elaborates the entire architecture and use case concept proposal, including an
introduction of each player and a clear description of their roles.

Figure 4.1 describes the proposed concept with use cases. In this figure, our target sce-
nario includes use cases such as stadiums, campuses, workplaces, and real estate agents/post
offices with local bases in various places and own space. The users in MEC purchase sub-
scriptions via the control plane in lower frequency bands that have comprehensive coverage,
such as LTE, and acquire the computing resources that they can use to obtain the several
kinds of applications (e.g., mandatory, frequently use). It can be used in a form that suits
each scenario, such as cache content and offloading processing. Furthermore, the allocated
computing resources can be used locally via the user plane in a closed state to receive the
service at a higher data rate and lower latency. Therefore, it is possible to obtain a lower-cost
service because it does not use network facilities such as backhaul networks and Internet con-
nection. In addition, applications and data are automatically taken over as one move to share
more seamless information or virtual space with others. On the other hand, it is also possible
to receive local-specific services (e.g., VR attractions, AR autonomous driving support). A
MEC/Cloud Orchestrator can control MEC or cloud by receiving and responding to requests
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Figure 4.1: Overview of the Concept proposal for Private/Local Telecom Operator.

from users and determining required resources to realize the above services.
Private/Local Telecom Operator has important role for driving local service and provid-

ing critical applications service. Figure 4.2 shows the entire system architecture that makes
the above concept feasible. In this figure, there are Private/Local Telecom Operator, Legacy
Telecom Operator, Cloud Owner, and MEC/Cloud Orchestrator. Based on the application
requirement (e.g., minimization of latency, minimization of CAPEX/OPEX) and the traffic
requirements of the end-user, MEC/Cloud Orchestrator can automatically deploy the applica-
tion for both MEC provided by the private/local operator and cloud resource/platform given
by the Cloud Owner. With the above logic, it is possible to control the traffic generated by the
end-user and obtain benefits such as traffic reduction, suppression of network congestion, and
high security [153,154]. In addition, from the end-user’s perspective, the application through-
put in MEC is faster than during regular use (on the cloud), which improves QoS/QoE. The
network shared with end-users must be recognized as a personal space network (individual
slicing of shared resources). Here, the difference between the proposed architecture and MEC
provided by the conventional telecommunications operators (Legacy Telecom Operator) is
that it is a local business that holds physical resources (locations) where edge computing such
as MEC can operate closer to the user as well as free utilization space for Commercial Off-
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Figure 4.2: Illustration of the System Architecture with a MEC/Cloud Orchestrator for
Private/Local Telecom Operator and Cloud Cooperation.

The-Shelf (COTS) server. Furthermore, the Private/Local Telecom Operator also provides
end-user data and supports control data via the Legacy Telecom Operator. In other words,
the Legacy Telecom Operator provides a stable RAN service from the perspective of coverage,
and the Private/Local Telecom Operator provides the Application service for hotspots and
local points. Therefore, the difference is that the network is closed to end-users in local secure
data and assurance of latency.

Figure 4.3 shows a network configuration diagram in the Private/Local Telecom Operator
network in the above architecture. This figure focuses only on the Private/Local Telecom
Operator network. First, installation of a Radio Unit (RU) can support higher frequency
bands (e.g., Sub6/mmWave) with a local RAN network to accommodate as much traffic as
a user plane data in a hotspot. XR/AR/VR/UAV, C-V2X, Robotics, IoT, etc., are given as
examples of terminal devices that connect to the control/user plane. The RU is connected
to the virtualized Distributed Unit (DU) pool via the fronthaul. The vDU is connected
to the virtualized Centralized Unit (CU) pool via the F1 interface in the midhaul. Here,
vCUs are classified into vCU-CP with a control plane and vCU-UP with a user plane, and
they are deployed in the same/different place. Packets GTP encapsulated by CU-UP are
GTP decapsulated in MECs that hold the UPF function. MEC analyzes the destination
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Figure 4.3: Network Architecture in Private/Local Telecom Operator.

information in the packet and refers to the registry information whether it is operating as
MEC Apps. If there is a target MEC Apps, the traffic is passed to MEC Apps at the TCP/IP
layer, but if not, it is encapsulated again by GTP, and the traffic is passed to the mobile
network again. Meanwhile, vCU-CP requests the X2 interface in 4G BBU to receive RU
support for a wide area. Here, as an example, we request a 4G BBU to anchor via the X2
interface. As a result, terminal devices can use C-Plane and U-Plane, setup Protocol Data
Unit (PDU) sessions, and receive services.

4.3 Implementation of MEC/Cloud orchestrator

This section describes the implementation of MEC/Cloud Orchestrator for deploying applica-
tions on MEC or the cloud. This Orchestrator plays an essential role in acquiring the end-user
request and deploying the application based on the collected information and algorithm. The
architecture and implementation sequence are also included separately for the centralized and
distributed types explained in the previous section.

MEC/Cloud Orchestrator needs to consider two optional model use cases: centralized
and decentralized. In the centralized type, the Orchestrator supports multiple Private/Local
Telecom Operators and is held by the Cloud Owner. On the other hand, some functions exist
on the Internet in the distributed type, and other parts are retained in each Private/Local
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Telecom Operator. For the centralized type, it is possible to deploy the application to MEC
that considers the end-user usage information (e.g., usage access log) on the cloud. For the
distributed type, it is possible to deploy the application to MEC that guarantees high security.
The functions provided as Orchestrator manage the catalog image of the application and sup-
port the northbound and southbound interfaces (MEC Platform, cloud Platform, DNS Entry,
User request management). The main functions are application’s life cycle management.

On the other hand, various studies have been conducted from the user’s point of view
regarding MEC and locality. Since there are still many unstudied factors regarding how to
control MEC, this chapter provides a detailed explanation of the MEC/Cloud Orchestrator.
Also, we will explain the implementation of MEC/Cloud Orchestrator in the next sub-section.

4.3.1 Relationship in MEC ecosystem

Each player’s role and relationship between MEC/Cloud Orchestrator is discussed in this
sub-section. Figure 4.4 shows relationship chart of possible 6 players. Other players exluding
MEC/Cloud Orchestrator are described in chaper 3.4.1. MEC/Cloud Orchestrator needs to
consider two optional model use cases: centralized and decentralized. In the centralized type,
the Orchestrator supports multiple Private/Local Telecom Operators and is held by the Cloud
Owner. On the other hand, some functions exist on the Internet in the distributed type, and
other parts are retained in each Private/Local Telecom Operator. For the centralized type, it
is possible to deploy the application to MEC that considers the end-user usage information
(e.g., usage access log) on the cloud. For the distributed type, it is possible to deploy the
application to MEC that guarantees high security. The functions provided as Orchestrator
manage the catalog image of the application and support the northbound and southbound
interfaces (MEC Platform, cloud Platform, DNS Entry, User request management). The main
functions are application’s life cycle management.

On the other hand, various studies have been conducted from the user’s point of view
regarding MEC and locality. Since there are still many unstudied factors regarding how to
control MEC, this chapter provides a detailed explanation of the MEC/Cloud Orchestrator.
Also, we will explain the implementation of MEC/Cloud Orchestrator in the next section.
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Figure 4.4: Relationship chart, including MEC/Cloud Orchestrator.

4.3.2 Implementation of proposed architecture

This section describes the implementation of MEC/Cloud Orchestrator for deploying applica-
tions on MEC or the cloud. This Orchestrator plays an essential role in acquiring the end-user
request and deploying the application based on the collected information and algorithm. The
architecture and implementation sequence are also included separately for the centralized and
distributed types explained in the previous section.

Each of the functions of the GUI and the Orchestrator is explained below in detail. The
GUI function consists of the GUI View function and the Subscription Management function.
The Orchestrator function consists of six parts: Service Query function, Service Registry
function, Database Update function, Image Registry function, Deploy Judgments function,
and Setup Execution function. The GUI View function allows end-users to connect to wide-
area wireless network provided by Legacy Telecom Operator via the control plane using an
HTTP/HTTPS.

After accessing the GUI, the end-user starts using it by registering a subscription (billing)
with secure connection. Here, the user management access information and subscription man-
agement used by the end-user at the time of access by the GUI function are performed by
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the Subscription Management function. In addition, the application subscription information
is managed by the Subscription Management function. On the other hand, the GUI View
function functions as a request received on the Web and a transaction role for each part.
Request information for application requirement request received on GUI View function is
sent to Orchestrator function via Southbound Interface (e.g., Restful API, Curl, SSH, CLI).
Then, end-user can request the deployment application according to subscription payment.
Meanwhile, the Orchestrator function regularly monitors the resources usage/allocation of
cloud and MEC for computing/network/storage. And, the Database Update function up-
dates/manages on Database based on monitoring info. The Service Registry function starts
the registration of the application deployment requested by the Service Query function. The
application selected here starts the deployment process using either the one registered in the
Image Registry function provided by the third party in advance or the cached content gener-
ated by the learning function by AI/ML. When starting the deployment process, the Deploy
Judgments function is determined by the logic based on the scenario in which either cloud
or MEC (e.g., physical location) possessed by Private/Local Telecom Operator is registered.
Examples of registered strategies include minimum latency, cost, and processing performance.
Finally, the Setup Execution function executes the Config set in the virtual machine or con-
tainer remotely when the deployment is completed. As a result, the end-user can be received
the service from the deployed application via user plane.

4.3.3 Centralized MEC/Cloud orchestrator

4.3.3.1 Logical implementation

Firstly we propose a centralized MEC/Cloud Orchestrator on the Cloud Owner that collec-
tively manages multiple Private/Local Telecom Operators’ MEC and integrates with cloud
services. Figure 4.5 shows a proposal overview. MEC/Cloud Orchestrator consists of GUI and
Orchestrator functions and has northbound/southbound interfaces. For the northbound inter-
face, GUI functions are provided to the end-user. For the southbound interface, the Orches-
tration function is used for application deployment, setup, information collection/monitoring
to each cloud, and multiple MECs. Here, managing multiple MECs collectively has mainly
three advantages;

1) The usage log information of the application that the end-user has used in the cloud can
be used as input information to AI/ML. Then, by AI/ML, the cached content can be
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Figure 4.5: Illustration of the Centralized Type of a MEC/Cloud Orchestrator.

deployed on MEC as usage prediction or made known to end-users as recommendation
information and selected.

2) When the end-user has contracts with multiple Private/Local Telecom Operators, it
is possible to track the movement of the application used by MEC when the end-user
moves entirely because multiple MECs are managed collectively.

3) Since MEC/Cloud Orchestrator monitors each resource, the awareness of the physical
location and the visualization management of the entire network can be performed so
that the network route change in the event of a disaster, etc., is taken into consideration.

Thanks to the above-mentioned advantages, the proposed centralized scheme can collectively
manage and operate multiple MECs.
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(a) Subscription Registration Process.

(b) Deployment Process

Figure 4.6: Sequence of MEC/Cloud Orchestrator for Implementation.
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4.3.3.2 Sequence implementation

There are two main steps for the end-user to gain the Private/Local Telecom Operator’s
services. The first is subscription registration, and the other is application deployment. The
implementation detail of the proposed Centralized sequences is shown in Fig. 4.6. First, the
end-user needs to access the GUI view using a registered account. Here, if the user access
with a registered account, the one can receive a success message in GUI view. However, if the
user access with an unregistered account, the one will receive a failure message response. The
above sequence is a basic rule for blocking unauthorized access using a registered account in
Fig. 4.6(a). On the other hand, a sequence in Fig. 4.6(a) acquires information on the cloud and
multiple MECs regularly, which is a sequence different from user access. An authentication
session has been established because the key authentication format has been distributed in
advance. As monitored by the polling method, the status of the physical/logical information
of the resource area (Computing, Network, Storage) secured in advance on the cloud system
is confirmed. Similarly, the status of the physical/logical information of the resource area
that can be used as MEC held by each Private/Local Telecom Operator is checked. The
database inside the Orchestrator function is updated based on the information learned here.
Although Fig. 4.6(a) also exemplifies the polling method, of course, a notification format
in Syslog/Trap format is conceivable. Regarding the deployment resource space, since it is
assumed that the Cloud Owner holds MEC/Cloud Orchestrator, the application deployment
computing resource in the cloud can be changed by MEC/Cloud Orchestrator according to
the usage status of the application. The resource area in MEC can be determined/changed
according to the contract with the Private/Local Telecom Operator.

Next, the end-user describes the sequence of registering a subscription based on the access
information. The end-user makes a subscription registration request. Here, the end-user
needs to input the Private/Local Telecom Operator service data and select the range of use
and the type of service. Orchestrator GUI then receives a registration request with the
GUI function and make a service registration request to the Orchestrator function. The
Orchestrator function confirms whether the resource area on the MEC side is open for the
received request. If there is no problem, it gives a successful notification. Otherwise, if the
resource area is insufficient, a request is made to the Private/Local Telecom Operator to
update the contract to get the additional resources. MEC side is notified of the possibility
that the resource area is insufficient. The service requirements (latency, cost, etc.) are not
positively required. Orchestrator notifies to the end-user that the processing performance is
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Figure 4.7: Illustration of the Distributed Type of a MEC/Cloud Orchestrator.

not guaranteed in this case. When further subscribing, it is necessary to consider the priority
compared to other end-users.

Secondly, the application deployment sequence is shown in Fig. 4.6(b). The end-user
starts the application deployment based on the subscription. There are three designs as an
application deployment method as follows; (1) Specific application deployment method. (2)
Cloud cached content of application specified in the cloud. (3) Computing resource reservation
method.

Deployment method in (1) is deploying a basic application on a virtualization platform via
VIM (Virtualized Infrastructure Management). Method of (2) is an intelligent method that
generates cache content based on the access usage log information of cloud applications that
end-users have used so far and deploys it on MEC. This method is possible because the Cloud
Owner holds MEC/Cloud Orchestrator. Regarding (3), unlike (1) and (2), it is a method
of reserving computing resources in advance. The resource reserved here could be used as a
calculation resource or would be used as (1) and (2). Subscriptions only occur after you start
using computing. With the above, it is possible to deploy the application on the cloud or
MEC.
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4.3.4 Distributed MEC/Cloud orchestrator

4.3.4.1 Logical overview

In a distributed manner, the orchestrator function and GUI function are separately deployed
to each Private/Local Telecom Operator and the Internet, respectively. An overview of this
architecture is illustrated in Fig. 4.7. The GUI functionality of MEC/Cloud Orchestrator is
deployed at a higher level, e.g., on the Internet, so that end-users can access to it.

Meanwhile, a part of orchestration function, that is, the deployment function, is assigned
to each Private/Local Telecom Operator.

The GUI function determines which Private/Local Telecom Operator service range is pro-
vided based on the end-user’s registration information and requests it via the internal manage-
ment interface. Based on the request information, the Orchestrator function in Private/Local
Telecom Operator receives the information at the API interface published by Cloud Owner
via the northbound interface. It is compared with MEC information acquired via the south-
bound interface and then the deployment destination is registered. Finally, the application
is deployed based on the scenario judgment logic. A plurality of merits when MEC/Cloud
Orchestrator is used The distributed manner has some advantages when MEC/Cloud Orches-
trator is employed and managed for each Private/Local Telecom Operator listed as below;

1) It supports concealing confidential information such as network information, physical
context information, server information, for each Private/Local Telecom Operator.

2) It recommends to end-users enjoying the Private/Local service according to the pre-
dicted regional information by algorithmizing the application in MEC which they hold
as input information to AI/ML.

3) When a Private/Local Telecom Operator covers multiple areas, the log/tracking data
and update of the application used by the end-users can be shared among regions.

Because of the advantages described above, the distributed architecture can be one solution
to manage and utilize MEC for each Private/Local Telecom Operator.

4.3.4.2 Sequence implementation

The basic sequence flow triggered by the end-user is the same as section 4.2.2. Here, the
supplementary information in the distributed type sequence is mainly explained with support
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(a) Subscription Registration Process.

(b) Deployment Process

Figure 4.8: Sequence of MEC/Cloud Orchestrator in Distributed Type.
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of Fig. 4.8. In Fig. 4.8(a), regarding the sequence of regularly collecting data on the cloud
and MEC, the cloud side needs to get the physical/logical data via the interface officially pub-
lished by Cloud Owner. On the other hand, since the resource area on MEC side is inside the
network, resource controller considers information such as RAN. MEC then becomes available
because main function of MEC/Cloud Orchestrator is under the Private/Local Telecom Op-
erator. Thanks to the above information, a roadmap for future hardware procurement, etc.,
could be planned. The Private/Local Telecom Operator can easily decide the purchase order
supported by MEC/Cloud Orchestrator. Regarding subscription registration, when resource
usage is about to exceed the capacity pre-reserved on the cloud, MEC/Cloud Orchestrator
will request the cloud owner or end user to acquire additional resources.

Next, the application deployment sequence in Fig. 4.8(b) is described below. The ap-
plication deployment sequence is almost the same as the centralized type. The difference is
the deployment method by the localized cached contents method. In the localized cached
contents, the subscription registered user is based on the analysis result of the usage logs of
the ranking information in which many applications are used and the stored end-user infor-
mation based on the history information of the application used in Private/Local Telecom
Operator. In the localized cache contents, the cached application is deployed based on the
analysis result of application ranking and trend given by end-user. This kind of application
deployment method can be classified as localized information-based digital twins.

4.4 Performance evaluation of MEC beyond 5G cellular
network

In this chapter, outdoor PoC work is conducted with realistic 5G. Detailed scenario of field
trial is presented and the benefit of the Private/Local Telecom Operator has shown in the
results.

4.4.1 Proof-of-concept description

The experiment field structure is drawn in Fig. 4.9. The outdoor PoC field was constructed
in Tokyo Institute of Technology, Ookayama campus. As the 5G environment, multiple RUs
were deployed for n77/n257 frequency bands and one LTE sector was deployed for various
kind of applications. Table 4.1 shows hardware equipment and radio information such as
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Figure 4.9: Outdoor PoC Field Design.
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Table 4.1: Hardware Equipment Condition

Hardware Name Specifications

LTE RU
Frequency Band: Band 3
System bandwidth: 5MHz

Sub6 RU
Frequency Band: n77
System bandwidth: 100MHz

mmWave RU
Frequency Band: n257
System bandwidth: 400MHz

UE Device [155]

CPU: Qualcomm® Snapdragon™ 765G 5G mobile platform
OS: Android
Support Band: Band3/n77/n257
Band3 Tx Rate: UL ≤ 18Mbps, DL ≤ 100Mbps
n77 Tx Rate: UL ≤ 217Mbps, DL ≤ 2.13Gbps
n257 Tx Rate: UL ≤ 273Mbps, DL ≤ 2.80Gbps

PC/Laptop

Model: dynabook G83/DN
OS: Microsoft Windows 10 Pro
CPU(Phy)/MEM: 4Core/8GB
USB ports:2
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the frequency of each RU. 4G uses 5MHz channel bandwidth (UL: 1825-1830MHz, DL: 1730-
1735MHz) in the Band 3 (FDD), and 5G bands are prepared in both Sub6 n77 (TDD, 3.8-
3.9GHz) and mmWave n257 (TDD, 27.0-27.4GHz). In case of the mmWave band, 400MHz
Bandwidth, i.e., 4CC (4 x 100MHz Component Carrier), is assigned to the downlink while that
for the uplink is 100MHz Bandwidth, i.e., 1CC (1x 100MHz CC). As a network connection,
Edge Cloud is defined from after Fronthaul to before Internet Security Getaway. 4G/5G of
RAN (vDU/vCU) was deployed in Edge cloud, and MEC and Apps that can be capsulized by
GTP of User Plane were prepared. In addition, cloud vApps server is prepared in cloud side.
In the vApps, an iperf3 software is installed to compare the communication performance of
MEC and cloud. As a user equipment terminal, 5G compliant Rakuten Big s [155] is used.
Its local App can specify IP for Iperf3 of vApp in MEC, and register itself in DNS for IPerf3
of Apps in cloud. Each of those settings can be confirmed by connecting with the specified
Name. In addition, 4G is used for C-Plane signalling, and measurement is performed based
on conditions in a state where PDU session establishment is completed. In other words, this
PoC measurement starts from UE connection establishment and does not take into account
the latency imposed by the attach procedure and any handover scenario. That is why only
stational terminal is involved in the PoC, and the measurement is performed in a static
condition because the main purpose of this PoC is to verify how essential and efficient the
use of 5G MEC is for Private/Local Operators scenarios from the user plane performance
standpoint. This PoC field coverage can be expanded by additionally deploying more RUs to
fully support 5G area. Regarding to the connectives of the terminal, a PC is connected to the
terminal via USB3.0 and the log information of the terminal is collected via XCAL [156]. With
this measurement tool, it is also possible to acquire information such as RSRP, each protocol
sequence, physical/MAC layer information, and wireless throughput. Captured data can be
combined and analyzed by using XCAP [157]. Performance tendency per different network
configuration for fronthaul/backhaul will be investigated separately. In the measurement,
the application deployment location (either MEC or Cloud) is determined by the objective
function to minimize the cost that satisfies the latency conditions.

End-users would like to select the more inexpensive computation environment. Here, the
cost model based on chapter 3.3.2 is calculated by numerical analysis conducted with the
actual field measurement results. The actual results in the testbed field are obtained by
measuring the performance on the RAN side by XCAL.

Meanwhile, the logic of judgment needs to be added in MEC/Cloud Orchestrator, as shown
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in Fig. 4.2. In this chapter, we explain how to determine the minimum latency. The latency
on the MEC side can be determined by the computing process because it is assumed that the
MEC will be deployed on the RAN side. Regarding to the latency imposed on the cloud side,
it is necessary to consider two kinds; backhaul network bandwidth and computing processing.
The cloud side needs to evaluate both the latency effect and cost increase, whether the network
bandwidth or computing resource is added. The MEC latency tk,j based on chapter 3.3.2 is
expressed as,

tk,j = αkwk

NMECfk,j

+ εj, wk = δbk (4.1)

where NMEC denotes the number of MEC resources decided by private (local) telecom oper-
ator’s strategy, wk [CPU cycles] represents the task converted from information bk with task
weight δ, computation resource is expressed as fk,j, and εj is processing queue in the MEC
side as seen in Eq. (4.1). In the cloud side, the latency tk,cl and cost ccl is expressed as,

tk,cl = (1 − αk)bk

NBH
+ (1 − αk)wk

Nclfcl
+ εcl (4.2)

where NBH denotes backhaul capacity, Ncl is the number of cloud resources, fcl is computing
resources, and εcl denotes the processing queue in the cloud as seen in Eq. (4.2). Since the
measurement is performed using one sector, the sector j is set to 1, and user k is also one UE
because RU is possible to allocate the maximum resource block (RB). It is possible to input
highly reliable information as an input in the numerical calculation based on the measured
delay performance.

4.4.2 Edge platform virtualization implementation

The edge computing platform held by the Private/Local Telecom Operator requires that var-
ious applications (RAN/Core/Apps) run on shared hardware. Figure 4.10 shows the archi-
tecture that the applications can run on the platform of virtualization. In this figure, COTS
HW requires an MGMT (Management) GUI function that remotely controls the OS and
power supply. As the OS, a general-purpose OS such as Ubuntu/CentOS/RedHat/Windows
is used. As a Virtualization Platform, HW has vFPGA/ vMEM/ vCPU/ vGPU/ vSSD/
vHDD/ vNetwork/ vNIC/ vDriver that can be provided as virtualization as NFVI that can
be managed by VIM, and specify it at the time of deployment according to the application
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Figure 4.10: Edge Platform.

requirements for virtualization. API (Restful/CLI/SSH/YANG) can control VIM for NFVI
via MGMT NW. RAN Software/Core Software/MEC Platform/MEC Apps can be operated
as an application. RAN Software is divided into vDU/vCU. Furthermore, vCU is separated
by CUPS and is divided into vCU-CP/vCU-UP. The interface between vDU and vCU is cut
by Split Function (e.g., Split Option 6). Core Software is a 5GC-based function that can
be deployed as needed, such as UPF, AMF, and SMF. MEC Platform and MEC App, etc.,
mainly indicate applications used by end-users when a local breakout is required. Since it runs
on the same COTS HW as the above application, it can be operated by sharing resources
and managing and monitoring it on the virtualization platform. In addition, the virtual-
ization platform is adopted a single factor without multiplication to accommodate virtual
applications for processing high performance.

4.4.3 Result of field trial

The basic throughput performance of the Sub6 and mmWave was measured through the NSA
configuration. The measurement results in E2E were approx. 0.9 Gbps for Sub6 and 1.6
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Table 4.2: Throughput Performance in PoC Field employing MEC

w/ MEC w/o MEC
Sub6 n77 mmW n257 Internet

Throughput [Gbps] 0.9 1.6 0.9

Figure 4.11: Latency Comparison of MEC and Internet.

Gbps for mmWave under the same 4G coverage in Table 4.2. This result includes throughput
on the 4G side and is based on RF level, which depends on the development status of RAN
software. It should be noted that the throughput in this measurement could not be the
maximum performance. Meanwhile, to highlight the benefit of MEC, which support stable
communication compared to the internet, we executed the throughput performance from
Ookla sppedtest [158] which works in San Francisco, United State, via mmW from UE. As
shown in Table 3, the performance in MEC via mmW is higher than on the internet. Hence, the
performance of MEC is not only stabler but also higher than the internet. As for the latency
performance, one packet of 56-bit data was transmitted via 5G and thus it does not occupy
the RB and compares to throughput; a quantitative evaluation can be performed. Fig. 4.11
shows the latency result between MEC and Internet. For the Internet servers, the comparison
of MEC was conducted using officially prepared ping servers in Hokkaido, Japan [159] and
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San Francisco, United State. In internet, former was executed by ping from UE with IPv4
address in Hokkaido ping server, and latter was executed by Ookala sppedtest [158] in UE.
In this figure, Internet (1) refers to the Hokkaido Ping server (ping-hokkaido.sinet.ad.jp) and
Internet (2) to the San Francisco, United State. These results show averaged performance
with 10 measurement trials in 100 sec period at UE. From the figure, it can be seen that the
average latency of MEC via Sub6/mmW is approximately 33 msec, which is an improvement
of about 20 msec compared to the Internet (1). It also shows that the improvement of latency
depends on the server location in the Internet based on physical distance. Based on the above
results, we can estimate that the latency between the RU and the CU was about 5 msec when
installed on the near side of the base station, so the latency can be reduced to about 5 msec
to 15 msec. These results were implemented assuming a Private/Local Operator as a MEC
that partially verifies the designed MEC/Cloud Orchestrator. As a result, the application was
correctly deployed and implemented in E2E, and the communication stability and delay were
more stable and lower than in the case of the Internet cloud. In other words, the throughput
in MEC is more stable than w/o MEC because the distance of E2E network has not only
been shortened, but also the network’s condition has become more stable as there are fewer
in-between network devices.

4.5 Conclusion

This chapter addresses the challenge of managing and deploying applications in MEC. In
particular, we proposed a detailed implementation for the MEC/Cloud Orchestrator. In
addition, we designed a case where the MEC/Cloud Orchestrator would be owned by either
an existing Cloud Owner or a Private/Local Operator that would split the functionality of
the MEC/Cloud Orchestrator. During the design process, it was found that deploying the
RAN and MEC on a virtualized platform and renting other equipment from Legacy Telecom
Operators facilitates the participation of Private/Local Operator in a MEC ecosystem. For
the system implementation of this proposal, we designed an E2E system and constructed
a PoC field at Ookayama Campus of Tokyo Institute of Technology. In this field, an edge
cloud was implemented on campus, and SOTA hardware and software were deployed. In this
field, we conducted a PoC through an outdoor field trial to verify the essential effectiveness
of the proposed concept from an E2E perspective. In addition, the obtained verification
results showed lower latency and more stable communication than current cloud services. In
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the future, to generalize the implementation system this time, this work will consider and
implement open-source-based system implementation and microservices. In addition, in the
PoC outdoor field constructed in this chapter, we will utilize it in various researches toward
Beyond 5G.
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Chapter 5

Conclusion

5.1 Summary

This chapter concludes this thesis and presents future prospects. Chapter 2 is discussed about
the architecture of MEC, which is referenced in the following chapters. Specifically, we first
discussed the current status of reference architecture of MEC in the latest standardization
trends (3GPP, ETSI). Next, the proposed architecture of MEC, taking into account use cases
based on standardization trends, was discussed. In the discussion, the low latency of E2E
in MEC was formulated, and we explained each equation and parameter. Finally, based on
the proposal equations, we also evaluated them by numerical analysis. The evaluation results
found that increasing the computing resources can obtain a delay reduction trend, but the
benefits obtained become smaller when more resources are added.

Chapter 3 designs a mobile ecosystem to support MEC to accelerate its deployment in
5G and beyond cellular networks. In this Capter, a revenue model involving three players
has been proposed: private/local operators, backhaul owners, and cloud owners. Our initial
evaluation of the private/local operator in the proposed model showed that the profit/loss
tends to increase with the addition of MECs and that the number of MECs that can generate
the maximum revenue depends on the MEC resource costs and application requirements.
Thus, private/local operator revenues vary depending on the duration of MEC resource use
and the number of MEC resources deployed. Next, we evaluated a social maximization
revenue model with an investment strategy in which the telecom operator determines the
number of MECs and the backhaul owner leases backhaul capacity. The proposed delayable
selection model increases the selection rate when the number of MEC resources exceeds a
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certain threshold and the average selection rate by MECs is saturated. From the revenue
formulae for carriers and backhaul operators, the results are interpreted in terms of a convex
function. That is, NMEC and NBH should be optimized so that the revenues of the telecom
operator and the backhaul owner are maximized simultaneously. As a result, based on game
theory, we analyzed the optimal number of cases where the maximized revenue outcome of
the two players is satisfied. The results show that MEC can be advantageous by using cloud
and edge resources in parallel instead of processing all traffic on the MEC side. Finally, we
evaluated a social maximization revenue model with an investment strategy in which the
telecom operator determines the number of MECs and the cloud operator leases backhaul
capacity. we also formulated a computational resource allocation problem that maximizes
their revenue under the constraint of satisfactory end-to-end delay as QoS/QoE on the user
side; MEC resources and backhaul capacity are the key resource parameters optimized. A
game-theoretic approach was adopted, and large-scale simulations obtained the solution based
on a heterogeneous network of millimeter-wave small cells on macrocells. In addition, we
observed the optimized characteristics using various parameters such as delay requirements,
the cost of deploying MEC, and the number of computational tasks. The results reveal the
benefits of MEC and show that both edge and cloud computing resources are essential to
maximize revenue for all players and satisfy user QoS/QoE. In particular, MEC is essential
for mission-critical application services. The proposed approach can provide valuable insights
into enabling MEC-enabled system design for the Beyond 5G.

Chapter 4 addresses the challenge of managing and deploying applications in MEC. In
particular, we proposed a detailed implementation for the MEC/Cloud Orchestrator. In
addition, we designed a case where the MEC/Cloud Orchestrator would be owned by either
an existing Cloud Owner or a Private/Local Operator that would split the functionality of
the MEC/Cloud Orchestrator. During the design process, it was found that deploying the
RAN and MEC on a virtualized platform and renting other equipment from Legacy Telecom
Operators facilitates the participation of Private/Local Operator in a MEC ecosystem. For
the system implementation of this proposal, we designed an E2E system and constructed
a PoC field at Ookayama Campus of Tokyo Institute of Technology. In this field, an edge
cloud was implemented on campus, and SOTA hardware and software were deployed. In this
field, we conducted a PoC through an outdoor field trial to verify the essential effectiveness
of the proposed concept from an E2E perspective. In addition, the obtained verification
results showed lower latency and more stable communication than current cloud services. In
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the future, to generalize the implementation system this time, this work will consider and
implement open-source-based system implementation and microservices. In addition, in the
PoC outdoor field constructed in this chapter, we will utilize it in various researches toward
Beyond 5G.

5.2 Suggestion for future works

This section explains the future several research directions related to the work presented in
this thesis.

5.2.1 Verification of Ecosystem in Beyond 5G PoC Fields

Chapter 3 evaluated the MEC ecosystem through discussion and numerical analysis. This
evaluation is based on desk discussions and shows its effectiveness. However, when consider-
ing universality, the usefulness of the proposed formulae need to be partly verified through
empirical experiments. Therefore, it is necessary to demonstrate the validity of the formulae
using the cost required for the constructed experimental field. Also, CAPEX and OPEX need
to be measured over a long period. Furthermore, there is a need to calculate the MEC’s
resource rental for multiple use cases, although some hypotheses are necessary.

5.2.2 Experimental verification of several use cases in beyond 5G
PoC fields

Chapter 4 proposed a B5G/6G platform where Edge Cloud connects the physical space to
cyberspace. In the future, there has two research directions of edge cloud, such as “how to
control applications deployed automatically and migrate user data between edge cloud“ and
“how to achieve the intelligence of edge cloud." This discussion raised such issues in realizing
services close to end-users. In addition, this section is described the state-of-the-art of Private
B5G PoC field in Ookayama Campus of Tokyo Institute of Technology, Japan, and introduced
the future research direction. Furthermore, PoC is necessary to discover the specificity of
one important cutting-edge research as B5G/6G. In addition, worldwide, there are several
projects in various countries where PoC-capable field development is being carried out using
university campus fields (5GTN (Finland) [160], 5G/6G CAMPUS TESTBED (UK)) [161].
Therefore, it will also play an essential role as a research and development base in this PoC
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Figure 5.1: B5G Outdoor Field Extension.

field. Furthermore, this PoC Field will become more active in discussions to contribute to
standardization in the future. Specifically, the research will be carried out in the future using
this PoC field such as Edge Enabler AI, Cellular V2X, Digital Twin as shown in Fig. 5.1.
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