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Abstract

The Exact Wentzel-Kramers-Brillouin (WKB) analysis is an exact approach to study the

complex one-dimensional stationary Schrödinger equation. In this thesis, we apply the Ex-

act WKB analysis to study quantum mechanics, the quasi-normal modes (QNMs) for the

extremal D3/M5-branes and 4-dimensional N = 2 SU(2) supersymmetric gauge theories.

This thesis is composed of three parts. In the first part, we introduce the Exact WKB analy-

sis. We explain the connection formula for the Borel resummation of the WKB solutions. In

the second part, we solve the spectral problems for the bound states of quantum mechanical

systems and the QNMs of the extremal D3/M5-branes based on the Exact WKB analysis.

The connection formula for the Borel resummed WKB solutions determines exact conditions

for the spectra. The exact conditions show that the discontinuity of the perturbative part of

the spectra leads the non-perturbative part of themselves. In the third part, we derive the

Thermodynamic Bethe Ansatz (TBA) equations that determine the spectra by combining

with the exact conditions. We also derive the TBA equations for the quantum Seiberg-

Witten curves of 4-dimensional N = 2 SU(2) supersymmetric gauge theories with Nf = 0, 2

fundamental hypermultiplets. The TBA equations for the quantum Seiberg-Witten curves

determine the renormalized masses of the Bogomol’nyi-Prasad-Sommerfield (BPS) particles

in the low-energy effective theory of the models exactly.
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Chapter 1

Introduction

The perturbation theory is the approximation method that expands physical observables in

powers of a parameter. In particle physics, computations in the standard model and string

theory are done by the perturbation theory, where the physical observables take the form of

power series in the coupling constant. In the weak coupling region, the perturbation theory

gives a good approximation to the physical observables.

In the strong coupling region, the perturbation theory is not applicable. Nevertheless,

strong coupling theories appear in particle physics. For example, Quantum Chromodynam-

ics is an asymptotically free theory and becomes a strong coupling theory in the low energy

region. The strong coupling theory also appears in string theory, where the strong coupling

limit of the theory becomes M-theory. To study the strong coupling theories, we need other

methods (numerically, exactly, ...) to compute physical observables.

The perturbation theory can be promoted to exact analysis by combining with resum-

mation methods. The goal of this thesis is to establish an exact method that enables us to

study even the strong coupling theories based on the Borel resummation. In this thesis, as a

first step to this goal, we will demonstrate that the Borel resummation provides exact results

in the study of the quasi-normal modes (QNMs) and the low-energy effective dynamics of

the N = 2 gauge theories. In the study of the QNMs, we will derive exact QNMs conditions

written by the Borel resummation. The exact conditions not only determine the QNMs

exactly, but also clarify that the discontinuity of the perturbative part of the QNMs leads

the non-perturbative part of themselves. This result shows we can study non-perturbative

aspects of theories by using the Borel resummation. In the N = 2 gauge theories, we

will study the Borel resummation of the renormalized masses of the Bogomol’nyi-Prasad-

Sommerfield (BPS) particles appearing in the low-energy effective theory of the models.

1
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We determine the discontinuity structure of the Borel resummation of the masses and show

that the discontinuity and the asymptotic behavior of the masses derive the Thermody-

namic Bethe Ansatz (TBA) equations satisfied by the Borel resummation of the masses.

We would like to emphasize that the discontinuity and the asymptotic behavior we will use

in the derivation of the TBA equations are universal properties of the observables. This

opens the possibility to formulate the exact approach based on the discontinuity and the

asymptotic behavior.

In the rest of this chapter, we review each topic, the perturbation theory, the Borel

resummation, the QNMs and N=2 gauge theories.

1.1 Perturbation theory

In the computation of observables (partition functions, energy eigenvalues, . . . ), there are

cases in which we cannot get exact answers. We then try to compute the observables by

using approximation methods. The perturbation theory expands the observables in powers

of a parameter g that we can tune to be small:

O (g) =
∞∑

m=0

cmg
m = c0 + c1g + c2g

2 + · · · , (1.1.1)

where O (g) is an observable. The perturbation theory has good agreements with experi-

mental results, for example the anomalous magnetic moment of the electron spin g-factor

and its calculation in Quantum Electrodynamics.

If it is impossible to obtain the general term for the coefficient cn, we compute the

terms of the perturbative series (1.1.1) order by order. The perturbative series are then

approximated by the partial sum,

O (g) ∼
n∑

m=0

cmg
m. (1.1.2)

The numerical value of the the partial sum (1.1.2) is expected to approach to the true value

of the observable as n increases, but it may deviates from the true value when n exceeds

a certain number. As an example, let us consider the partition function for 0-dimensional
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Figure 1.1: The numerical value of |Z(g) − Zpt(g)| at g = 1/100. The horizon axis is the
upper limit of the partial sum of Zpt(g).

quantum field theory with a double well potential:

Z(g) =

∫ +∞

−∞

e−S

√
2π
dϕ, S =

1

2
ϕ2 +

g

2
ϕ4, (1.1.3)

where g > 0. (1.1.3) can be evaluated for a given value of g numerically. On the other

hand, expanding e−
g
2
ϕ4

in powers of g and exchanging the integral and the sum without

considering convergence, we obtain the perturbative series for (1.1.3),

Zpt(g) =
∞∑

m=0

cmg
m, cm =

(−2)m√
π

Γ
(
2m+ 1

2

)
Γ (m+ 1)

. (1.1.4)

Fig.1.1 shows the numerical value of |Z(g) − Zpt(g)| at g = 1/100 where we have approxi-

mated Zpt(g) as the partial sum up to order n. In small n region, |Z(g) − Zpt(g)| goes to
zero as n increases, while in large n region, it is getting bigger as n increases. As a result,

the perturbative series (1.1.4) has a lack of the accuracy for large n.

The limit of the accuracy of the perturbative series occurs if the radius of convergence of

the series (1.1.1) is zero. The radius of convergence of (1.1.4) is zero because the coefficient

is factorially growth as cm ∼ (−8)m√
2π

(n− 1)!. The origin of the factorial growth of cm is

the rapid growth of the number of the Feynman diagrams [1, 2]. We encounter the similar

factorial growth of the coefficients of the perturbative series in quantum field theory [3],

quantum mechanics [4–6] and string theory [7, 8].
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1.2 Borel resummation

If the coefficients of (1.1.1) show factorial growth, we can define the Borel resummation by

the following Laplace integral, which provides an analytic function on g,

B [O] (g) =

∫ ∞

0

e−ξ/gÕ (ξ) dξ, Õ (ξ) =
∞∑
n=0

cn
Γ (n)

ξn−1. (1.2.1)

For the series Õ (ξ), the factorial growth of cn is suppressed by the factor 1/Γ (n). The

Borel resummation B [O] (g) has O(g) as the asymptotic series at g = 0. For (1.1.4), the

Borel resummation is given by

B [Zpt] (g) =

∫ ∞

0

e−ξ/gZ̃pt (ξ) dξ =
1

g

∫ ∞

0

e−ξ/g 2

π

√
1− 2k2(ξ)K

(
k2(ξ)

)
dξ, (1.2.2)

where k2(ξ) := 1
2

(
1− 1√

1+8ξ

)
and K (k2(ξ)) is the elliptic integral of the first kind. We have

calculated |Z(g) − B [Zpt] (g)| at g = 1/100 and the result is 6.38378 × 10−14. The Borel

resummation determines the observables exactly (e.g. [9–11]).

The Borel resummation also clarifies that the non-perturbative contribution to the ob-

servables can be captured from the discontinuity of the Borel resummation of the perturba-

tive series (1.1.1). The analytic continuation of Õ (ξ) may have singularities on the complex

ξ-plane. If there is a singularity on the positive real axis, we need to redefine the integral of

(1.2.1) so that the integration contour avoids the singularity. We then have the ambiguity

that the integration contour avoids the singularity to the left or right. We denote each

integral as

B± [O] (g) =

∫ ∞e±iδ

0

e−ξ/gÕ (ξ) dξ, δ ≪ 1. (1.2.3)

An example that the discontinuity of the Borel resummation appears is given by (1.1.3)

with inverting the sign of g → −g:

Z(g) =

∫ +∞

−∞

e−S

√
2π
dϕ, S =

1

2
ϕ2 − g

2
ϕ4. (1.2.4)

By expanding e
g
2
ϕ4

in powers of g and exchanging the integral and the sum without consid-

ering convergence, we obtain the perturbative series for (1.2.4),

Zpt(g) =
∞∑

m=0

cmg
m, cm = 2m

√
2

π

Γ
(
2m+ 1

2

)
Γ (m+ 1)

, (1.2.5)
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and then,

Z̃pt (ξ) =
2

πg

√
2− k2(ξ)K(k2(ξ)), (1.2.6)

where k2(ξ) :=
√
32gξ

1+
√
8gξ

. The Borel resummation of (1.2.6) has the discontinuity because the

elliptic integral has the branch cut on the half line ξ > 1/8g. The difference of B± [Zpt] (g)

is given by

B+ [Zpt] (g)− B− [Zpt] (g) =
i√
2πg

e−
1

16g
π

2
√
2

(
I− 1

4

(
1

16g

)
− I 1

4

(
1

16g

))
, (1.2.7)

where Iα(x) is the modified Bessel function of the first kind. At g → 0, the discontinuity

(1.2.7) is suppressed by the non-perturbative factor e−
1

16g , which cannot be expressed by

the power series in g.

The property that the discontinuity of the perturbative series provides the non-perturbative

contribution is called resurgence. In quantum field theory, the discontinuity of the perturba-

tive expansion of the partition function around a classical vacuum leads the non-perturbative

parts that are the contributions from other saddle points [12–15]. The resurgence is also

found for the vacuum energy, where the discontinuity of the perturbative part determines

the IR renormalon of itself [16–19].

1.3 Exact WKB analysis

The Borel resummation of the perturbative series provides the exact observables. In this

thesis, we will study the application of the Borel resummation to the Wentzel-Kramers-

Brillouin (WKB) method in quantum mechanics.

WKB method

In quantum mechanics, the state of a particle is described by the wavefunction. For a time-

independent potential V (x) in one-dimensional space, the wavefunction is governed by the

one-dimensional stationary Schrödinger equation:[
− ℏ2

2m

d2

dx2
+ V (x)

]
ψ(x) = Eψ(x), (1.3.1)

where ℏ is the reduced Planck constant, m is the mass of the particle, E is the energy of

the particle and ψ(x) is the wavefunction.
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The WKB method provides the solution of (1.3.1) with a phase SWKB(x) (see Chapter

2 for details):

ψ(x) = exp

[
i

ℏ
SWKB(x)

]
. (1.3.2)

If we expand SWKB(x) in powers of ℏ, the solution (1.3.2) becomes a power series solution

called the WKB solution. On the x-axis, each classical allowed or forbidden region of the po-

tential has different WKB solution. By solving the connection problem of the WKB solution

in each region, we can obtain for example the energy quantization condition perturbatively.

Exact WKB analysis

The WKB solution is an asymptotic solution of (1.3.1), the radius of convergence of which

is ℏ = 0. To obtain an exact solution, we can take the Borel resummation of the WKB

solution [21,22]. The Borel resummed WKB solution provides an exact wavefunction of the

particle. In this method, the Schrödinger equation (1.3.1) is formulated in a complex plane.

The Borel resummed WKB solution is a local solution at a point. The global structure of the

Borel resummed WKB solution is determined by the Stokes graph, which is a set of integral

curves drawn on the complex plane. If we connect the Borel resummed WKB solution across

any line on the Stokes graph, the solutions are discontinuously changed (Stokes phenomenon

of the WKB solution) [23–26]. Combining the boundary conditions, the connection formula

for the Borel resummed WKB solution provides exact energy quantization conditions, which

include the non-perturbative contributions arising from the quantum tunneling effect [27–

32].

1.4 Quasi-normal modes

In this thesis, we will study the spectral problem of perturbations to curved spacetimes.

The perturbations ingoing to the horizon (or the origin) and outgoing to the infinity damp

over time. The damped modes of the perturbations are explained by the complex reso-

nant eigenfrequencies called the quasi-normal modes (QNMs). The imaginary part of the

QNMs measures the timescale that the perturbations damp. One of the examples of appear-

ing QNMs is the gravitational waves in the ring-down phase of binary black holes merger,

firstly observed by [33]. The gravitational waves in the ring-down phase can be described

as a linear perturbation to the metrics. The symmetries of the background spacetimes then

reduce the gravitational linear perturbation to a scalar or a vector perturbation. The grav-
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itational waves are ingoing to the horizon and outgoing to the infinity, and the frequencies

are explained by the QNMs.

The QNMs also studied in string theory. String theory has solitonic objects called Dp-

branes, where p indicates the spacial dimension that Dp-branes extend. The open string is

attached to the Dp-branes. The Dp-branes have the mass and can curve the background

spacetime [34]. In [35], the QNMs of the dilaton field, which is a massless scalar state of

the closed string, propagating in the parallel D3-branes geometry were computed. It was

demonstrated that the QNMs can also be computed by the picture that the dilaton field

interacts with massless fields explaining massless states of the open string on the D3-branes.

Another example of appearing QNMs is the Anti-de Sitter space/Conformal field theory

(AdS/CFT) correspondence [36, 37]. Under the AdS/CFT correspondence, an AdS black

hole geometry corresponds to a thermal equilibrium state of the CFT [38]. Then a per-

turbation to the AdS black hole corresponds to a perturbation to the thermal equilibrium

state of the CFT. As the QNMs in the AdS black hole describe the damped modes of the

perturbation, the QNMs in the CFT describe the damped perturbation to the thermal equi-

librium state over time. Then the imaginary part of the QNMs measure the timescale that

the CFT returns to the thermal equilibrium [39].

The QNMs are complex resonant eigenvalues of the Schrödinger type differential equa-

tions. In [40], we derived an exact condition for the QNMs of the dilaton field in the extremal

D3-branes geometry based on the Exact WKB analysis. The QNMs computed by the exact

condition agree with the Leaver’s numerical method [42], and the results of the classical

WKB approximation at large frequency [43]. We also derive exact QNMs conditions for a

massless scalar field in the extremal M5-branes [41], which are objects in M-theory appear-

ing the strong coupling limit of string theory. The exact conditions not only determined the

QNMs non-perturbatively, but also showed that the discontinuity of the perturbative part

of the QNMs leads the non-perturbative part of themselves. These results show that the

Exact WKB analysis is a powerful tool to study the QNMs spectral problems.

1.5 WKB periods and TBA equations

WKB periods

In the Exact WKB analysis, the exact conditions for the energy spectra and the QNMs are

given as functional relations of the Borel resummation of the WKB periods, which are the
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following period integrals of the classical allowed and forbidden regions by the potential in

(1.3.1):

Π[xi,xj ] := 2

∫ xj

xi

SWKB(x)dx, (1.5.1)

where [xi, xj] is a classical allowed or forbidden region. The WKB periods (1.5.1) are

asymptotic series in ℏ, which coefficients has a factorial growth (e.g. [28]). The WKB

periods can be computed order by order, for example the higher order coefficients of the

WKB periods are computed by applying differential operators with respect to the energy E

and the moduli parameters of the potential V (x) to the leading term of the WKB periods

(e.g. [44–46]). By computing the Borel resummation of the WKB periods and substituting

into the exact conditions, we can obtain the spectra exactly.

TBA equation

In [21], the author pointed out that the discontinuity structure and the asymptotic behavior

of the Borel resummed WKB periods determine themselves completely (called analytic

bootstrap program or Riemann-Hilbert problem [21]). Recently, the solution to this problem

has been explicitly given for arbitrary polynomial potentials [28], and for potentials with

a regular singularity [47]. The solutions in [28, 47] take the form of the Thermodynamic

Bethe Ansatz (TBA) equations, which are the integral equations appearing in the study

of the integrable field theories represented by 2-dimensional CFT. By solving the TBA

equations, we can compute the Borel resummed WKB periods without knowing the higher

order coefficients of the WKB periods.

1.6 Quantum Seiberg-Witten curve

It is also important to derive the TBA equations for 4-dimensional N = 2 supersymmetric

gauge theories. The low-energy effective dynamics of 4-dimensional N = 2 gauge theo-

ries is determined by a single holomorphic function called the prepotential [48]. According

to the Seiberg-Witten theory [49, 50], the prepotential can be exactly computed from the

Seiberg-Witten periods, which are the period integrals of the Seiberg-Witten differential on

the Seiberg-Witten curve describing the Coulomb moduli space of the vacua. The prepoten-

tial obtained from the Seiberg-Witten periods enables us to understand non-perturbative

aspects of the gauge theories such as the global structure of the BPS spectra [51–54]. The

prepotential can also be obtained from the Nekrasov partition function [55, 56], which is
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defined on the Ω-deformed background parametrized by two deformation parameters ϵ1 and

ϵ2.

Under the Ω-background, the prepotential and the Seiberg-Witten periods also receive

the correction by the deformation. In [44], it was argued that the deformed Seiberg-Witten

periods for the SU(2) super Yang-Mills theory in the Nekrasov-Shatashvili limit ϵ2 → 0 [57]

are identical to the WKB periods for the Mathieu differential equation. This identification

was generalized to pure SU(N) case [58] and with matters [59] later. The corresponding

differential equations are called the quantum Seiberg-Witten curves, which are obtained

from the canonical quantization of the symplectic structure of the Seiberg-Witten curves.

The WKB periods for the quantum Seiberg-Witten curves determine the mass of the BPS

particles perturbatively with respect to ϵ1. The quantization of the Seiberg-Witten curves

has been investigated with various examples [46,60–62]. The quantum Seiberg-Witten curves

also appear in the Alday-Gaiotto-Tachikawa (AGT) correspondence, where the differential

equations are satisfied by the one-point function of a degenerate primary field with respect

to the Gaiotto states [63,64].

In [65, 66], we studied the Exact WKB analysis for the quantum Seiberg-Witten curves

for 4-dimensional N = 2 SU(2) supersymmetric gauge theories with Nf = 0, 2 fundamental

hypermultiplets and derived the TBA equations for the WKB periods. The TBA equations

for the quantum Seiberg-Witten curves compute the Borel resummed WKB periods, which

determine the mass of the BPS particles exactly. The TBA equations also show that the

effective central charge of the underlying CFT is proportional to the one-loop beta function

of the gauge theory.

The quantum Seiberg-Witten curve is also studied in the context of the QNMs. In [67],

the authors showed that the E.O.M. for perturbations to the 4-dimensional Schwarzschild

black hole and the Kerr black hole can be transformed to the quantum Seiberg-Witten

curve for 4-dimensional N = 2 SU(2) supersymmetric QCD with Nf = 2, 3 fundamental

hypermultiplets [46]. This transformation enables us to utilize gauge theory techniques

for solving the QNMs spectral problems. The Seiberg-Witten/gravity correspondence has

extended to other geometries including D3 and M5-branes, fuzzballs and exotic compact

objects later [41,68,69].
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1.7 Outline of the thesis

In this thesis, we study the QNMs spectral problems and the quantum Seiberg-Witten

curves exactly based on the Exact WKB analysis. For the QNMs spectral problems, we

will obtain exact conditions determining the QNMs exactly. The exact conditions show

that the discontinuity of the perturbative part of the QNMs leads the non-perturbative part

of themselves. For the quantum Seiberg-Witten curves, we will derive the TBA equations

computing the Borel resummed WKB periods exactly. The TBA equations provide an

efficient way to compute the renormalized masses of the BPS particles and the QNMs by

combining with the exact conditions.

This thesis is composed of three parts. The first part presents the basics of the Exact

WKB analysis. The second part studies the exact conditions for the spectrum based on

the Exact WKB analysis. We first review the exact energy quantization conditions for the

bound states of quantum mechanical systems. Next, we derive the exact conditions for

the QNMs, which are the complex resonant eigenfrequencies. The third part explores the

derivation of the TBA equations governing the Borel resummed WKB periods. We review

the TBA equations for arbitrary polynomial potentials and Central-Centrifugal potentials.

We generalize the derivation of the TBA equations to the quantum Seiberg-Witten curves

for 4-dimensional N = 2 SU(2) Nf = 0, 2 supersymmetric gauge theories. This thesis is

organized as follows:

Chapter 2 We introduce the Exact WKB analysis. We first review the classical WKB

approximation. We present the connection formula for the Borel resummed WKB solution

and the discontinuity formula for the Borel resummed WKB periods, which play a key role

in this thesis. We do not enter the mathematical details of the proof of the formulae.

Chapter 3 We derive exact quantization conditions for energy spectrum of quantum me-

chanical systems based on the Exact WKB analysis. We study the bound states for the

harmonic oscillator and in the double-well potential.

Chapter 4 We derive the exact conditions for the quasi-normal modes of massless scalar

perturbations to the extremal D3-branes metric and the extremal M5-branes metric. We

numerically check our exact conditions by using the Borel-Padé approximation. We also

present analytic forms and asymptotic behaviors of the QNMs. The exact conditions show

that the discontinuity of the perturbative part of the QNMs leads the non-perturbative part
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of themselves. We also find examples of the Seiberg-Witten/gravity correspondence, which

helps us to compute the QNMs from our conditions.

Chapter 5 We derive the TBA equations governing the Borel resummed WKB periods

for arbitrary polynomial potentials and Central-Centrifugal potentials. Combining with the

exact energy quantization condition, the TBA equations calculate the spectrum exactly.

Chapter 6 We generalize the derivation of the TBA equations to the quantum Seiberg-

Witten curves for 4-dimensional N = 2 SU(2) Nf = 0, 2 supersymmetric gauge theories (or

Super Quantum Chromodynamics (SQCD)). We also compute the effective central charge

of the underlying CFT, which is shown to be proportional to the one-loop beta function of

the SQCD.

Chapter 4 and 6 are based on the author’s paper [40,41,65,66]. The review part in Chapter

2, 3 and 5 is inspired by various literature.



Chapter 2

Exact WKB analysis

This chapter aims to introduce the Exact WKB analysis. We first review the classical WKB

approximation. The classical WKB approximation gives the wavefunction that is valid in the

semiclassical limit. We derive the Bohr-Sommerfeld energy quantization condition, which

is also valid in the semiclassical limit, from the connection formula for the wavefunction

given by the WKB approximation. Next, we introduce the Exact WKB analysis. The

Exact WKB analysis provides an exact wavefunction. The connection problem of the exact

wavefunction is formulated on a Riemann surface called the WKB curve. We also introduce

the WKB periods, which are the period integrals on the WKB curve. We basically follow

the notations of [25,26].

2.1 Classical WKB approximation

In quantum mechanics, a particle moving in a time-independent potential obeys the one-

dimensional stationary Schrödinger equation,[
− ℏ2

2m

d2

dx2
+ V (x, ℏ)

]
ψ(x) = Eψ(x), (2.1.1)

where x is the spacial coordinate, ℏ is the reduced Planck constant, m is the mass of the

particle, E is the energy of the particle, V (x, ℏ) is the potential and ψ(x) is the wavefunction.

Let us consider the bound state of the particle moving in a potential schematically

described by Fig.2.1. There are two turning points x1, x2 satisfying V (x1, ℏ) = V (x2, ℏ) = E.

We denote the region [x1, x2] as II, in which the motion of the particle is classically allowed,

and the regions (−∞, x1] and [x2,+∞) as I and III respectively, in which the motion of the

12
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x

V (x, ℏ)

E

x2x1

I II III

Figure 2.1: The potential graph describing a bound state of the particle.

particle is classically forbidden. For the bound state, we impose the boundary conditions

that the wavefunction ψ(z) decays at x → ±∞. Then we obtain a spectrum of the energy

taking discrete values.

In the semiclassical limit, where the de Broglie wavelength λ(x) := ℏ
ip(x,ℏ) with p(x, ℏ) :=

2m (V (x, ℏ)− E) satisfies |λ′(x)| ≪ 1, the wavefunction of (2.1.1) is given by the following

solutions,

ψa(x) =
1√

p(x, ℏ)
exp

[
±1

ℏ

∫ x

a

√
p(x′, ℏ)dx′

]
(2.1.2)

where a is a parameter controlling the normalization of the wavefunction. (2.1.2) is called

the WKB approximation of the wavefunction. The decaying solution in the region I at

E ≫ 1 is given by the plus signed solution of (2.1.2),

ψx1,I(x) =
A√
p(x, ℏ)

exp

[
1

ℏ

∫ x

x1

√
p(x′, ℏ)dx′

]
, x ∈ (−∞, x1] (2.1.3)

where A is a constant and we have denoted the solution in I normalized at a = x1 as ψx1,I(x).

Similarly, the decaying solution in the region III at E ≫ 1 is given by the minus signed

solution of (2.1.2),

ψx2,III(x) =
C√
p(x, ℏ)

exp

[
−1

ℏ

∫ x

x2

√
p(x′, ℏ)dx′

]
, x ∈ [x2,+∞) (2.1.4)

where C is a constant and we have denoted the solution in III normalized at a = x2 as

ψx2,III(x).
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ψx1,I(x) is connected into the region II as

ψx1,I(x) → ψII(x) =
2A√
p(x, ℏ)

cos

[
1

ℏ

∫ x

x1

√
p(x′, ℏ)dx′ − π

4

]
, x ∈ [x1, x2] (2.1.5)

where we have denoted the solution in II as ψII(x). On the other hand, ψx2,III(x) is connected

into the region II as

ψx2,III(x) → ψII(x) =
2C√
p(x, ℏ)

cos

[
−1

ℏ

∫ x

x2

√
p(x′, ℏ)dx′ − π

4

]
. x ∈ [x1, x2] (2.1.6)

The wavefunction must be unique in the region II. Demanding that (2.1.5) and (2.1.6)

match, one obtains the following condition,

A cos

[
1

ℏ

∫ x

x1

√
p(x′, ℏ)dx′ − π

4

]
= C cos

[
−1

ℏ

∫ x

x2

√
p(x′, ℏ)dx′ − π

4

]
. (2.1.7)

This condition is satisfied by the discrete set of the value of E satisfying the following

conditions,
1

ℏ

∫ x2

x1

p(x, ℏ)dx− i
π

2
= inπ, A = (−1)nC, (2.1.8)

where n ∈ Z≥0. The first condition for E in (2.1.8) is called the Bohr-Sommerfeld condition.

As an example, let us consider the harmonic oscillator. The potential is given by

V (x, ℏ) =
1

2
mω2x2, (2.1.9)

where ω is the angular frequency. The bound state for (2.1.9) has the positive energy E > 0,

then the turning points x1 = −
√
2E√
mω2

and x2 =
√
2E√
mω2

are real. By substituting (2.1.9) and

the turning points into the integral of the first condition in (2.1.8), we obtain

1

ℏ

∫ x2

x1

p(x, ℏ)dx =

√
2m

ℏ

∫ √
2E√
mω2

−
√
2E√
mω2

√
1

2
mω2x2 − Edx = i

mω

ℏ

∫ √
2E√
mω2

−
√

2E√
mω2

√
2E

mω2
− x2dx.

(2.1.10)

Because the integral in the last equation is the area of the half circle, we obtain

i
mω

ℏ

∫ √
2E√
mω2

−
√
2E√
mω2

√
2E

mω2
− x2dx = iπ

E

ℏω
, (2.1.11)
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and then the first condition in (2.1.8) becomes

iπ
E

ℏω
= iπ

(
n+

1

2

)
⇒ E = ℏω

(
n+

1

2

)
. (2.1.12)

The WKB approximation is only valid for the semiclassical limit, but the energy spectrum

of the harmonic oscillator (2.1.12) coincides with the exact result.

Except for a few example represented by the harmonic oscillator, the WKB approxima-

tion and the Bohr-Sommerfeld condition are only valid for the semiclassical limit. One of

the way to determine the exact wavefunction and the exact spectrum is using the Exact

WKB analysis instead of the WKB approximation. In this thesis, we study the Schrödinger

equations appearing in spectral problems and N = 2 gauge theories based on the Exact

WKB analysis.

2.2 Exact WKB analysis

2.2.1 WKB method

We consider the second-order ordinary differential equation of the Schrödinger type on a

compact Riemann surface Σ (usually taken as the Riemann sphere Σ = C∗),[
d2

dz2
− η2Q0(z)−Q2(z)

]
ψ(z) = 0, (2.2.1)

where z is a local complex coordinate on Σ, and η is a complex parameter, which plays a role

of the reduced Planck constant η = 1/ℏ 1. Assume that Q0(z) and Q2(z) are meromorphic

functions on Σ 2 .

Let us consider the following ansatz of the solution to (2.2.1),

ψa(z) = exp

[
η

∫ z

a

S(z′)dz′
]
, (2.2.2)

where a is a constant governing the normalization of the solution. Substituting the ansatz

1We follow the notation of [25,26].
2In general, the potential function takes the form η2Q0(z) + ηQ1(z) +Q2(z) + η−1Q3(z) + · · · . But, in

this thesis, it is enough to consider only Q0(z) and Q2(z).
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(2.2.2) into the Schrödinger equation (2.2.1), we obtain the equation satisfied by S(z),

S2(z) + η−1 d

dz
S(z)−Q0(z)− η−2Q2(z) = 0. (2.2.3)

(2.2.3) is called the Riccati equation. To solve the Riccati equation, we expand S(z) as a

formal Laurent series in η−1,

S(z) =
∞∑
n=0

Sn(z)η
−n = S0(z) + S1(z)η

−1 + S2(z)η
−2 + · · · . (2.2.4)

Plugging the series (2.2.4) into the Riccati equation (2.2.3) and equating the coefficients of

the powers of η−1, one finds that Sn(z) must satisfy the following recursion relation,

S2
0(z) = Q0(z),

2S0(z)S1(z) +
d

dz
S0(z) = 0,

2S0(z)S2(z) + S2
1(z) +

d

dz
S1(z) = Q2(z),

2S0(z)Sn(z) +
∑

i,j≥1,i+j=n

Si(z)Sj(z) +
d

dz
Sn−1(z) = 0, (n ≥ 3).

(2.2.5)

Depending on the choice of the sign for the root of the first equation in (2.2.5), we obtain

two sets of functions {+Sn(z)}n≥0 and {−Sn(z)}n≥0 with S0(z) =
√
Q0(z). They give two

linearly independent solutions to the Schrödinger equation (2.2.1), which are denoted as

follows,

ψ±
a (z) = exp

[
±η
∫ z

a

S(z′)dz′
]
. (2.2.6)

One can split (2.2.4) into even and odd powers of η−1 as,

S(z) =
∞∑
n=0

S2n(z)η
−2n +

∞∑
n=0

S2n+1(z)η
−(2n+1) = Seven(z) + Sodd(z). (2.2.7)

Substituting this split into the Ricatti equation (2.2.3), we obtain

S2
even(z) + 2Seven(z)Sodd(z) + S2

odd(z) + η−1 d

dz
(Seven(z) + Sodd(z))−Q0(z)− η−2Q2(z) = 0.

(2.2.8)
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This equation can also be parted into even and odd collections of η−1,

S2
even(z) + S2

odd(z) + η−1 d

dz
Sodd(z)−Q0(z)− η−2Q2(z) = 0, (even power),

2Seven(z)Sodd(z) + η−1 d

dz
Seven(z) = 0, (odd power).

(2.2.9)

The odd power collection shows that Sodd(z) is a total derivative,

Sodd(z) = − η−1

2Seven(z)

d

dz
Seven(z) = −η

−1

2

d

dz
logSeven(z) = η−1 d

dz
log (Seven(z))

− 1
2 . (2.2.10)

Therefore the solutions (2.2.6) can be expressed by only using Seven(z),

ψ±
a (z) = exp

[
±
∫ z

a

(
ηSeven(z

′) +
d

dz′
log (Seven(z

′))
− 1

2

)
dz′
]

= ± (Seven(a))
− 1

2 (Seven(z))
− 1

2 exp

[
±η
∫ z

a

Seven(z
′)dz′

] (2.2.11)

Absorbing the constant ± (Seven(a))
− 1

2 into the normalization, we obtain

ψ±
a (z) =

1√
Seven(z)

exp

[
±η
∫ z

a

Seven(z
′)dz′

]
. (2.2.12)

We refer to the solutions (2.2.12) as WKB solutions. The WKB solutions can be expanded

as the series in η−1,

ψ±
a (z) = exp

[
±η
∫ z

a

S0(z
′)dz′

] ∞∑
n=0

ψ±
a,n (z) η

−n. (2.2.13)

At a point z on Σ, the leading term S0(z) =
√
Q0(z) has two values. For Q0(z) =

eiθ|Q0(z)| = ei(θ+2π)|Q0(z)|,

S0(z) =
√
Q0(z) =

√
eiθ|Q0(z)| = eiθ/2

√
|Q0(z)|, (2.2.14)

and

S0(z) =
√
Q0(z) =

√
ei(θ+2π)|Q0(z)| = ei(θ/2+π)

√
|Q0(z)| = −eiθ/2

√
|Q0(z)|. (2.2.15)

Using this property, the WKB solutions can be regarded as not two independent solutions

but one solution that is a two-valued function by the sign indefiniteness on Σ. As the zeros
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of Q0(z) be branch points and taking the branch cuts on Σ, we can define a double covering

Σ̂. On Σ̂, the leading term S0(z) =
√
Q0(z) and the WKB solutions are single-valued

functions. If the coordinate z cross a branch cut of Σ̂, the sign of ±
√
Q0(z) is reversed and

the WKB solutions are also changed ψ±
a (z) → ψ∓

a (z).

Σ̂ can also be constructed by using the following algebraic curve,

y2 = Q0(x), (2.2.16)

where (x, y) are real coordinates. It has been shown that the set of the complex numbers

w = x + iy where (x, y) satisfy the relation (2.2.16) has an isomorphism to Σ̂. For this

reason, we refer to Σ̂ as WKB curve.

Along a closed curve γ on Σ̂ that cannot shrink to a point, we define the integral of

Seven(z) as follows,

Πγ :=

∮
γ

Seven(z)dz. (2.2.17)

We refer to (2.2.17) as WKB period. γ is an element in 1-dimensional homology group

H1(Σ̂) and the WKB periods are the periods of the one-form Seven(z)dz on Σ̂. The WKB

periods are even power series in η−1 as Seven(z),

Πγ =
∞∑
n=0

Π(2n)
γ η−2n, Π(2n)

γ =

∮
γ

S2n(z)dz. (2.2.18)

If one finds the following relation,

S2n(z) = O2nS0(z) +
d

dz
(· · · ), (2.2.19)

where O2n is a differential operator with respect to the parameters in Q0(z) and Q2(z) and

d
dz
(· · · ) is a total derivative, then the higher order coefficient of the WKB period Π

(2n)
γ can

be computed from the leading order coefficient Π
(0)
γ as follows,

Π(2n)
γ = O2nΠ

(0)
γ , (2.2.20)

because the WKB period is the integral on the closed curve with respect to z. This method

is called the differential operator method (e.g. [44–46]).
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2.2.2 Borel resummation

The WKB solutions and the WKB periods are asymptotic series which only converge at

η = ∞. They can be promoted to analytic functions by the Borel resummation, which is

defined as follows: Let us consider a general asymptotic series,

f = e−ηA

∞∑
n=0

anη
−(n+α), (α /∈ {−1,−2,−3, · · · }) , (2.2.21)

where A is complex and e−ηA is the factor that cannot be expressed as the power series in

η−1. The Borel transformation of f is defined by,

f̂ (ξ) =
∞∑
n=0

an
Γ (n+ α)

(ξ − A)n+α−1 . (2.2.22)

If an ∼ O(n!), f̂ (ξ) defines a power series around A with finite convergence of radius. If

the Borel transformation f̂ (ξ) converges near ξ = A and can be analytically continued to

the complex ξ-plane, and satisfies

|f̂ (ξ) | ≤ C1e
C2|ξ|, (2.2.23)

with positive constants C1 and C2, f is said to be Borel summable (definition 2.10 of [25]).

If f is Borel summable, the Borel resummation of f for the direction φ = arg(η) is defined

as the following integral of the Borel transformation,

Bφ [f ] =

∫ ∞e−iφ

A

e−ηξf̂ (ξ) dξ, (2.2.24)

where ∞e−iφ indicates that the path of the integral in (2.2.24) is taken along the half line

{ξ = A+ re−iφ|r ≥ 0} (e.g. Fig.2.2). Due to (2.2.23), the Borel resummaton converges and

gives an analytic function of η. If we take η → ∞, the integrand e−ηξf̂ (ξ) is suppressed at

large ξ by the factor e−ηξ. Then the Borel resummation can be approximated by

B0 [f ] =

∫ ∞

A

e−ηξ

[
∞∑
n=0

an
Γ (n+ α)

(ξ − A)n+α−1

]
dξ. (2.2.25)
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Figure 2.2: An integration contour of the Borel resummation.

Formally exchanging the integral and the sum, we obtain

B0 [f ] =
∞∑
n=0

an

∫ ∞

A

e−ηξ

Γ (n+ α)
(ξ − A)n+α−1 dξ = e−ηA

∞∑
n=0

anη
−(n+α) = f. (2.2.26)

Therefore the Borel resummation has f as the asymptotic expansion at η → ∞.

For any Borel summable series f, g, the Borel resummation commutes with addition and

multiplication (proposition 2.11 of [25]),

Bφ [f + g] = Bφ [f ] + Bφ [g] ,

Bφ [fg] = Bφ [f ]Bφ [g] .
(2.2.27)

The Borel transformation f̂ (ξ) of f may have singularities and branch cuts on the

complex ξ-plane. If there are the singularities and the branch cuts on the integration

contour of (2.2.24), we have to deform the integral contour so that it avoids the singularities

and the branch cuts. In the Exact WKB analysis, we take the integration contours which

avoid the singularities and the branch cuts left or right (Fig.2.3),

Bφ± [f ] = lim
ε→0

Bφ±ε [f ] . (2.2.28)

(2.2.28) is called lateral Borel resummations. The lateral Borel resummations provide dif-

ferent analytic functions, but they have same asymptotic expansion f at η → ∞.

Bφ± can be seen as operators acting on the asymptotic series. The lateral Borel resum-

mations map an asymptotic series to different analytic functions. Then we can define the
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Figure 2.3: Integration contours of the lateral Borel resummations. The cross indicates a
singularity.

automorphism Sφ mapping an asymptotic series to another so that

Bφ− = Bφ+ ◦Sφ. (2.2.29)

Sφ is called the Stokes automorphism. If two Borel summable series f and g satisfySφ [f ] =

g, then Bφ− [f ] = Bφ+ [g], which indicates the different series f and g are mapped to a same

analytic function by the lateral Borel resummations. By using the Stokes automorphism,

we define a resummation Bφ,med as follows,

Bφ,med := Bφ− ◦S−1/2
φ = Bφ+ ◦S1/2

φ , (2.2.30)

where S
±1/2
φ is defined as the formal Taylor series expanded at Sφ = 1,

S1/2
φ =

∞∑
n=0

(
1
2

n

)
(Sφ − 1)n = 1 +

1

2
(Sφ − 1)− 1

8
(Sφ − 1)2 + · · · ,

S−1/2
φ =

∞∑
n=0

(
−1

2

n

)
(Sφ − 1)n = 1− 1

2
(Sφ − 1) +

3

8
(Sφ − 1)2 + · · · .

(2.2.31)

Bφ,med is called median resummation. If we approximate (2.2.31) by first two term, then

the median resummation becomes

Bφ,med ∼ Bφ+ ◦
[
1 +

1

2
(Sφ − 1)

]
=

1

2
(Bφ+ + Bφ−) , (2.2.32)

where we have used (2.2.29). (2.2.32) indicates that the median resummation can be seen
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like the average of the lateral Borel resummations.

Borel summability of the WKB solutions

In this thesis, we impose the following assumptions (Assumption 2.3. of [26]):

Let ϕ be Q0(z) times the square of the infinitesimal interval dz,

ϕ = Q0(z)dzdz. (2.2.33)

The square root of ϕ is
√
Q0(z)dz, which appears in the exponential factor of the WKB

solutions (2.2.13). dzdz is the tensor product dz ⊗ dz and ϕ is a meromorphic quadratic

differential on Σ locally given by (2.2.33). For ϕ, we assume,

• ϕ has at least one zero and one pole.

• All zeros of ϕ are simple (that is, the order of the zeros of ϕ is one).

• If a point p ∈ Σ is a pole of Q2(z), then p is a pole of ϕ.

• If a point s ∈ Σ is a simple pole of ϕ, then Q2(z) has a pole of order at most 2 at s.

• If a point p ∈ Σ is a double pole of ϕ, and z be a local coordinate around p satisfying

z(p) = 0, then Q2(z) has the following asymptotic behavior,

Q2(z) = − 1

4z2
(1 +O(z)) as z → 0. (2.2.34)

• If a point p ∈ Σ is a pole of ϕ of order m ≥ 3, then Q2(z) has may has a pole at p satisfying

(pole order of Q2(z) at p) < 1 +
m

2
. (2.2.35)

Under the above assumption, the WKB solutions are Borel summable [25,26].

2.2.3 Stokes graph

The Borel resummation of the WKB solutions Bφ

[
ψ±
za

]
(z) is local solutions at z on Σ. To

obtain the solutions in the whole of Σ, we need to analytically continue the Borel resum-

mation of the WKB solutions. The global structure of the Borel resummation of the WKB
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solutions is determined by the Stokes lines, which are defined by the following equation,

ℑ
[
eiφ
∫ z

z∗

S0 (z
′) dz′

]
= 0, (2.2.36)

where z∗ is a zero or a simple pole of the quadratic differential ϕ (2.2.33). The endpoints of

the stokes lines are connected to the zeros or the poles of ϕ. In particular, the Stokes line both

endpoints of which are connected to the zeros or the simple pole is called Stokes segment.

The Stokes lines can be assigned the orientation defined by the following conditions, ℜ
[
eiφ
∫ z

z∗
S0 (z

′) dz′
]
> 0 → positive orientation,

ℜ
[
eiφ
∫ z

z∗
S0 (z

′) dz′
]
< 0 → negative orientation.

(2.2.37)

The graph on the WKB curve Σ̂ depicted by the Stokes lines is called Stokes graph. The

Stokes graph splits Σ̂ into some regions, which can be mapped into a triangulation of

Σ̂ [25,70]. Each region divided by the Stokes graph is called Stokes region.

The Stokes lines are steepest descent lines of the WKB solutions. Along a Stokes line

emanating from z∗, the WKB solutions normalized at z∗ don’t oscillate because the expo-

nential factor of the solutions (2.2.13) is always real by (2.2.36). If the Stokes line has the

positive orientation, the minus signed WKB solution decays along the Stokes line asymp-

totically. On the other hand, if the Stokes line has the negative orientation, the plus signed

WKB solution decays along the Stokes line.

Connection formula for the WKB solutions

The Borel resummation of the WKB solutions is analytic in each Stokes region. If the path

of the analytic continuation crosses any stokes line, then the form of the solutions is changed.

From the point of view of the ordinary WKB method, this is the Stokes phenomenon of the

WKB solutions.

Let us consider the connection around a simple zero and a simple pole of ϕ. First, the

Stokes graphs around a simple zero z∗ is shown in Fig.2.4, where the black lines are the

Stokes lines, the orange points are the simple zero z∗, the dashed red lines are the branch

cuts, the arrow on each Stokes line indicates the orientation of them (for the negative

orientation, the arrow points to the simple zero along the Stokes line, and for the positive

orientation, the arrow points to the opposite of the simple zero) and I1 and I2 are the Stokes

regions. There are two possible assignment of the orientation of the Stokes lines around a
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Figure 2.4: The Stokes graphs around a simple zero.

simple zero. As Fig.2.4, exactly three Stokes lines emanate from a simple zero.

Assume that the Stokes graph has no Stokes segments for a direction arg(η) = φ, the

Borel resummation of the WKB solutions in the region I1 and I2 are shown to be analytically

connected as follows [21,23,25],

• For [a] in Fig.2.4, Bφ

[
ψ+
z∗,I1

]
(z)

Bφ

[
ψ−
z∗,I1

]
(z)

 =

 1 i

0 1

 Bφ

[
ψ+
z∗,I2

]
(z)

Bφ

[
ψ−
z∗,I2

]
(z)

 , (2.2.38)

• For [b] in Fig.2.4, Bφ

[
ψ+
z∗,I1

]
(z)

Bφ

[
ψ−
z∗,I1

]
(z)

 =

 1 0

i 1

 Bφ

[
ψ+
z∗,I2

]
(z)

Bφ

[
ψ−
z∗,I2

]
(z)

 , (2.2.39)

where we have denoted the WKB solutions in the region I1 as ψ±
z∗,I1

, and in the region I2

as ψ±
z∗,I2

. These formulae are the exact extension on the complex plane of the connection

formula for the WKB approximation considered in Sec.2.1.

Next, the Stokes graphs around a simple zero z∗ is shown in Fig.2.5, where the black

lines are the Stokes lines, the green points are the simple pole z∗, the dashed red lines are

the branch cuts, the arrow on each Stokes line indicates the orientation of them (for the

negative orientation, the arrow points to the simple pole along the Stokes line, and for the

positive orientation, the arrow points to the opposite of the simple pole) and I1 and I2 are the
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Figure 2.5: The Stokes graphs around a simple pole.

Stokes regions. As Fig.2.5, only one Stokes line emanates from a simple pole. Assume that

the Stokes graph has no Stokes segments for a direction arg(η) = φ, the Borel resummation

of the WKB solutions in the region I1 and I2 are shown to be analytically connected as

follows [26],

• For [a] in Fig.2.5, Bφ

[
ψ+
z∗,I1

]
(z)

Bφ

[
ψ−
z∗,I1

]
(z)

 =

 1 i(t+ t−1)

0 1

 Bφ

[
ψ+
z∗,I2

]
(z)

Bφ

[
ψ−
z∗,I2

]
(z)

 , (2.2.40)

• For [b] in Fig.2.5, Bφ

[
ψ+
z∗,I1

]
(z)

Bφ

[
ψ−
z∗,I1

]
(z)

 =

 1 0

i(t+ t−1) 1

 Bφ

[
ψ+
z∗,I2

]
(z)

Bφ

[
ψ−
z∗,I2

]
(z)

 , (2.2.41)

where

t = exp
(
iπ
√
1 + 4b

)
, b = lim

z→z∗

(
(z − z∗)

2Q2(z)
)
. (2.2.42)

Discontinuity formula for the WKB periods

The Stokes graph also determine the discontinuity of the WKB periods. Rotating arg(η),

Stokes segments often appear in the Stokes graphs at some direction. If Stokes segments

appear at arg(η) = φ, then the Borel transformation of a WKB period Πγ whose one-

cycle γ intersects with any Stokes segment has singularities on the complex ξ-plane in the

direction arg(ξ) = −φ. As rotating arg(η), the integration contour of the Borel resummation



CHAPTER 2. EXACT WKB ANALYSIS 26

Figure 2.6: The Stokes segments in the presence of [a] the simple zero and [b] the simple
pole. The orange points are the simple zeros and the green point is the simple pole. γs is
the one-cycle on the WKB curve Σ̂ encircling the Stokes segments. The dashed segment in
each cycle lies on the other sheet of Σ̂.

for Πγ collides with the singularities on the complex ξ-plane at arg(η) = φ. To ensure

the analyticity in η of the Borel resummation, we must take the contributions from the

integration contours encircling the singularities into account. These new integration contours

cause the discontinuity of the WKB periods.

Fig.2.6 shows examples of the Stokes segment in the presence of the simple zeros and

the simple pole. γs in Fig.2.6 is the one-cycle on the WKB curve Σ̂ encircling the Stokes

segments. We take the orientation of γs so that

Π(0)
γs =

∮
γs

S0(z)dz < 0. (2.2.43)

Assume that the Stokes graph for a direction arg(η) = φ has a unique Stokes segment of

[a] in Fig.2.6, it is showed that any WKB period Πγ satisfies the following equation [23,25],

eηBφ−[Πγ ] = eηBφ+[Πγ ]
(
1 + eηBφ+[Πγs ]

)−(γs,γ)
, (2.2.44)

where (γs, γ) is the intersection number normalized as (x−axis, y−axis) = +1. This is called

the Delabaere-Pham formula. The term eηBφ+[Πγs ] in r.h.s. of (2.2.44) is the contribution

from the singularity of the Borel transformation of Πγ. (2.2.44) can also be expressed by
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Figure 2.7: The Stokes graph with multiple Stokes segments connecting the simple zeros.

using the Stokes automorphism as follows,

Sφ

[
eηΠγ

]
= eηΠγ

(
1 + eηΠγs

)−(γs,γ)
. (2.2.45)

In particular, for γs itself, (γs, γs) = 0 and (2.2.44) leads eηBφ−[Πγs ] = eηBφ+[Πγs ] = eηBφ[Πγs ].

Therefore (2.2.44) can also be express as,

eηBφ−[Πγ ] = eηBφ+[Πγ ]
(
1 + eηBφ[Πγs ]

)−(γs,γ)
. (2.2.46)

Similarly, assume that the Stokes graph for a direction arg(η) = φ has a unique Stokes

segment of [b] in Fig.2.6, it is showed that any WKB period Πγ satisfies the following

equation [26],

eηBφ−[Πγ ] = eηBφ+[Πγ ]
(
1 +

(
t+ t−1

)
eηBφ+[Πγs ] + e2ηBφ+[Πγs ]

)−(γs,γ)
, (2.2.47)

where t is defined in (2.2.42). (2.2.47) can also be expressed by using the Stokes automor-

phism as follows,

Sφ

[
eηΠγ

]
= eηΠγ

(
1 +

(
t+ t−1

)
eηΠγs + e2ηΠγs

)−(γs,γ)
. (2.2.48)

In particular, for γs itself, (γs, γs) = 0 and (2.2.47) leads eηBφ−[Πγs ] = eηBφ+[Πγs ] = eηBφ[Πγs ].

Therefore (2.2.47) can also be express as,

eηBφ−[Πγ ] = eηBφ+[Πγ ]
(
1 +

(
t+ t−1

)
eηBφ[Πγs ] + e2ηBφ[Πγs ]

)−(γs,γ)
. (2.2.49)

The discontinuity formulae (2.2.44)∼(2.2.49) can be generalized for the presence of more

than one Stokes segment. For example, for the Stokes graph having n Stokes segments for

the simple zeros as Fig.2.7, then any WKB period Πγ satisfies the following Delabaere-Phan
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Figure 2.8: The Stokes graph with multiple Stokes segments connecting the simple zeros
and a Stokes segment for the simple pole.

formula [23,28],

eηBφ−[Πγ ] = eηBφ+[Πγ ]

n∏
i

(
1 + eηBφ[Πγsi ]

)−(γsi ,γ)
. (2.2.50)

If there is also a Stokes segment for the simple pole as Fig.2.8, the formula (2.2.50) is

generalized as follows,

eηBφ−[Πγ ] = eηBφ+[Πγ ]
(
1 +

(
t+ t−1

)
eηBφ[Πγ̂s ] + e2ηBφ[Πγ̂s ]

)−(γ̂s,γ)
n∏
i

(
1 + eηBφ[Πγsi ]

)−(γsi ,γ)
.

(2.2.51)

Summary

In this chapter, we have considered the complex one-dimensional second order differential

equation of the Schrödinger type having a complex parameter η. The WKB method provides

the WKB solutions, which are asymptotic series in η−1. The WKB solutions are promoted

to exact solutions by applying the Borel resummation. The global structure of the Borel

resummed WKB solutions are determined by the Stokes graph. Based on the Stokes graphs,

we have explained the connection formula for the Borel resummed WKB solutions. We have

also introduced the WKB periods, which are even power series in η−1. The Borel resummed

WKB periods have the discontinuity and it is captured by the Delabaere-Pham formula.



Chapter 3

Energy quantization conditions in

quantum mechanics

The Exact WKB analysis provides an exact approach to study the spectral problem. In this

chapter, we review the application of the Exact WKB analysis to study the exact energy

quantization conditions in quantum mechanics. We solve the spectral problem for the bound

state of the harmonic oscillator and the double-well potential as concrete examples. The

Exact WKB analysis gives exact energy quantization conditions, which are expressed by the

Borel resummed WKB periods. This review chapter is mainly based on [27,29].

3.1 Harmonic oscillator

Let us consider the following differential equation on the Riemann sphere C∗ = C ∪ {∞},[
d2

dz2
− η2Q0(z)

]
ψ(z) = 0, (3.1.1)

with

Q0(z) = V (z)− E = z2 − E. (3.1.2)

For arg(η) = 0 and under the identification η = 1/ℏ (the reduced Planck constant), the dif-

ferential equation (3.1.1) on the real-z axis agrees with the stationary Schrödinger equation

for the one-dimensional harmonic oscillator.

We solve the eigenvalue problem of (3.1.1) for arg(η) = 0 and E > 0 case, i.e. the

bound state in quantum mechanics. The Stokes graph for arg(η) = 0 and E > 0 is drawn

in Fig.3.1. For E > 0, the simple zeros z1 = −
√
E, z2 =

√
E are real. First, we solve the

29
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Figure 3.1: The Stokes graph for the harmonic oscillator with arg(η) = 0 and E > 0. The
sheet of the WKB curve is taken so that Seven(z)dz has the positive sign. The orange points
z1 = −

√
E, z2 =

√
E are the simple zeros and γ1,2 is the one-cycle encircling them. The

gray regions named I+∞, Imid, I−∞ are the Stokes regions. The stokes lines going out of the
frame flow at z = ∞.

connection problem of the Borel resummation of the WKB solutions from I+∞ to Imid and

Imid to I−∞.

The regions I+∞ and Imid are separated by the Stokes line emanating from the simple

zero z2 and having the negative orientation. Therefore the Borel resummation of the WKB

solutions normalized at z2 in each region are connected by the formula (2.2.39) as follows, B0

[
ψ+
z2,I+∞

]
(z)

B0

[
ψ−
z2,I+∞

]
(z)

 =

 1 0

−i 1

 B0

[
ψ+
z2,Imid

]
(z)

B0

[
ψ−
z2,Imid

]
(z)

 , (3.1.3)

where we have used the inverse of (2.2.39). Next, the regions Imid and I−∞ are separated by

the Stokes line emanating from z1 and having the negative orientation. In order to apply

the connection formula (2.2.39), we have to change the normalization of the solutions in the
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r.h.s. of (3.1.3) from z2 to z1. From the definition of the WKB solutions (2.2.12),

B0

[
ψ±
z2,Imid

]
(z) = B0

[
1√

Seven(z)
exp

[
±η
∫ z

z2

Seven(z
′)dz′

]]

= B0

[
1√

Seven(z)
exp

[
±η
(∫ z1

z2

Seven(z
′)dz′ +

∫ z

z1

Seven(z
′)dz′

)]]

= exp

[
±ηB0

[∫ z1

z2

Seven(z
′)dz′

]]
B0

[
1√

Seven(z)
exp

[
±η
∫ z

z1

Seven(z
′)dz′

]]
.

(3.1.4)

(3.1.4) can be written in the matrix form as, B0

[
ψ+
z2,Imid

]
(z)

B0

[
ψ−
z2,Imid

]
(z)

 =

 e
−ηB0

[∫ z2
z1

Seven(z)dz
]

0

0 e
ηB0

[∫ z2
z1

Seven(z)dz
]
 B0

[
ψ+
z1,Imid

]
(z)

B0

[
ψ−
z1,Imid

]
(z)

 ,

(3.1.5)

where we have reversed the contour of the integrals ±
∫ z1
z2
Seven(z)dz = ∓

∫ z2
z1
Seven(z)dz.

After changing the normalization, the solutions in Imid and I−∞ are connected by (2.2.39), B0

[
ψ+
z1,Imid

]
(z)

B0

[
ψ−
z1,Imid

]
(z)

 =

 1 0

−i 1

 B0

[
ψ+
z1,I−∞

]
(z)

B0

[
ψ−
z1,I−∞

]
(z)

 . (3.1.6)

By multiplying (3.1.3), (3.1.5) and (3.1.6) and finally restoring the normalization of the

solutions in the r.h.s. of (3.1.6) from z1 to z2, we obtain the connection formula of the WKB

solutions,

 B0

[
ψ+
z2,I+∞

]
(z)

B0

[
ψ−
z2,I+∞

]
(z)

 =

 1 0

−i
(
1 + e

ηB
[
2
∫ z2
z1

Seven(z)dz
])

1


 B0

[
ψ+
z2,I−∞

]
(z)

B0

[
ψ−
z2,I−∞

]
(z)

 .

(3.1.7)

The integral 2
∫ z2
z1
Seven(z)dz is equivalent to the WKB period for the one-cycle γ1,2 in Fig.3.1.

Therefore the connection formula (3.1.7) can be expressed by using the WKB period as

follows, B0

[
ψ+
z2,I+∞

]
(z)

B0

[
ψ−
z2,I+∞

]
(z)

 =

 1 0

−i
(
1 + eηB0[Πγ1,2 ]

)
1

 B0

[
ψ+
z2,I−∞

]
(z)

B0

[
ψ−
z2,I−∞

]
(z)

 . (3.1.8)

The energy eigenvalue for the bound state can be obtained by imposing the boundary
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conditions that the solutions decay at z → ±∞. As z goes to +∞, the integral
∫ z

z2
S0(z

′)dz′

becomes large because the Stokes line lying on the [z2,+∞) in Fig.3.1 has the positive

orientation. Therefore the minus signed WKB solution ψ−
z2,I+∞

(z) decays at z → +∞.

According to the connection formula (3.1.8), the solution ψ−
z2,I+∞

(z) is connected to z → −∞
as follows,

B0

[
ψ−
z2,I+∞

]
(z) = −i

(
1 + eηB[Πγ1,2 ]

)
B0

[
ψ+
z2,I−∞

]
(z) + B0

[
ψ−
z2,I−∞

]
(z). (3.1.9)

The Stokes line lying on the (−∞, z1] in Fig.3.1 has the positive orientation and the minus

signed WKB solution ψ−
z2,I−∞

(z) decays at z → −∞. Therefore to satisfy the boundary

conditions, the coefficient of B0

[
ψ+
z2,I−∞

]
(z) in (3.1.9) has to be zero,

1 + eηB[Πγ1,2 ] = 0. (3.1.10)

Taking the logarithm of (3.1.10), we obtain

B
[
Πγ1,2

]
= 2πiη−1

(
n+

1

2

)
(n ∈ Z) . (3.1.11)

This is the exact energy quantization condition for the harmonic oscillator. In the present

case, the WKB period Πγ1,2 is equivalent to the residue at z = ∞ on the Riemann sphere,

Πγ1,2 =

∮
γ1,2

Seven(z)dz = 2πiResz=∞Seven(z). (3.1.12)

For the harmonic oscillator case, it has been shown that the higher order coefficient Sn(z) (n ≥
1) is holomorphic at z = ∞ (Proposition 2.8. in [25]). Therefore

Πγ1,2 = −2πiResz=∞S0(z) = πiE. (3.1.13)

Substituting (3.1.13) into (3.1.11), we obtain the well-known result of the energy eigenvalue

for the harmonic oscillator,

E = 2η−1

(
n+

1

2

)
. (3.1.14)

Because E > 0, n is restricted to Z≥0.
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Re (z)

V (z) = z4 − κz2 + κ2

4

0

κ2

4

0 < E < κ2

4

κ2

4 < E

Figure 3.2: The potential V (z) on the real z-axis.

3.2 Double-well potential

The second example is the following differential equation on the Riemann sphere C∗ =

C ∪ {∞}, [
d2

dz2
− η2Q0(z)

]
ψ(z) = 0, (3.2.1)

with

Q0(z) = V (z)− E = z4 − κz2 +
κ2

4
− E (κ > 0). (3.2.2)

For arg(η) = 0 and under the identification η = 1/ℏ, the differential equation (3.2.1) on

the real-z axis agrees with the one-dimensional stationary Schrödinger equation with the

double-well potential V (z) = z4 − κz2 + κ2

4
and the energy E.

We solve the eigenvalue problem of (3.2.1) for arg(η) = 0 and E > 0 case. The potential

V (z) on the real-z axis is shown in Fig.3.2. There are two bound state 0 < E < κ2

4
(below

the potential barrier) and κ2

4
< E (above the potential barrier).

3.2.1 Below the potential barrier

Fig.3.3 shows the Stokes graph for 0 < E < κ2

4
. The simple zeros z1 = −

√√
E + κ

2
,

z2 = −
√

−
√
E + κ

2
, z3 =

√
−
√
E + κ

2
, z4 =

√√
E + κ

2
are real. The intervals [z1, z2] and

[z3, z4] are the classically allowed intervals in the potential graph Fig.3.2, and [z2, z3] is

the classically forbidden interval by the potential barrier. There is the Stokes segment on
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Figure 3.3: The Stokes graph for the double-well potential with arg(η) = 0 and 0 < E < κ2

4
.

The sheet of the WKB curve is taken so that Seven(z)dz has the positive sign. The orange

points z1 = −
√√

E + κ
2
, z2 = −

√
−
√
E + κ

2
, z3 =

√
−
√
E + κ

2
, z4 =

√√
E + κ

2
are the

simple zeros and γ1,2, γ2,3, γ3,4 are the one-cycles. The stokes lines going out of the frame
flow at z = ∞. The arrow on the Stokes segment on [z2, z3] indicates

∫ z3
z2
S0(z)dz < 0.

[z2, z3] and therefore we cannot use the formulae (2.2.38), (2.2.39) for arg(η) = 0 because

the formulae (2.2.38), (2.2.39) are assumed that there are no Stokes segments in the Stokes

graph. We instead compute the lateral Borel resummation (2.2.28) as the exact energy

quantization for arg(η) = 0.

The lateral Borel resummation can be obtained by solving the connection problems for

arg(η) = ±ε (ε≪ 1). The Stokes graph for arg(η) = ±ε is given in Fig.3.4. In Fig.3.4, the

Stokes segment on [z2, z3] in Fig.3.3 is separated and the new Stokes regions appear (the

region I3 for [a] in Fig.3.4 and the region I2 for [b]). The Stokes graph is then discontinuously

changed between arg(η) > −ε, arg(η) = 0 and arg(η) < +ε cases. This phenomenon is called

the saddle reduction of the Stokes graph [25]. First, we compute the connection formula for

arg(η) = −ε along the Stokes regions I+∞ → I1 → I2 → I3 → I4 → I−∞. We can compute

the connection formula for the solutions by using the formulae (2.2.38), (2.2.39) repeatedly

according to the orientations of the Stokes lines.

• I+∞ → I1  B0−

[
ψ+
z4,I+∞

]
(z)

B0−

[
ψ−
z4,I+∞

]
(z)

 =

 1 0

−i 1

 B0−
[
ψ+
z4,I1

]
(z)

B0−
[
ψ−
z4,I1

]
(z)

 . (3.2.3)
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Figure 3.4: The Stokes graph for the double-well potential with arg(η) = ±ε (ε ≪ 1) and
0 < E < κ2

4
. The gray regions named I+∞, I1, I2, I3, I4, I−∞ are the Stokes regions.

• Change of the normalization z4 → z3 B0−
[
ψ+
z4,I1

]
(z)

B0−
[
ψ−
z4,I1

]
(z)

 =

 e
−ηB0−

[∫ z4
z3

Seven(z)dz
]

0

0 e
ηB0−

[∫ z4
z3

Seven(z)dz
]
 B0−

[
ψ+
z3,I1

]
(z)

B0−
[
ψ−
z3,I1

]
(z)

 .

(3.2.4)

• I1 → I2  B0−
[
ψ+
z3,I1

]
(z)

B0−
[
ψ−
z3,I1

]
(z)

 =

 1 0

−i 1

 B0−
[
ψ+
z3,I2

]
(z)

B0−
[
ψ−
z3,I2

]
(z)

 . (3.2.5)

• I2 → I3  B0−
[
ψ+
z3,I2

]
(z)

B0−
[
ψ−
z3,I2

]
(z)

 =

 1 −i
0 1

 B0−
[
ψ+
z3,I3

]
(z)

B0−
[
ψ−
z3,I3

]
(z)

 . (3.2.6)

• Change of the normalization z3 → z2 B0−
[
ψ+
z3,I3

]
(z)

B0−
[
ψ−
z3,I3

]
(z)

 =

 e
−ηB0−

[∫ z3
z2

Seven(z)dz
]

0

0 e
ηB0−

[∫ z3
z2

Seven(z)dz
]
 B0−

[
ψ+
z2,I3

]
(z)

B0−
[
ψ−
z2,I3

]
(z)

 .

(3.2.7)
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• I3 → I4  B0−
[
ψ+
z2,I3

]
(z)

B0−
[
ψ−
z2,I3

]
(z)

 =

 1 −i
0 1

 B0−
[
ψ+
z2,I4

]
(z)

B0−
[
ψ−
z2,I4

]
(z)

 . (3.2.8)

• Change of the normalization z2 → z1 B0−
[
ψ+
z2,I4

]
(z)

B0−
[
ψ−
z2,I4

]
(z)

 =

 e
−ηB0−

[∫ z2
z1

Seven(z)dz
]

0

0 e
ηB0−

[∫ z2
z1

Seven(z)dz
]
 B0−

[
ψ+
z1,I4

]
(z)

B0−
[
ψ−
z1,I4

]
(z)

 .

(3.2.9)

• I4 → I−∞  B0−
[
ψ+
z1,I4

]
(z)

B0−
[
ψ−
z1,I4

]
(z)

 =

 1 −i
0 1

 B0−

[
ψ+
z1,I−∞

]
(z)

B0−

[
ψ−
z1,I−∞

]
(z)

 . (3.2.10)

By multiplying (3.2.3)∼(3.2.10) and finally restoring the normalization of the solutions in

the r.h.s. of (3.2.10) from z1 to z2, z2 to z3, and z3 to z4, we obtain the connection formula, B0−

[
ψ+
z4,I+∞

]
(z)

B0−

[
ψ−
z4,I+∞

]
(z)

 =M−

 B0−

[
ψ+
z4,I−∞

]
(z)

B0−

[
ψ−
z4,I−∞

]
(z)

 , (3.2.11)

with

M− =


1 −i

1+

(
1+e

ηB0−[Πγ2,3 ]
)
e
−ηB0−[Πγ1,2 ]

e
−ηB0−[Πγ1,2 ]eηB0−[Πγ3,4 ]eηB0−[Πγ2,3 ]

−i
(
1 + eηB0−[Πγ3,4 ]

)
−

1+e
ηB0−[Πγ3,4 ]+

(
1+e

ηB0−[Πγ3,4 ]+e
ηB0−[Πγ2,3 ]

)
e
−ηB0−[Πγ1,2 ]

e
−ηB0−[Πγ1,2 ]eηB0−[Πγ3,4 ]eηB0−[Πγ2,3 ]

 ,

(3.2.12)

where we have identified the integrals 2
∫ z2
z1
Seven(z)dz, 2

∫ z3
z2
Seven(z)dz and 2

∫ z4
z3
Seven(z)dz

with the WKB periods for the one-cycles −γ1,2, γ2,3 and γ3,4 in Fig.3.3, respectively. The

WKB periods for γ3,4 and γ1,2 satisfy the following relation,

Πγ3,4 = 2πiResz=∞Seven(z) + Πγ1,2 . (3.2.13)

As the harmonic oscillator case, it has been shown that the higher order coefficient Sn(z) (n ≥
1) is holomorphic at z = ∞ (Proposition 2.8. in [25]). In the present case we can show that
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Resz=∞S0(z) = 0. Therefore we obtain

Πγ3,4 = Πγ1,2 . (3.2.14)

By using the identity (3.2.14), the matrix (3.2.12) can be written as follows,

M− =

 1 −i
1+

(
1+e

ηB0−[Πγ2,3 ]
)
e
−ηB0−[Πγ3,4 ]

e
ηB0−[Πγ2,3 ]

−i
(
1 + eηB0−[Πγ3,4 ]

)
−2+e

ηB0−[Πγ3,4 ]+e
−ηB0−[Πγ3,4 ]+e

ηB0−[Πγ2,3 ]e−ηB0−[Πγ3,4 ]

e
ηB0−[Πγ2,3 ]

 ,

(3.2.15)

We can similarly compute the connection formula for arg(η) = +ε according to the Stokes

graph [b] in Fig.3.4. Then we obtain B0+

[
ψ+
z4,I+∞

]
(z)

B0+

[
ψ−
z4,I+∞

]
(z)

 =M+

 B0+

[
ψ+
z4,I−∞

]
(z)

B0+

[
ψ−
z4,I−∞

]
(z)

 , (3.2.16)

with

M+ =

 1 −i1+e
−ηB0+[Πγ3,4 ]

e
ηB0+[Πγ2,3 ]

−i
(
1 + eηB0+[Πγ3,4 ]

(
1 + eηB0+[Πγ2,3 ]

))
−2+e

ηB0+[Πγ3,4 ]+e
−ηB0+[Πγ3,4 ]+e

ηB0+[Πγ2,3 ]eηB0+[Πγ3,4 ]

e
ηB0+[Πγ2,3 ]

 .

(3.2.17)

The exact quantization conditions for the bound state can be obtained by imposing

the boundary conditions that the solutions decay at z → ±∞. The decaying solutions at

z → +∞ are the solutions B0±

[
ψ−
z4,I+∞

]
(z). According to the connection formulae (3.2.11)

and (3.2.16), the solutions B0±

[
ψ−
z4,I+∞

]
(z) are connected to z → −∞ as follows,



B0−

[
ψ−
z4,I+∞

]
(z) = −i

(
1 + eηB0−[Πγ3,4 ]

)
B0−

[
ψ+
z4,I−∞

]
(z)

−2+e
ηB0−[Πγ3,4 ]+e

−ηB0−[Πγ3,4 ]+e
ηB0−[Πγ2,3 ]e−ηB0−[Πγ3,4 ]

e
ηB0−[Πγ2,3 ]

B0−

[
ψ−
z4,I−∞

]
(z),

B0+

[
ψ−
z4,I+∞

]
(z) = −i

(
1 + eηB0+[Πγ3,4 ]

(
1 + e−ηB0+[Πγ2,3 ]

))
B0+

[
ψ+
z4,I−∞

]
(z)

−2+e
ηB0+[Πγ3,4 ]+e

−ηB0+[Πγ3,4 ]+e
ηB0+[Πγ2,3 ]eηB0+[Πγ3,4 ]

e
ηB0+[Πγ2,3 ]

B0+

[
ψ−
z4,I−∞

]
(z).

(3.2.18)

Contrary to the harmonic oscillator case, the decaying solutions at z → −∞ are the Borel

resummations of the positive signed WKB solutions B0±

[
ψ+
z4,I−∞

]
(z) because the Stokes
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line lying on (−∞, z1] in Fig.3.3 has the negative orientation. Therefore in order to satisfy

the boundary conditions, the coefficients of B0±

[
ψ−
z4,I−∞

]
(z) in (3.2.18) have to be zero,

 B0− [J−] = 2 + eηB0−[Πγ3,4 ] + e−ηB0−[Πγ3,4 ] + eηB0−[Πγ2,3 ]e−ηB0−[Πγ3,4 ] = 0,

B0+ [J+] = 2 + eηB0+[Πγ3,4 ] + e−ηB0+[Πγ3,4 ] + eηB0+[Πγ2,3 ]eηB0+[Πγ3,4 ] = 0,
(3.2.19)

here we have introduced the functions J±, which are called Jost functions. Two exact

quantization conditions (3.2.19) are equivalent 1,

B0− [J−] = 2 + eηB0−[Πγ3,4 ] +
(
1 + eηB0−[Πγ2,3 ]

)
e−ηB0−[Πγ3,4 ]

= 2 +
(
1 + eηB0+[Πγ2,3 ]

)
eηB0+[Πγ3,4 ] + e−ηB0+[Πγ3,4 ]

= B0+ [J+] ,

(3.2.20)

where we have used the Delabaere-Pham formula (2.2.44) in the second line.

We can also define the Jost function for the median resummation Jmed satisfying

B0,med [Jmed] = B0− [J−] = B0+ [J+] . (3.2.21)

By acting the inverse of the definition of the median resummation (2.2.30) to (3.2.21), we

obtain

Jmed = S
1/2
0 [J−] = S

−1/2
0 [J+] . (3.2.22)

Let us compute S
1/2
0 [J−]. From (2.2.31), S

1/2
0 [J−] can be express as,

S
1/2
0 [J−] =

∞∑
n=0

(
1
2

n

)
(S0 − 1)n [J−] . (3.2.23)

(S0 − 1)n [J−] can be computed by using the Delabaere-Pham formula (2.2.45) repeatedly.

Then we obtain

(S0 − 1)n [J−] = 2 +
(
eηΠγ2,3

)n
eηΠγ3,4 +

(
− eηΠγ2,3

1 + eηΠγ2,3

)n (
1 + eηΠγ2,3

)
e−ηΠγ3,4 , (3.2.24)

1We can also check that each matrix element of (3.2.12) and (3.2.17) are equivalent under the Delabaere-
Pham formula.
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and therefore

Jmed = S
1/2
0 [J−] = 2

(
1 +

(
1 + eηΠγ2,3

) 1
2 cosh

(
ηΠγ3,4

))
. (3.2.25)

The exact quantization condition is given by the median resummation of (3.2.25) [27],

B0,med [Jmed] = 2

(
1 +

(
1 + eηB0[Πγ2,3 ]

) 1
2
cosh

(
ηB0,med

[
Πγ3,4

]))
= 0, (3.2.26)

where we have used that Πγ2,3 has no discontinuity for arg(η) = 0 and therefore eηB0,med[Πγ2,3 ] =

eηB0[Πγ2,3 ]. The exact quantization condition (3.2.26) can also be written as [28],

iηB0,med

[
Πγ3,4

]
± tan−1

(
e

η
2
B0[Πγ2,3 ]

)
= 2π

(
k +

1

2

)
, (3.2.27)

where k ∈ Z≥0. The sign ± corresponds to the parity of the quantum state. Depending on

the parity, the n-th state of the spectrum is related as

n = 2k − −1± 1

2
. (3.2.28)

The term e
η
2
B0[Πγ2,3 ] is exponentially small. B0

[
Πγ2,3

]
is the contribution from the cycle

encircling the classically forbidden interval [z2, z3] in the potential graph Fig.3.2 and pro-

duces the instanton contributions from the tunnel effect to the asymptotic expansion of the

energy eigenvalues (e.g. [27, 31,71–73]).

3.2.2 Above the potential barrier

The Stokes graph for κ2

4
< E is drawn in Fig.3.5. The simple zeros z1, z4 are real and z2, z3

are pure imaginary. As with 0 < E < κ2

4
case, z2, z3 are connected by the Stokes segment.

We compute the lateral Borel resummation to derive the exact energy quantization

condition. The saddle reduction of the Stokes graph is given by Fig.3.6. The connection

formula for arg(η) = −ε and κ2

4
< E is same as the connection formula for arg(η) = +ε and

0 < E < κ2

4
given in (3.2.16) because, along the continuation from I+∞ to I−∞ on the graph

[a] in Fig.3.6, we cross the Stokes lines that have the same orientation and emanating points

as we cross along the continuation on the graph [b] in Fig.3.4. Therefore the Jost function
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Figure 3.5: The Stokes graph and the one-cycles for the double-well potential with arg(η) = 0
and κ2

4
< E.

J− for κ2

4
< E is also same as the Jost function J+ for 0 < E < κ2

4
,

J− = 2 + e−ηΠγ3,4 +
(
1 + eηΠγ2,3

)
eηΠγ3,4 . (3.2.29)

In Fig.3.5, γ23 encircles the Stokes segment and Π
(0)
γ23 > 0. The Delabaere-Pham formula

(2.2.45) then leads

(S0 − 1)n [J−] = 2 +
(
e−ηΠγ2,3

)n
e−ηΠγ3,4 +

(
e−ηΠγ2,3

)n
eηΠγ2,3eηΠγ3,4 . (3.2.30)

Substituting this equation into (3.2.23), we obtain

Jmed = S
1/2
0 [J−]

= 2 +
√

1 + e−ηΠγ2,3e−ηΠγ3,4 +
√
1 + e−ηΠγ2,3eηΠγ2,3eηΠγ3,4

= 2 +
√

1 + eηΠγ2,3e−
η
2
Πγ2,3e−ηΠγ3,4 +

√
1 + eηΠγ2,3e

η
2
Πγ2,3eηΠγ3,4

= 2
(
1 +

√
1 + eηΠγ2,3 cosh

(η
2
Πγ1,4

))
,

(3.2.31)

where γ1,4 = γ1,2+γ2,3+γ3,4 is the one-cycle encircling z1, z4 and we have used 1
2
Πγ2,3+Πγ3,4 =

1
2
Πγ2,3 +

1
2
Πγ1,2 +

1
2
Πγ3,4 =

1
2
Πγ1,4 . The exact quantization condition is given by the median

resummation of (3.2.31) [28,30],

B0,med [Jmed] = 2

(
1 +

(
1 + eηB0[Πγ2,3 ]

) 1
2
cosh

(η
2
B0,med

[
Πγ1,4

]))
= 0. (3.2.32)
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Figure 3.6: The Stokes graph for the double-well potential with arg(η) = ±ε (ε ≪ 1) and
κ2

4
< E.

(3.2.32) can be written as

i
η

2
B0,med

[
Πγ1,4

]
± tan−1

(
e

η
2
B0[Πγ2,3 ]

)
= 2π

(
k +

1

2

)
, (3.2.33)

where k ∈ Z≥0 and the sign ± corresponds to the parity of the quantum state. The n-th

state of the spectrum is related as (3.2.28). The first term in the l.h.s. of (3.2.33) is the

perturbative contribution from the classically allowed interval [z1, z4] and the second term

is the non-perturbative contribution from the complex instanton.

Summary

In this chapter, we have solved the connection problem of the Borel resummed WKB solu-

tions for the harmonic oscillator and the double-well potential based on the Stokes graphs

and the connection formula of the solutions given in the previous chapter. Imposing the

boundary conditions for the bound state, we have derived the exact energy quantization

conditions written in terms of the Borel resummed WKB periods. The exact conditions

for the double-well potential have the exponentially small terms, which provide the non-

perturbative contributions arising from the quantum tunnel effect to the energy spectrum.



Chapter 4

Quasi-normal modes for

D3/M5-branes

The Exact WKB analysis works not only in the study of the real-valued spectrum but also

the complex-valued spectrum. In this chapter, we study the quasi-normal modes for massless

scalar perturbations to the extremal D3/M5 branes by using the Exact WKB analysis. The

exact conditions for the QNMs show that the discontinuity of the perturbative part of the

QNMs leads the non-perturbative part of themselves. We also find examples of the Seiberg-

Witten/gravity correspondence, which helps us to compute the QNMs from our conditions.

This chapter is based on the author’s papers [40,41].

4.1 Massless dilaton perturbation to extremal D3-branes

4.1.1 E.O.M. and QNMs for dilaton field in extremal D3-branes

metric

The geometry of a stack of the extremal D3-branes is given by the following line element [34],

ds2 = H(r)−1/2
(
−dt2 + dx21 + · · ·+ dx23

)
+H(r)1/2

(
dr2 + r2dΩ2

5

)
, (4.1.1)

where H(r) = 1 + L4

r4
, L is a positive real parameter depending on the number of the

extremal D3-branes, (t, x1, · · · , x3) are the coordinates on the D3-branes world-volume, r is

the radial coordinate and dΩ2
5 is the metric on S5 in the bulk of the D3-branes. We consider

the massless dilaton field Φ, which describes a massless scalar state of the closed string.

42
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The massless dilaton field in the extremal D3-branes geometry (4.1.1) obeys the following

E.O.M.:

□Φ =
1√
−g

∂M
(√

−ggMN∂N
)
Φ = 0, (4.1.2)

where gMN (M,N = 0, 1, · · · , 9) is the metric given by (4.1.1) and g = det gMN . Under the

separation of the variables, the solution to (4.1.2) takes the form

Φ = e−iEt+ik·xr5ϕ(r)Y l
m(θ), (4.1.3)

where Y l
m(θ) is the spherical harmonics on S5 obeying ∆S5Y l

m(θ) = −l (l + 4)Y l
m(θ), l and

m = (m1,m2,m3,m4) are integers satisfying |m1| ≤ m2 ≤ m3 ≤ m4 ≤ l and θ denotes the

angular coordinates on S5. The radial part ϕ(r) of Ψ satisfies the second-order differential

equation [74], [
ρ−5 d

dρ
ρ5
d

dρ
+ 1 +

(ωR)4

ρ4
− l (l + 4)

ρ2

]
ϕ(ρ/ω) = 0, (ρ = ωr) (4.1.4)

where ω =
√
E2 − k2. Introducing z by ρ = ωLz and ψ(z) by ϕ(ρ/ω) = (ωLz)−5/2ψ(z),

(4.1.4) becomes the second-order differential equation with absence of the first-order differ-

ence, [
d2

dz2
− η2Q0(z)−Q2(z)

]
ψ(z) = 0, (4.1.5)

with

Q0(z) = −(ωL)2 (z4 + 1)− (l + 2)2 z2

z4
, Q2(z) = − 1

4z2
, (4.1.6)

and η = 1.

We will consider the solution to (4.1.5) satisfying the following boundary conditions: (i)

only outgoing wave exists at z → +∞ along the real axis and (ii) only ingoing wave exists

at z → 0. Then we obtain the set of the spectrum of ω called the QNMs, which take discrete

values with positive real and negative imaginary part.

The boundary conditions for the QNMs can be interpreted as follows. The potential

Q0(z) + Q2(z) has the maximum point zc (Fig.4.1). zc is called the photon sphere. The

photon sphere is the unstable fixed point for the closed strings moving in the D3-branes

geometry. By the potential, the closed strings on the photon sphere fall into the origin or

go away to infinity. At the origin, the closed strings are absorbed by the D3-branes and

there is no closed string emitted from the D3-branes. At the infinity, there is no incoming
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z

Q0(z) +Q2(z)

0

z− z+
zc

Figure 4.1: The potential graph of Q0(z) +Q2(z).

closed string because there is no potential barrier reflecting the closed strings going away to

infinity. In the end, all the closed strings leave from the photon sphere (This is expressed

by that the scalar perturbation dumps over time.).

WKB approximation for extremal D3-branes

We first study the semiclassical value of the QNMs for large l, at which the QNMs can be

determined from the Bohr-Sommerfeld quantization condition [43],∫ z+

z−

√
Q0(z) +Q2(z)dz = πi

(
n+

1

2

)
, (4.1.7)

where n ∈ Z≥0 and z± are the turning points satisfying Q0(z±) + Q2(z±) = 0 (Fig.4.1). n

is called overtone number. At large l, the turning points close each other and the l.h.s. of

(4.1.7) can be integrated by approximating Q0(z)+Q2(z) by its expansion at the maximum

point zc (Fig.4.1). Then (4.1.7) reduces to

Q0(zc) +Q2(zc)√
2 (Q′′

0(zc) +Q′′
2(zc))

= i

(
n+

1

2

)
. (4.1.8)

The condition (4.2.8) can be solved perturbatively with respect to the imaginary part of

ωR. Up to the linear order, one finds

ωL =
1

L

√
(l + 2)2 − 1

4
− i

(
n+

1

2

)
. (4.1.9)
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The formula (4.2.9) indicates that the real part of the QNMs only depends on l and the

imaginary part only depends on n in the large l region.

The Bohr-Sommerfeld quantization condition is only valid for large l. One of the way to

compute the QNMs even at small l is to determine exact conditions for the QNMs by using

the Exact WKB analysis [40]. In this chapter, we study the QNMs spectral problem based

on the Exact WKB analysis and derive exact conditions for the QNMs.

Leaver’s method for extremal D3-branes

The QNMs can also be numerically calculated by the Leaver’s method (e.g. [42, 75, 76]).

Introducing the variable x as z = (1− x)/x and the function f(x) as

ψ(z) = x(1− x)eiωL(
1
x
+ 1

1−x)f(x), (4.1.10)

the equation (4.1.5) becomes

a(x)
d2

dx2
f(x) + b(x)

d

dx
f(x) + c(x)f(x) = 0, (4.1.11)

with coefficients

a(x) = 4(x− 1)2x2,

b(x) = 8(2x− 1)
(
x2 − x+ iωL

)
,

c(x) = 8x2 − 8x− 15− 16l − 4l2 + 8iωL+ 8(ωL)2.

(4.1.12)

Expanding f(x) at x = 1/2 as

f(x) =
∞∑
n=0

fn

(
x− 1

2

)n

, (4.1.13)

and substituting into (4.1.11), we find that the coefficient fn satisfies two sets of three-term

recurrence relations:

• For n ∈ even

α0f2 + β0f0 = 0,

αnfn+2 + βnfn + γnfn−2 = 0, (n ≥ 2),
(4.1.14)
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• For n ∈ odd

α1f3 + β1f1 = 0,

αnfn+2 + βnfn + γnfn−2 = 0, (n ≥ 3),
(4.1.15)

with

αn =
1

4
(1 + n)(2 + n),

βn = −2(−1 + n)n− 4n+ 16iωLn− 17− 16l − 4l2 + 8iωL+ 8(ωL)2,

γn = 4(−1 + n)n+ 16n+ 8.

(4.1.16)

From the first condition in (4.1.14), we obtain

f2
f0

= −β0
α0

. (4.1.17)

On the other hand, from the second condition in (4.1.14), the ration f2/f0 can be written

by the infinite continuous fraction,

f2
f0

=
−γ2

β2 − α2
γ4

β4−α4
γ6

β6−···

, (4.1.18)

or in the usual notation,
f2
f0

=
−γ2
β2−

α2γ4
β4−

α4γ6
β6−

· · · . (4.1.19)

Equating these expressions, we obtain

0 =
β0
α0

+
−γ2
β2−

α2γ4
β4−

α4γ6
β6−

· · · . (4.1.20)

Solving the equation (4.1.20) with fixed l by truncating the continuous fraction at a finite

term, we obtain a value of ωL, which is the QNM at the overtone number n = 0 appearing

in (4.1.7). Similarly, by considering the ratio f3/f1 and using (4.1.15), we obtain

0 =
β1
α1

+
−γ3
β3−

α3γ5
β5−

α5γ7
β7−

· · · . (4.1.21)

The equation (4.1.21) provides the QNM at the overtone number n = 1.

For higher overtone number, we can obtain the QNMs by considering the ration fn+2/fn.
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By using the three-term recurrence relations, fn+2/fn can be expressed in two continuous

fractions,

fn+2

fn
=

 − βn

αn
+ 1

αn

αn−2γn
βn−2−

αn−4γn−2

βn−4−
αn−6γn−4

βn−6− · · · α0γ2
β0
, (n = 2, 4, 6, · · · )

− βn

αn
+ 1

αn

αn−2γn
βn−2−

αn−4γn−2

βn−4−
αn−6γn−4

βn−6− · · · α1γ3
β1
, (n = 3, 5, 7, · · · )

(4.1.22)

and
fn+2

fn
=

−γn+2

βn+2−
αn+2γn+4

βn+4−
αn+4γn+6

βn+6−
· · · . (4.1.23)

By equating (4.1.22) and (4.1.23) and solving the resulting equation, we can obtain the

QNMs with overtone number n numerically.

4.1.2 Exact QNMs condition for extremal D3-branes

We study the solution to (4.1.5) by using the Exact WKB analysis. The coordinate z is

regarded as a complex variable and we keep η as a complex parameter, then (4.1.5) becomes

the stationary Schrödinger equation (2.2.1) on the Riemann sphere C∗ = C ∪ {∞}.

Connection problem

Let us solve a connection problem for the Borel resummation of the WKB solutions to (4.1.5)

on the complex coordinate z from z → +∞ to the origin with arg(η) = 0. To illustrate the

problem, we temporary fix the parameters ωL = 13
10

− i 1
16

and l = 0. The Stokes graph is

drawn in Fig.4.2.

The connection problem from z → +∞ to the origin is solved by continuing the solutions

starting from the Stokes region I∞ to Imid and Imid to I0. First, the regions I∞ and Imid are

separated by a Stokes line emanating from z4 and having the positive orientation. Then,

by the formula (2.2.38), the Borel resummation of the WKB solutions in the region I∞ and

Imid are connected as follows, B0

[
ψ+
z4,I∞

]
(z)

B0

[
ψ−
z4,I∞

]
(z)

 =

 1 −i
0 1

 B0

[
ψ+
z4,Imid

]
(z)

B0

[
ψ−
z4,Imid

]
(z)

 . (4.1.24)

Next, the regions Imid and I0 are separated by a Stokes line emanating from z3 and having

the negative oreintation. In order to apply the formula (2.2.39), we have to change the

normalization of the solutions in the r.h.s. of (4.1.24) as we have done in the derivation of
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Figure 4.2: The Stokes graph at ωL = 13
10
− i

16
, l = 0 for arg(η) = 0. The sheet of the WKB

curve is taken so that Seven(z)dz has the positive sign. The orange points z1 = −z4, z2 =
−z3, z3, z4 are the simple zeros and γ2,4, γ3,4 are the one-cycles on the WKB curve. The
blue point indicates the origin, which is an irregular singularity of the differential equation
(4.1.5). The black arrows on the stokes lines indicate the orientations of them (for the
negative orientation, the arrow points to the branch point along the Stokes line, and for the
positive orientation, the arrow points to the singular point.). The stokes lines going out of
the frame flow at z = ∞, which is another irregular singularity of (4.1.5).

the exact energy quantization condition in the chapter 3 (e.g. (3.1.5)), B0

[
ψ+
z4,Imid

]
(z)

B0

[
ψ−
z4,Imid

]
(z)

 =

 e
−ηB0

[∫ z4
z3

Seven(z)dz
]

0

0 e
ηB0

[∫ z4
z3

Seven(z)dz
]
 B0

[
ψ+
z3,Imid

]
(z)

B0

[
ψ−
z3,Imid

]
(z)

 .

(4.1.25)

After that, the solutions in Imid and in I0 normalized at z2 are connected as follows, B0

[
ψ+
z3,Imid

]
(z)

B0

[
ψ−
z3,Imid

]
(z)

 =

 1 0

i 1

 B0

[
ψ+
z3,I0

]
(z)

B0

[
ψ−
z3,I0

]
(z)

 . (4.1.26)

By multiplying (4.1.24)∼(4.1.26) and finally restoring the normalization of the solutions in

the r.h.s. of (4.1.26) from z3 to z4, we obtain the connection formula from z → +∞ to the

origin, B0

[
ψ+
z4,I∞

]
(z)

B0

[
ψ−
z4,I∞

]
(z)

 =

 1 + e
ηB0

[
2
∫ z4
z3

Seven(z)dz
]

−i

ie
ηB0

[
2
∫ z4
z3

Seven(z)dz
]

1

 B0

[
ψ+
z4,I0

]
(z)

B0

[
ψ−
z4,I0

]
(z)

 . (4.1.27)

The integral 2
∫ z4
z3
Seven(z)dz is equivalent to the WKB period for the one-cycle γ3,4 in Fig.4.2.
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Therefore the connection formula (4.1.27) can be expressed by using the WKB period, B0

[
ψ+
z4,I∞

]
(z)

B0

[
ψ−
z4,I∞

]
(z)

 =

 1 + eηB0[Πγ3,4 ] −i
ieηB0[Πγ3,4 ] 1

 B0

[
ψ+
z4,I0

]
(z)

B0

[
ψ−
z4,I0

]
(z)

 . (4.1.28)

The connection formula (4.1.28) is only derived at specific values of the parameters ωL

and l. Therefore we need to discuss which the parameter regions our derivation is valid.

As a first step, let us consider what happen if we vary ωL from ωL = 13/10 − i/16 to

ωL = 13/10 + iδ (δ << 1). Fig.4.3 shows the transition of the Stokes graph. The graph

[a] is the same as Fig.4.2. In the graph [b], the Stokes region Imid narrows but survives.

For this case, we obtain same connection formula as (4.1.28) because each formula for the

Borel resummation of the WKB solutions that we have used to derive (4.1.28) only depends

on which two adjacent Stokes regions we connect and the orientation of the Stokes line

separating them. This example indicates that we obtain same connection formula (4.1.28) if

the Stokes graph has the Stokes regions I0, Imid, I∞ regardless of their area. Conversely, we

do not obtain the connection formula (4.1.28) in the case of the graph [c] because the Stokes

segment connecting z3 and z4 appears and the Stokes region Imid is completely crushed.

Continuing to increase the imaginary part of ωL, we obtain the graph [d]. The Stokes

segments in [c] are separated into two Stokes lines again by the saddle reduction of the

Stokes graph, but their position is inverted and there is no longer the Stokes region Imid.

As the example of Fig.4.3, if we continuously change the parameters ωL and l, the Stokes

graph (and the triangulation of Σ mapped from the Stokes graph) may be discontinuously

changed by the saddle reduction and then the derivation of (4.1.28) is no longer valid. The

sign of the saddle reduction of the Stokes graph is to appear the Stokes segments as the

graph [c] in Fig.4.3. The set of two simple zeros which are adjacent to a same Stokes region

may be connected by the Stokes line. In the case of Fig.4.2, the simple zeros z1 and z2, z2

and z4, z3 and z4, z1 and z3 may be connected each other. By definition of the Stokes line

(2.2.36), the conditions that these sets of the simple zeros are connected are given by the

following equations,

ℑ
[
2

∫ z4

z3

S0 (z) dz

]
= ℑ

[
2

∫ z2

z1

S0 (z) dz

]
= 0, (4.1.29)

ℑ
[
2

∫ z2

z4

S0 (z) dz

]
= ℑ

[
2

∫ z1

z3

S0 (z) dz

]
= 0, (4.1.30)
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Figure 4.3: The deformation of the Stokes graph.

where we have used the parity invariance S0(−z) = S0(z), which can be easily check from

(4.1.6), and z1 = −z4, z2 = −z3. Each of the integrals can be expressed by the hypergeo-

metric functions,

2

∫ z4

z3

S0 (z) dz = −π

(
1− (l + 2)2

2ω2L2

)
ωL 2F1

[
1

2
,
1

2
, 2,

1

2

(
1− (l + 2)2

2ω2L2

)]
, (4.1.31)

2

∫ z2

z4

S0 (z) dz = iπ

(
1 +

(l + 2)2

2ω2L2

)
ωL 2F1

[
1

2
,
1

2
, 2,

1

2

(
1 +

(l + 2)2

2ω2L2

)]
. (4.1.32)

(4.1.31) and (4.1.32) are local expressions but we can also obtain the expressions for other pa-

rameter regions by analytically continuing the hypergeometric functions. Dividing (4.1.29)

and (4.1.30) by (l + 2) and substituting (4.1.31) and (4.1.32), we obtain the following con-

ditions,

ℑ

[
−π

(
1− (l + 2)2

2ω2L2

)
ωL

(l + 2)
2F1

[
1

2
,
1

2
, 2,

1

2

(
1− (l + 2)2

2ω2L2

)]]
= 0, (4.1.33)
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Figure 4.4: The orange line indicates the values of ωL
l+2

satisfying (4.1.33) and the blue line
indicates the values satisfying (4.1.34).

ℑ

[
iπ

(
1 +

(l + 2)2

2ω2L2

)
ωL

(l + 2)
2F1

[
1

2
,
1

2
, 2,

1

2

(
1 +

(l + 2)2

2ω2L2

)]]
= 0. (4.1.34)

In these expressions, there is only one parameter ωL/(l + 2). Therefore we only need to

check which value of ωL/(l + 2) satisfies (4.1.33), (4.1.34). We can immediately find that

(4.1.33) is satisfied by ωL/(l + 2) ∈ R, which is consistent with the Stokes graph [c] in

Fig.4.3, and (4.1.34) is satisfied by ωL/(l + 2) ∈ iR. Fig.4.4 shows the points satisfying

(4.1.33) or (4.1.34). In Fig.4.4, there are no points in the region ℜ(ωL/(l + 2)) > 0 and

ℑ(ωL/(l + 2)) < 0, which includes ωL = 13
10
− i 1

16
, l = 0. Therefore the derivation of (4.1.28)

is valid for ℜ(ωL/(l + 2)) > 0 and ℑ(ωL/(l + 2)) < 0 region, which includes the QNMs, at

least in the range depicted in Fig.4.4. We can also check arbitrary value of ωL/(l + 2) by

using (4.1.33) and (4.1.34).

Boundary conditions and an exact QNM condition

The quasi-normal modes for the D3-branes are the discrete set of ω at which the perturbation

satisfies the following two boundary conditions [68],

(i) Only outgoing wave exists at z → +∞.

(ii) Only ingoing wave exists at z → 0.

The outgoing wave at z → +∞ is the Borel resummation of the plus signed WKB solution

B0

[
ψ+
z4,I∞

]
(z). According to the connection formula (4.1.28), B0

[
ψ+
z4,I∞

]
(z) is analytically
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connected to z → 0 as follows,

B0

[
ψ+
z4,I∞

]
(z) =

(
1 + eηB0[Πγ3,4 ]

)
B0

[
ψ+
z4,I0

]
(z)− iB0

[
ψ−
z4,I0

]
(z). (4.1.35)

The ingoing wave at z → 0 is the Borel resummation of the minus signed WKB solution

B0

[
ψ−
z4,I0

]
(z). Therefore to satisfy the boundary conditions (i) and (ii), the coefficient of

B0

[
ψ+
z4,I0

]
(z) in the r.h.s. of (4.1.35) must to be zero,

1 + eηB0[Πγ3,4 ] = 0. (4.1.36)

Substituting η = 1 and taking the logarithm of (4.1.36), we obtain the exact condition for

the QNMs,

B0

[
Πγ3,4

]
= 2πi

(
n+

1

2

)
, (4.1.37)

where n ∈ Z≥0. Without considering convergence of the asymptotic series, the asymptotic

expansion of the Borel resummation provides the all-order version of the Bohr-Sommerfeld

condition,

Πγ3,4 = 2πi

(
n+

1

2

)
. (4.1.38)

In [68, 69], the r.h.s. of (4.1.38) is 2πn instead of 2πi
(
n+ 1

2

)
. This mismatch comes

from the difference of the definition for Seven(z). In this thesis, Seven(z) is an odd power of

η. On the other hand, in [68, 69], Seven(z) is defined as an odd power of 1/ωL. Therefore

Seven(z) in this paper is not the same ones in [68,69].

The conditions (4.1.37) and (4.1.38) has no exponentially small terms as the exact quan-

tization conditions for the double well potential (3.2.26), (3.2.27). From the point of view of

the resurgence, it indicates there are no non-perturbative contributions to the asymptotic

expansion of the QNMs for the D3-branes.

4.1.3 Computations of the QNMs for extremal D3-branes

In order to compute the QNMs from our conditions (4.1.37) and (4.1.38), we first need

to evaluate the WKB period Πγ3,4 . The leading term has already been given by (4.1.31).

The higher order coefficients can be computed by applying the differential operator (2.2.20)

to the leading term. To determine the differential operator, it is useful to transform the
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Schrödinger equation (4.1.5). Under the following transformation,

η =
1

ℏ
,

(l + 2)2

4
= u, Λ =

ωL√
2
,

z = ei
x
2 , ψ(z(x)) = ei

x
4Ψ(x),

(4.1.39)

the Schrödinger equation (4.1.5) becomes the Mathieu differential equation,[
ℏ2

d2

dx2
− Λ2 cos(x) + u

]
Ψ(x) = 0. (4.1.40)

(4.1.40) is also the quantum Seiberg-Witten curve for 4-dimensional N = 2 SU(2) super

Yang-Mills theory [44]. In the context of the gauge theory, u is the Coulomb moduli pa-

rameter, Λ1 is the dynamically generated scale, and ℏ is the deformation parameter in

the Nekrasov-Shatashvili limit of the Ω-background. Under the transformation (4.1.39),

it is shown that the WKB periods are invariant (Proposition 2.7 (b) in [25]). Therefore

computing the WKB periods for (4.1.5) is equivalent to computing the WKB periods for

(4.1.40). Up to 8th-order, the differential operator for the quantum Seiberg-Witten curve

for 4-dimensional N = 2 SU(2) super Yang-Mills theory is given as follows (e.g. [45]),

O2 =
u

12

∂2

∂u2
+

1

24

∂

∂u
,

O4 =
1

27

(
28u2

45

∂4

∂u4
+

8u

3

∂3

∂u3
+

5

3

∂2

∂u2

)
,

O6 =
1

29

(
124u3

945

∂6

∂u6
+

158u2

105

∂5

∂u5
+

153u

35

∂4

∂u4
+

41

14

∂3

∂u3

)
,

O8 =
1

28

(
127u4

23 × 4725

∂8

∂u8
+

13u3

175

∂7

∂u7
+

517u2

24 × 63

∂6

∂u6
+

9539u

23 × 945

∂5

∂u5
+

15229

27 × 135

∂4

∂u4

)
.

(4.1.41)

After computing the WKB period by using the differential operator (4.1.41), we have

to take the Borel resummation. To compute the Borel resummation by definition (2.2.24),

we need an infinite number of the coefficients of the WKB period, but it is impossible

to compute them by the differential operator technique. Instead, we use the Borel-Padé

approximation,

B0

[
Πγ3,4

]
∼
∫ ∞

0

e−ξ [N/N ] dξ, (4.1.42)

where [N/N ] indicates the diagonal Padé approximation of order N for Πγ21 .

Table 4.1 shows the numerical results of the QNMs. In the results of the Exact WKB
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n l Leaver’s method Classical WKB Exact WKB (Borel-Padé)

0 0 1.369686− 0.503996i 1.369682− 0.503993i 1.369686− 0.503996i
1 2.091757− 0.501753i 2.091756− 0.501753i 2.091757− 0.501753i
2 2.806287− 0.500981i 2.806287− 0.500981i 2.806287− 0.500981i

1 0 0.682086− 1.559933i 0.684094− 1.565097i 0.682058− 1.559998i
1 1.704812− 1.518680i 1.704812− 1.518679i 1.704812− 1.518680i
2 2.528152− 1.509655i 2.528152− 1.509655i 2.528152− 1.509655i

Table 4.1: Numerical results of the QNMs for the D3-branes. The first column is the results
of the Leaver’s method. The second column is the results of the all-order QNMs condition
(4.1.38), which is not taken the Borel resummation. The third column is the results of the
exact QNMs condition (4.1.37) calculated by the Borel-Padé approximation.

method, we have used the diagonal Padé approximation of N = 4 case with 8th-order

coefficients of the WKB period.

We can also obtain analytic forms of the QNMs. The coefficients of the WKB period

Πγ3,4 can be expanded at ωL = l+2√
2
as follows,

Π(0)
γ3,4

= −2π

(
ωL− l + 2√

2

)
+

3π
(
ωL− l+2√

2

)2
2
√
2(l + 2)

+ · · · ,

Π(2)
γ3,4

=
π

8
√
2(l + 2)

−
3π
(
ωL− l+2√

2

)
64(l + 2)2

−
π
(
ωL− l+2√

2

)2
256

√
2(l + 2)3

+ · · · ,

Π(4)
γ3,4

= − 17π

2048
√
2(l + 2)3

+
95π

(
ωL− l+2√

2

)
32768(l + 2)4

+
1959π

(
ωL− l+2√

2

)2
131072

√
2(l + 2)5

+ · · · .

(4.1.43)

Then the all-order Bohr-Sommerfeld condition (4.1.38) can be written as

2πi

(
n+

1

2

)
= Π(0)

γ3,4
+Π(2)

γ3,4
+Π(4)

γ3,4
+ · · · =

∞∑
m=0

cm

(
ωL− l + 2√

2

)m

. (4.1.44)

Inverting the series (4.1.44) by using the Lagrange inversion theorem, we obtain an analytic

expression of the QNMs,

ωnL =
l + 2√

2
+

2πi
(
n+ 1

2

)
− c0

c1
−
c2(2πi

(
n+ 1

2

)
− c0)

2

c31
+ · · · . (4.1.45)

In Table.4.2, we numerically compare the Leaver’s method and (4.1.45), where we have used

up to 8th-order coefficients of the WKB period and 16th-order of (4.1.45).
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n l Leaver’s method (4.1.45)

0 0 1.369686− 0.503996i 1.369682− 0.503993i
1 2.091757− 0.501753i 2.091756− 0.501753i
2 2.806287− 0.500981i 2.806287− 0.500981i

1 0 0.682086− 1.559933i 0.682296− 1.559289i
1 1.704812− 1.518680i 1.704812− 1.518679i
2 2.528152− 1.509655i 2.528152− 1.509655i

Table 4.2: The numerical results of (4.1.45).

In the large n limit, which corresponds to |ωL| ≫ (l + 2) limit, the leading order

approximation (or the classical WKB approximation) is valid,

Π(0)
γ3,4

= 2πi

(
n+

1

2

)
. (4.1.46)

In this limit, the leading term of the WKB period (4.1.31) becomes

Π(0)
γ3,4

= −πωL 2F1

[
1

2
,
1

2
, 2,

1

2

]
. (4.1.47)

Substituting (4.1.47) into (4.1.46) and rearranging the equation, we obtain the QNMs at

large n,

ωL = −i
2
(
n+ 1

2

)
2F1

[
1
2
, 1
2
, 2, 1

2

] . (4.1.48)

In some black hole geometries, it is known that the real part of the QNMs in large n

limit is proportional to the entropy of the black hole (e.g. 4d Schwarzschild BH [77],

4d Schwarzschild BH and 4d Reissner-Nordström BH [78], d≥4 Schwarzschild BH and 4d

Reissner-Nordström BH [79]). It is also true for the present case (4.1.48) because the ex-

tremal D3-brane metric (4.1.1) has no event horizon and therefore the entropy is zero [80].
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4.2 Massless scalar perturbation to extremal M5-branes

4.2.1 E.O.M. and QNMs for scalar field in extremal M5-brane

metric

The geometry of a stack of the extremal M5-branes is given by the following line element [81],

ds2 = A(r)−1/3
(
−dt2 + dx21 + · · ·+ dx25

)
+ A(r)2/3

(
dr2 + r2dΩ2

4

)
, (4.2.1)

where A(r) = 1 + R3

r3
, R is a positive real parameter, (t, x1, · · · , x5) are the coordinates on

the M5-branes world-volume, r is the radial coordinate and dΩ2
4 is the metric on S4 in the

bulk of the M5-branes. We consider a massless scalar field Φ in this background obeying

the E.O.M.:

□Φ =
1√
−g

∂M
(√

−ggMN∂N
)
Φ = 0, (4.2.2)

where gMN (M,N = 0, 1, · · · , 10) is the metric given by (4.2.1) and g = det gMN . Under

the separation of the variables, the solution to (4.2.2) takes the form

Φ = e−iEt+ik·xr4ϕ(r)Y l
m(θ), (4.2.3)

where Y l
m(θ) is the spherical harmonics on S4 obeying ∆S4Y l

m(θ) = −l (l + 3)Y l
m(θ), l

and m = (m1,m2,m3) are integers satisfying |m1| ≤ m2 ≤ m3 ≤ l and θ denotes the

angular coordinates on S4. The radial part ϕ(r) of Φ satisfies the second-order differential

equation [74], [
ρ−4 d

dρ
ρ4
d

dρ
+ 1 +

(ωR)3

ρ3
− l (l + 3)

ρ2

]
ϕ(ρ/ω) = 0, (ρ = ωr) (4.2.4)

where ω =
√
E2 − k2. Introducing z by ρ = ωRz and ψ(z) by ϕ(ρ/ω) = (ωRz)−2ψ(z),

(4.2.4) becomes the Schrödinger type differential equation,[
d2

dz2
− η2Q0(z)−Q2(z)

]
ψ(z) = 0, (4.2.5)

with

Q0(z) = −
(ωR)2 (z3 + 1)−

(
l + 3

2

)2
z

z3
, Q2(z) = − 1

4z2
, (4.2.6)

and η = 1. We keep η as a complex parameter.
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z

Q0(z) +Q2(z)

0

z− z+
zc

Figure 4.5: A potential graph of Q0(z) +Q2(z).

WKB approximation for extremal D3-branes

At large l, the QNMs can be determined from the Bohr-Sommerfeld quantization condition

[43], ∫ z+

z−

√
Q0(z) +Q2(z)dz = πi

(
n+

1

2

)
, (4.2.7)

where n ∈ Z≥0 and z± are the turning points satisfying Q0(z±) +Q2(z±) = 0 (Fig.4.5). At

large l, the turning points close each other and the l.h.s. of (4.1.7) can be integrated by

approximating Q0(z) + Q2(z) by its expansion at the maximum point zc (Fig.4.5). Then

(4.1.7) reduces to
Q0(zc) +Q2(zc)√
2 (Q′′

0(zc) +Q′′
2(zc))

= i

(
n+

1

2

)
. (4.2.8)

The condition (4.2.8) can be solved perturbatively with respect to the imaginary part of

ωR. Up to the linear order, one finds

ωR =
3
√
2√
3

√(
l +

3

2

)2

− 1

4
− i

3
√
2√
3

(
n+

1

2

)
. (4.2.9)

The formula (4.2.9) indicates that the real part of the QNMs only depends on l and the

imaginary part only depends on n in the large l region.
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Leaver’s method for extremal M5-branes

By substituting z = (1 − x)/x, (4.1.10) and (4.1.13) into (4.2.5), we obtain a seven-term

recurrence relation

α0f2 + β0f1 + γ0f0 = 0,

α1f3 + β1f2 + γ1f1 + δ0f0 = 0,

α2f4 + β2f3 + γ2f2 + δ1f1 + ϵ0f0 = 0,

α3f5 + β3f4 + γ3f3 + δ2f2 + ϵ1f1 + ρ0f0 = 0,

αn−2fn + βn−2fn−1 + γn−2fn−2 + δn−3fn−3 + ϵn−4fn−4 + ρn−5fn−5 + σn−6fn−6 = 0, (n ≥ 6),

(4.2.10)

with coefficients

αn = − 1

64
(1 + n)(2 + n),

βn =
1

16
(1 + n)n,

γn =
1

16
(−1 + n)n+

1

4
n− inωR +

5

8
+

3l

4
+
l2

4
− iωR

2
− (ωR)2

2
,

δn = −1

2
(−1 + n)n− n+ 4inωR− 5

2
− 3l − l2 + 2iωR + 3(ωR)2,

ϵn =
1

4
(−1 + n)n− 4inωR + 2 + 3l + l2 − 2iωR,

ρn = (−1 + n)n+ 4n+ 2,

σn = −(−1 + n)n− 4n− 2.

(4.2.11)

(4.2.10) cannot be reduced to a three-term recurrence relation by using the gaussian elim-

ination. Therefore we cannot use the Leaver’s continuous fraction method to (4.2.5). We

also tried to calculate the QNMs by computing the determinant of the coefficient matrix

of the equations (4.2.10) directly, but we were not able to obtain the results with enough

convergence. According to these reasons, it is thought that the Exact WKB analysis is a

convenient tool to study the QNMs for the M5-branes.
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4.2.2 Exact QNMs condition for extremal M5-branes

Stokes graph

First, we discuss generic properties of the Stokes graphs of the model. Let z1, z2, z3 be the

zeros of Q0(z) ordered as ℜ(z1) ≤ ℜ(z2) ≤ ℜ(z3). We assume z1, z2, z3 are simple zeros.

The three Stokes lines then emanate from each zero. The endpoints of the Stokes lines

are on either z1, z2, z3, 0,∞. By substituting the explicit form of p0(z) =
√
Q0(z) into the

definition of the Stokes lines (2.2.36) and dividing by the real parameter l + 3
2
, one finds

that (2.2.36) depends on only the combination of the parameters ωR/
(
l + 3

2

)
and η.

The Stokes graphs can be classified according to how the Stokes regions are adjacent to

each other (or which triangulation of Σ the Stokes graph is mapped). If we continuously

change θ = arg(η), the state of the adjacent of the Stokes regions may be discontinuously

changed at specific values of arg(η). We refer the discontinuous change of the Stokes graph

as saddle reduction [25]. We specify when this saddle reduction occurs with respect to the

value of ωR/
(
l + 3

2

)
instead of arg(η). The sign of the saddle reduction is to appear the

Stokes line that connects two zeros of Q0(z). By definition of the Stokes lines (2.2.36),

the parameters at which two of z1, z2, z3 are connected can be determined by the following

equations,

ℑ
[
eiθ
∫ z3

z1

p0 (z) dz

]
= 0, (4.2.12)

ℑ
[
eiθ
∫ z3

z2

p0 (z) dz

]
= 0, (4.2.13)

ℑ
[
eiθ
∫ z2

z1

p0 (z) dz

]
= 0. (4.2.14)

The integrals in the square brackets are the elliptic integrals and can also be expressed by

the hypergeometric function [52,82],∫ z3

z1

p0 (z) dz = iπ

(
l +

3

2

)
2F1

[
−1

6
,
1

6
, 1,

27ω6R6

4(l + 3
2
)6

]
, (4.2.15)
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Figure 4.6: The parameters satisfying (4.2.12)∼(4.2.14) at arg(η) = 0. The orange line
indicates the value of ωR/

(
l + 3

2

)
satisfying (4.2.13). The blue line, which is drawn on

arg(ωR) = −π
3
, indicates the value satisfying (4.2.14). There are no points satisfying

(4.2.12).

∫ z3

z2

p0 (z) dz =


−

πωR

(
1− 4(l+3

2 )6

27ω6R6

)
2 3√2

√
3 2F1

[
5
6
, 5
6
, 2, 1− 4(l+ 3

2
)6

27ω6R6

] (
−π

6
≤ arg(ωR) ≤ 0

)
,∫ z3

z1
p0 (z) dz − ei

π
3

πωR

(
1− 4(l+3

2 )6

27ω6R6

)
2 3√2

√
3 2F1

[
5
6
, 5
6
, 2, 1− 4(l+ 3

2
)6

27ω6R6

]
(
−π

2
≤ arg(ωR) < −π

6

)
,

(4.2.16)∫ z2

z1

p0 (z) dz = −
∫ z3

z2

p0 (z) dz +

∫ z3

z1

p0 (z) dz. (4.2.17)

These are local expressions but we can also compute each integral for other parameter regions

by analytically continuing the hypergeometric function. By substituting (4.2.15)∼(4.2.17)

into (4.2.12)∼(4.2.14), we can determine the values of the parameters occurring the saddle

reduction. Fig.4.6 shows the values of ωR/
(
l + 3

2

)
satisfying (4.2.12)∼(4.2.14) at arg(η) = 0

in a range. Fig.4.6 indicates that the Stokes line connecting z1 and z2 appears at arg(ωR) =

−π
3
. Therefore the state of the adjacent of the Stokes regions is discontinuously changed

between −π
3
< arg(ωR) < 0 and −π

2
≤ arg(ωR) < −π

3
.

Let us see examples of the Stokes graphs. Fig.4.7 shows the Stokes graph for arg(η) = 0

and ωR/
(
l + 3

2

)
= 2

3
− i 2

30
, which is in the region −π

3
< arg(ωR) < 0. For arg(η) = 0 and

−π
3
< arg(ωR) < 0, the Stokes regions are adjacent each other in the same way as Fig.4.7
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Figure 4.7: The Stokes graph for arg(η) = 0 with ωR/
(
l + 3

2

)
= 2

3
− i 2

30
. The sheet of Σ

is taken so that Peven(z)dz has the positive sign. The orange points z1, z2, z3 are the zeros
of Q0(z). The blue point is the origin. The red dashed lines are the branch cuts. The
black lines are the Stokes lines and the black arrows show the orientation (for the negative
orientation, the arrow points to the zeros of Q0(z) along the Stokes line, and for the positive
orientation, the arrow points to the singular point). The stokes lines going out of the frame
flow at z = ∞. The gray regions named I∞, Imid, I0 are Stokes regions.

(for example, the Stokes region I∞ is adjacent to Imid, and Imid is adjacent to I0.).

Fig.4.8 shows the saddle reduction at arg(ωR) = −π
3
with |ωR/

(
l + 3

2

)
| = |2

3
− i 2

30
|. In

the graph [a], the state of the adjacent of the Stokes regions does not change from Fig.4.7 (the

Stokes region I∞ is adjacent to Imid, and Imid is adjacent to I0). In the graph [b], two Stokes

lines emanating from z1 and z2 overlap and become one Stokes line connecting z1 and z2.

Continuing to decrease arg(ωR), we obtain the graph [c] and [d]. In these cases, the Stokes

line connecting z1 and z2 in [b] separates again but their positions invert. The new Stokes

region Ĩmid then appears between Imid and I0. For arg(η) = 0 and −π
2
≤ arg(ωR) < −π

3
, the

Stokes regions are adjacent each other in the same way as [c] and [d] in Fig.4.8.

Connection problem

We solve the connection problem of the Borel resummed WKB solutions for arg(η) = 0 from

z = ∞ to the origin based on the Stokes graphs.
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Figure 4.8: The saddle reduction of the Stokes graph.

Connection problem for −π
3
< arg(ωR) < 0

For −π
3
< arg(ωR) < 0, we obtain the Stokes graph of the type Fig.4.7. The connection

problem from infinity to the origin is solved by computing the connection of the solutions

from the Stokes region I∞ to Imid and Imid to I0. Between I∞ and Imid, there is a Stokes

line emanating from z3 and having the positive orientation. Then it is shown that the

Borel resummed WKB solutions in the regions I∞ and Imid are connected by the following

connection formula, B0

[
ψ+
z3,I∞

]
(z)

B0

[
ψ−
z3,I∞

]
(z)

 =

 1 −i
0 1

 B0

[
ψ+
z3,Imid

]
(z)

B0

[
ψ−
z3,Imid

]
(z)

 , (4.2.18)

where we have denoted the solutions in I∞ as ψ±
z3,I∞

(z) (± in the superscript is the sign

of ±Peven(z)dz and z3 in the subscript is the normalization point), and the solutions in

Imid in the same way. Next, between Imid and I0, there is a Stokes line emanating from z2

and having the negative orientation. In order to apply the connection formula, we need to
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Figure 4.9: The one-cycles on Σ. The red dashed lines are the branch cuts. The solid
segment in each cycle lies on the sheet of Σ on where Peven(z)dz has the positive sign. The
dashed segment in each cycle lies on the sheet of Σ on where Peven(z)dz has the negative
sign. The arrows on the cycles indicate the orientation.

change the normalization of the solutions, B0

[
ψ+
z3,Imid

]
(z)

B0

[
ψ−
z3,Imid

]
(z)

 =

 e
−ηB0

[∫ z3
z2

Peven(z)dz
]

0

0 e
ηB0

[∫ z3
z2

Peven(z)dz
]
 B0

[
ψ+
z2,Imid

]
(z)

B0

[
ψ−
z2,Imid

]
(z)

 ,

(4.2.19)

where we have used the property that the Borel resummation commutes with addition and

multiplication (2.2.27). After changing the normalization, the solutions in Imid and I0 are

connected as follows, B0

[
ψ+
z2,Imid

]
(z)

B0

[
ψ−
z2,Imid

]
(z)

 =

 1 0

i 1

 B0

[
ψ+
z2,I0

]
(z)

B0

[
ψ−
z2,I0

]
(z)

 . (4.2.20)

By multiplying (4.2.18)∼(4.2.20) and finally restoring the normalization of ψ±
z2,I0

in the

r.h.s. of (4.2.20) from z2 to z3, we obtain the solution of the connection problem for −π
3
<

arg(ωR) < 0, B0

[
ψ+
z3,I∞

]
(z)

B0

[
ψ−
z3,I∞

]
(z)

 =

 1 + e
ηB0

[
2
∫ z3
z2

Peven(z)dz
]

−i

ie
ηB0

[
2
∫ z3
z2

Peven(z)dz
]

1

 B0

[
ψ+
z3,I0

]
(z)

B0

[
ψ−
z3,I0

]
(z)

 . (4.2.21)
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Figure 4.10: The Stokes graph for arg(η) = 0 and −π
2
≤ arg(ωR) < −π

3
.

The integral 2
∫ z3
z2
Peven(z)dz is equivalent to the WKB period for the one-cycle γ23 in Fig.4.9.

Therefore (4.2.21) can be expressed in terms of the WKB period, B0

[
ψ+
z3,I∞

]
(z)

B0

[
ψ−
z3,I∞

]
(z)

 =

 1 + eηB0[Πγ23 ] −i
ieηB0[Πγ23 ] 1

 B0

[
ψ+
z3,I0

]
(z)

B0

[
ψ−
z3,I0

]
(z)

 . (4.2.22)

Connection problem for −π
2
≤ arg(ωR) < −π

3

For −π
2
≤ arg(ωR) < −π

3
, we obtain the Stokes graph of the type [c] and [d] in Fig.4.8. The

orientation of the Stokes lines and the branch cuts on Σ is drawn in Fig.4.10.

We will solve the connection problem of the Borel resummedWKB solutions from infinity

to the origin. Around z = 0, the exponential factor of the WKB solutions (2.2.13) can be

approximated as

∫
S0(z)dz = i

∫ √
(ωR)2 (z3 + 1)−

(
l + 3

2

)2
z

z3
dz ∼ iωR

∫
z−

3
2dz = −2iωRz−

1
2 . (4.2.23)

Therefore, the WKB solutions around the origin behave as

ψ± ∼ e
∓2iωR√

z . (4.2.24)

When arg(z) = 2 arg(ωR), ψ− becomes the pure ingoing wave at the origin. For −π
2
≤
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arg(ωR) < −π
3
, we take the solution in the region I0 in Fig.4.10 so that the boundary

condition at the origin is satisfied. Similarly, around z = ∞, we obtain∫
S0(z)dz ∼ iωR

∫
dz = iωRz, (4.2.25)

and

ψ± ∼ e±iωRz. (4.2.26)

When arg(z) = − arg(ωR), ψ+ becomes the pure outgoing wave at infinity. For −π
2
≤

arg(ωR) < −π
3
, we take the solution in the region I∞ in Fig.4.10 so that the boundary

condition at infinity is satisfied.

The connection problem from infinity to the origin is solved by computing the connection

of the solutions from I∞ to Imid, Imid to Ĩmid, and Ĩmid to I0 successively. The connection

formula from I∞ to Imid is same as (4.2.18). Changing the normalization of the solutions

from z3 to z2 has also already given by (4.2.19). The connection formula from Imid to Ĩmid

is given by (4.2.20) with replacing I0 in the r.h.s. to Ĩmid, B0

[
ψ+
z2,Imid

]
(z)

B0

[
ψ−
z2,Imid

]
(z)

 =

 1 0

i 1

 B0

[
ψ+

z2 ,̃Imid

]
(z)

B0

[
ψ−
z2 ,̃Imid

]
(z)

 . (4.2.27)

To compute the connection from Ĩmid to I0, we need to change the normalization of the

solutions from z2 to z1, B0

[
ψ+

z2 ,̃Imid

]
(z)

B0

[
ψ−
z2 ,̃Imid

]
(z)

 =

 e
−ηB0

[∫ z2
z1

Peven(z)dz
]

0

0 e
ηB0

[∫ z2
z1

Peven(z)dz
]
 B0

[
ψ+

z1 ,̃Imid

]
(z)

B0

[
ψ−
z1 ,̃Imid

]
(z)

 .

(4.2.28)

Between Ĩmid and I0, there is a Stokes line emanating from z1 and having the negative

orientation. Then the solutions are connected by the following formula, B0

[
ψ+

z1 ,̃Imid

]
(z)

B0

[
ψ−
z1 ,̃Imid

]
(z)

 =

 1 0

i 1

 B0

[
ψ+
z1,I0

]
(z)

B0

[
ψ−
z1,I0

]
(z)

 . (4.2.29)

By multiplying (4.2.18), (4.2.19), (4.2.27)∼(4.2.29) and finally restoring the normalization

of ψ±
z1,I0

in the r.h.s. of (4.2.29) from z1 to z3, we obtain the solution of the connection
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problem for −π
2
≤ arg(ωR) < −π

3
,

 B0

[
ψ+
z3,I∞

]
(z)

B0

[
ψ−
z3,I∞

]
(z)

 =

 1 +

(
1 + e

ηB0

[
2
∫ z2
z1

Peven(z)dz
])

e
ηB0

[
2
∫ z3
z2

Peven(z)dz
]

−i

i

(
1 + e

ηB0

[
2
∫ z2
z1

Peven(z)dz
])

e
ηB0

[
2
∫ z3
z2

Peven(z)dz
]

1


 B0

[
ψ+
z3,I0

]
(z)

B0

[
ψ−
z3,I0

]
(z)

 .

(4.2.30)

The integrals 2
∫ z3
z2
Peven(z)dz and 2

∫ z2
z1
Peven(z)dz are equivalent to the WKB periods for

the one-cycles γ23 and γ12 in Fig.4.9, respectively. Therefore (4.2.30) can be expressed in

terms of the WKB periods, B0

[
ψ+
z3,I∞

]
(z)

B0

[
ψ−
z3,I∞

]
(z)

 =

 1 +
(
1 + eηB0[Πγ12 ]

)
eηB0[Πγ23 ] −i

i
(
1 + eηB0[Πγ12 ]

)
eηB0[Πγ23 ] 1

 B0

[
ψ+
z3,I0

]
(z)

B0

[
ψ−
z3,I0

]
(z)

 .

(4.2.31)

Boundary conditions and exact QNM conditions

We impose the boundary conditions (i) only outgoing wave exists at z → +∞ and (ii) only

ingoing wave exists at z → 0 on the Borel resummed WKB solutions. The outgoing wave

at z → +∞ is B0

[
ψ+
z3,I∞

]
(z). According to the connection formulae (4.2.22) and (4.2.31),

B0

[
ψ+
z3,I∞

]
(z) is connected to the origin as follows,

B0

[
ψ+
z3,I∞

]
(z) =


(
1 + eηB0[Πγ23 ]

)
B0

[
ψ+
z3,I0

]
(z)− iB0

[
ψ−
z3,I0

]
(z)

(
−π

3
< arg(ωR) < 0

)
,(

1 +
(
1 + eηB0[Πγ12 ]

)
eηB0[Πγ23 ]

)
B0

[
ψ+
z3,I0

]
(z)− iB0

[
ψ−
z3,I0

]
(z)(

−π
2
≤ arg(ωR) < −π

3

)
.

(4.2.32)

The ingoing wave at z → 0 is B0

[
ψ−
z3,I0

]
(z). Therefore to satisfy the boundary conditions,

the coefficients of B0

[
ψ+
z3,I0

]
(z) in (4.2.32) need to be zero,

 1 + eηB0[Πγ23 ] = 0
(
−π

3
< arg(ωR) < 0

)
,

1 +
(
1 + eηB0[Πγ12 ]

)
eηB0[Πγ23 ] = 0

(
−π

2
≤ arg(ωR) < −π

3

)
.

(4.2.33)

Taking the logarithm of (4.2.33) and substituting η = 1, we obtain the following conditions, B0 [Πγ23 ] = 2πi
(
n+ 1

2

) (
−π

3
< arg(ωR) < 0

)
,

B0 [Πγ23 ] + log
(
1 + eB0[Πγ12 ]

)
= 2πi

(
n+ 1

2

) (
−π

2
≤ arg(ωR) < −π

3

)
,

(4.2.34)
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where n ∈ Z≥0. The conditions (4.2.34) are satisfied by discrete sets of ω, which are the

quasi-normal modes for the massless scalar perturbation in the extremal M5-brane metric.

Without considering convergence of the asymptotic series, the asymptotic expansion of

(4.2.34) provides the following conditions, Πγ23 = 2πi
(
n+ 1

2

) (
−π

3
< arg(ωR) < 0

)
,

Πγ23 + log
(
1 + eΠγ12

)
= 2πi

(
n+ 1

2

) (
−π

2
≤ arg(ωR) < −π

3

)
.

(4.2.35)

The first condition of (4.2.35) is the all-order extension of the Bohr-Sommerfeld condition

(4.1.7).

We present some comments for (4.2.33)∼(4.2.35) from the point of view of the resurgence.

First, the two QNMs conditions are continuous. Let us see the transition of the Stokes graph

with rotating arg(ωR) and arg(η) (Fig.4.11). From the graph [a] to [b] in Fig.4.11, arg(η) is

rotated from arg(η) = 0 to arg(η) = −δ while arg(ωR) = −π/3+δ is fixed. At an argument

arg(η) = −φ (−δ < −φ < 0), the Stokes line connecting z1 and z2 appears and the saddle

reduction happens. Then the Borel transformation of the WKB period Πγ23 , whose one-cycle

γ23 intersects with the Stokes line connecting z1 and z2, has a singularity on the complex

ξ-plane in the direction arg(ξ) = +φ. If we rotate arg(η) as crossing arg(η) = −φ, the
integration contour of the Borel resummation for Πγ23 collides with the singularity on the

complex ξ-plane. To ensure the analyticity in η of the Borel resummation, we must take the

contribution from the integration contour encircling the singularity into account. Then it

is shown that the WKB period is connected as follows (theorem 2.5.1 of [23], and theorem

3.4 of [25]),

eηB−φ−[Πγ23 ] =
(
1 + eηB−φ[Πγ12 ]

)
eηB−φ+[Πγ23 ]. (4.2.36)

From the graph [b] to [c] in Fig.4.11, arg(ωR) is rotated from arg(ωR) = −π/3 + δ to

arg(ωR) = −π/3 − δ while arg(η) = −δ is fixed. Finally from the graph [c] to [d], arg(η)

is rotated from arg(η) = −δ to arg(η) = 0 while arg(ωR) = −π/3 − δ is fixed. During [b]

to [d], the saddle reduction does not happen and therefore the r.h.s. of (4.2.36) does not

change discontinuously. In summary, Fig.4.11 indicates eηB0[Πγ23 ] for −π
3
< arg(ωR) < 0

and
(
1 + eηB0[Πγ12 ]

)
eηB0[Πγ23 ] for −π

2
≤ arg(ωR) < −π

3
with arg(η) = 0 are continuous.

Therefore the two conditions in (4.2.33) are also continuous.

Next comment is about the non-perturbative property of the QNMs. Calculating the

QNMs from the conditions (4.2.33)∼(4.2.35), one finds the term eηB0[Πγ12 ] in the conditions
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Figure 4.11: The transition of the Stokes graph with rotating arg(ωR) and arg(η). The
graph [a], [d] are same as [a], [d] in Fig.4.8, respectively.

for −π
2
≤ arg(ωR) < −π

3
is exponentially small. We can also find this type of exponentially

small terms in the study of the energy quantization conditions for resurgent quantum me-

chanics (e.g. [27, 31, 71–73]). In these cases, the exponentially small terms arise from the

tunnel effect and produce the instanton contributions to the asymptotic expansion of the

energy eigenvalues. The conditions (4.2.33)∼(4.2.35) imply that the QNMs in the region

−π
2
≤ arg(ωR) < −π

3
have such an instanton contribution.

Following the argument for the non-perturbative property, the continuation for the

QNMs conditions (4.2.36) can be seen as that the discontinuity of the perturbative part

is leading the non-perturbative part of the QNMs.

4.2.3 Computations of the QNMs for extremal M5-branes

In this section, we will numerically and analytically compute the QNMs by using the con-

ditions (4.2.33)∼(4.2.35). We first compute the WKB periods. The leading order contribu-

tions of the WKB periods are given by two times (4.2.15)∼(4.2.17). To compute the higher

order contributions, it is useful to transform the equation (4.2.5). Under the following
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transformations,

η =
1

ℏ
,

(
l +

3

2

)2

= u, ωR = i
Λ1

2
,

z = (
√

Λ1/2)e
ix, ψ(z(x)) = (

√
Λ1/2)

(1/2)ei
x
2Ψ(x),

(4.2.37)

the equation (4.2.5) becomes as follows,[
ℏ2

d2

dx2
+ u+

1

16
Λ3

1e
2ix +

1

2
Λ

3
2
1 e

−ix

]
Ψ(x) = 0. (4.2.38)

(4.2.38) is the quantum Seiberg-Witten curve for 4-dimensional N = 2 SU(2) supersym-

metric QCD with a massless fundamental matter [46]. In the context of the gauge theory,

u is the Coulomb moduli parameter, Λ1 is the dynamically generated scale, and ℏ is the

deformation parameter in the Nekrasov-Shatashvili limit of the Ω-background. (4.2.37) is a

new example of the Seiberg-Witten/gravity correspondence [67–69]. Under the transforma-

tion (4.2.37), it is shown that the WKB periods are invariant (Proposition 2.7 (b) in [25]).

Therefore computing the WKB periods for (4.2.5) is equivalent to computing the WKB

periods for the quantum Seiberg-Witten curve (4.2.38). The higher-order contributions of

the WKB periods for the quantum Seiberg-Witten curve can be computed by applying

differential operators with respect to u to the leading order contributions [46],

Π(2n)
γ = O2nΠ

(0)
γ . (4.2.39)

Up to 4th-order, the differential operators are given as follows,

O2 =
1

12

(
2u

∂2

∂u2
+

∂

∂u

)
,

O4 =
1

1440

(
28u2

∂4

∂u4
+ 124u

∂3

∂u3
+ 81

∂2

∂u2

)
.

(4.2.40)

After computing the WKB periods, we take the Borel resummation of them. In this

paper, we use the Borel-Padé approximation,

B0 [Πγ] ∼
∫ ∞

0

e−ξ [N/N ] dξ, (4.2.41)

where [N/N ] is the diagonal Padé approximation of order N for the Borel transformation

of the WKB periods.
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Figure 4.12: The numerical values of the QNMs calculated from the exact conditions
(4.2.34). The upper right points from the line at arg(ωR) = −π

3
are calculated by the

condition for −π
3
< arg(ωR) < 0 of (4.2.34), and the lower left points are calculated by the

condition for −π
2
≤ arg(ωR) < −π

3
.

Fig.4.12 shows the numerical values of the QNMs calculated from the exact conditions

(4.2.34), where we have used up to 4th-order of the WKB periods and the diagonal Padé

approximation of order 2. In Fig.4.12, the QNMs for l < n are located in arg(ωR) < −π
3

region. With fixed l, the imaginary part of the QNMs becomes small as n increases. The

polarization modes with k = 0 of the scalar field then get to decay at t → +∞ quickly.

We also compare the results of (4.2.34) with the large l expression (4.2.9) in Table.4.3. At

n = 1 and l = 0, the argument of the numerical result of (4.2.34) is smaller than −π
3
while

the argument of the result of (4.2.9) is larger than −π
3
. This result indicates that we need

to use the second condition in (4.2.34) to calculate the QNMs in arg(ωR) < −π
3
region (or

l < n region).

Fig.4.13 shows the real part of the QNMs with l = 5 calculated from the exact conditions.

The behavior of the real part of QNMs changes between arg(ωR) > −π
3
and arg(ωR) < −π

3
.

The QNMs with other l show the same behavior. We can find similar behavior of the real

part of the QNMs in the case of Kerr-BH [83], where the QNMs are numerically calculated

by using the general Heun function. We expect that the change of the behavior of the QNMs
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Figure 4.13: The real part of the QNMs with l = 5. The blue points are calculated by the
condition for −π

3
< arg(ωR) < 0 of (4.2.34), and the orange points are calculated by the

condition for −π
2
≤ arg(ωR) < −π

3
.

for Kerr-BH can also be explained by the change of the exact conditions.

By using the Padé approximation, one can numerically check the singularity of the Borel

transformation of the WKB period. For example, at ωR = exp
(
−iπ

3
+ i 1

100

)
and l = 0, we

find that the diagonal Padé approximation of order 2 for the Borel transformation of Πγ23

with 4th-order coefficients has a singularity at ξ = 1.797240 + 0.320820i.

Analytic expressions of the QNMs can also be obtained in parts. For −π
6
≤ arg(ωR) ≤ 0,

the coefficients of the WKB period Π
(n)
γ23 can be expanded at ωR =

3√2(l+ 3
2)√

3
,

Π(0)
γ23

= −22/3
√
3π

(
ωR−

3
√
2
(
l + 3

2

)
√
3

)
+

5π

(
ωR−

3√2(l+ 3
2)√

3

)2

25/3
(
l + 3

2

) + · · · ,

Π(2)
γ23

=
5π

72
(
l + 3

2

) − 25π

(
ωR−

3√2(l+ 3
2)√

3

)
288

(
3
√
2
√
3
(
l + 3

2

)2) −
325π

(
ωR−

3√2(l+ 3
2)√

3

)2

10368
(
22/3

(
l + 3

2

)3) + · · · ,

Π(4)
γ23

= − 2471π

746496
(
l + 3

2

)3 +

33565π

(
ωR−

3√2(l+ 3
2)√

3

)
5971968 3

√
2
√
3
(
l + 3

2

)4 +

1560503π

(
ωR−

3√2(l+ 3
2)√

3

)2

71663616
(
22/3

(
l + 3

2

)5) + · · · .

(4.2.42)
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n l (4.2.34) −π
3
< arg(ωR) (4.2.9) −π

3
< arg(ωR)

0 0 1.057134− 0.365624i True 1.028721− 0.363707i True
1 1.798272− 0.364387i True 1.781797− 0.363707i True
2 2.531500− 0.364053i True 2.519842− 0.363707i True

1 0 0.506956− 1.023014i False 1.028721− 1.091123i True
1 1.535914− 1.086901i True 1.781797− 1.091123i True
2 2.351632− 1.089620i True 2.519842− 1.091123i True

Table 4.3: Numerical results of the exact conditions (4.2.34) and the large l expression
(4.2.9). The fourth column indicates which the numerical values of the third column satisfy
−π

3
< arg(ωR) or not, and the sixth column indicates which the numerical values of the

fifth column satisfy −π
3
< arg(ωR) or not.

Then the first condition of (4.2.35) can be expressed as,

2πi

(
n+

1

2

)
= Π(0)

γ23
+Π(2)

γ23
+Π(4)

γ23
+ · · · =

∞∑
m=0

cm

(
ωR−

3
√
2
(
l + 3

2

)
√
3

)m

. (4.2.43)

Applying the Lagrange inversion theorem to (4.2.43), we obtain an analytic form of the

QNMs for −π
6
≤ arg(ωR) ≤ 0,

ωnR =
3
√
2
(
l + 3

2

)
√
3

+
2πi
(
n+ 1

2

)
− c0

c1
−
c2(2πi

(
n+ 1

2

)
− c0)

2

c31
+ · · · . (4.2.44)

Table.4.4 shows some numerical values of the QNMs calculated by the first condition in

(4.2.34) and (4.2.44), where we have used up to 4th-order of the WKB period and 8-th

order of (4.2.44).

To obtain an analytic form of the QNMs for arg(ωR) < −π
6
as (4.2.44), we also need

to expand (4.2.15). But the expansion of (4.2.15) at ωR =
3√2(l+ 3

2)√
3

has the logarithm term

log

(
ωR−

3√2(l+ 3
2)√

3

)
and therefore we cannot compute the inverse series. We need another

computational method to obtain an analytic form for arg(ωR) < −π
6
.

In the large n limit, which corresponds to |ωR| ≫ (l + 3
2
) limit, the leading order

approximation is valid, Π
(0)
γ23 = 2πi

(
n+ 1

2

) (
−π

3
< arg(ωR) < 0

)
,

Π
(0)
γ23 + log

(
1 + eΠ

(0)
γ12

)
= 2πi

(
n+ 1

2

) (
−π

2
≤ arg(ωR) < −π

3

)
.

(4.2.45)
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n l (4.2.34) (4.2.44) −π
6
≤ arg(ωR)

0 0 1.057134− 0.365624i 1.057103− 0.365624i True
1 1.798272− 0.364387i 1.798270− 0.364387i True
2 2.531500− 0.364053i 2.531500− 0.364053i True

1 1 1.535914− 1.086901i 1.536070− 1.087184i False
2 2.351632− 1.089620i 2.351638− 1.089638i True

Table 4.4: Numerical results of the first condition in (4.2.34) and (4.2.44). The fifth column
indicates which the numerical values of the third and fourth columns satisfy −π

6
≤ arg(ωR)

or not. The result of (4.2.44) at n = 1, l = 1, which does not satisfy −π
6
≤ arg(ωR), has

lower precision than the other results.

In addition, we can neglect the exponentially small term eΠ
(0)
γ12 as we neglect the tunnel effect

at the large energy classical limit in quantum mechanics. Then two conditions in (4.2.45)

reduce to a single condition,

Π(0)
γ23

= 2πi

(
n+

1

2

)
. (4.2.46)

At |ωR| ≫ (l + 3
2
), the potential function Q0(z) is approximated as Q0(z) = −(ωR)2 z

3+1
z3

.

The solutions to Q0(z) = 0 then become z1 = −1, z2 = e−iπ
3 , z3 = ei

π
3 . Now Π

(0)
γ23 can be

expressed as

Π(0)
γ23

= 2iωR

∫ ei
π
3

e−i π3

√
z3 + 1

z3
dz = − πωR

3
√
2
√
3

2F1

[
5

6
,
5

6
, 2, 1

]
. (4.2.47)

Substituting (4.2.47) into (4.2.46), we find that the QNM at large n is pure imaginary,

ωR = −i 2 3
√
2
√
3

2F1

[
5
6
, 5
6
, 2, 1

] (n+
1

2

)
. (4.2.48)

In some black hole metrics, it is known that the real part of the QNMs at large n is

proportional to the entropy of the black hole (e.g. [40,77–79]). The entropy of the extremal

M5-brane metric (4.2.1) is zero because it has no event horizon. It is consistent with the

real part of (4.2.48) is zero.

Summary

In this chapter, we have studied the QNMs spectral problem for the massless scalar fields

in the extremal D3/M5-branes background by using the Exact WKB analysis. We have
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derived the exact QNMs conditions written in terms of the Borel resummed WKB periods.

The QNMs computed from the exact conditions are consistent with the classical WKB

approximation and the Leaver’s method. We have also found the transformation of the

E.O.M. for the massless scalar fields to the quantum Seiberg-Witten curves for 4-dimensional

N = 2 SU(2) supersymmetric gauge theories. For the M5-branes case, the exact conditions

have shown that the discontinuity of the perturbative part of the QNMs leads the non-

perturbative part of themselves.



Chapter 5

TBA equations for quantum

mechanics

In this chapter, we review the TBA equations governing the Borel resummed WKB periods

for arbitrary polynomial potentials and Central-Centrifugal potentials. The discontinuity

and the classical limit of the WKB periods form the Riemann-Hilbert problem and the

TBA equations are given as a solution to the problem. Combining with the exact energy

quantization condition, we show that the TBA equations calculate the spectrum exactly.

This review chapter is based on [28,47].

5.1 Arbitrary polynomial potentials

5.1.1 Discontinuity of WKB periods for arbitrary polynomial po-

tentials

We consider the Schrödinger equation on the Riemann sphere C∗ = C∪{∞} with arbitrary

polynomial potentials with degree r + 1,[
d2

dz2
− η2Q0(z)

]
ψ(z) = 0, (5.1.1)

with

Q0(z) = V (z)− E =
r+1∑
n=0

anz
n − E, (5.1.2)

75
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E· · · zr+1zrzr−1zr−2

Figure 5.1: An example of the potential V (z) on the real z-axis.

where we take an as a real parameter and fix ar+1 = 1. The WKB curve for (5.1.1) is a

hypergeometric curve describing a Riemann surface with genus g = [r/2].

Let us consider the parameter region in the moduli space of the WKB curve where all

the simple zeros are real. We name the simple zeros so that

z1 < z2 < · · · < zr+1. (5.1.3)

Fig.5.1 shows an example of the potential graph on the real z-axis and the simple zeros.

On the real z-axis, r intervals appear,

[zi, zi+1], i = 1, 2, · · · , r. (5.1.4)

The intervals for i = r, r − 2, r − 4, · · · are the classically allowed intervals, and for i =

r − 1, r − 3, r − 5, · · · are the classically forbidden intervals. We denote γi,i+1 as the one-

cycle encircling the interval [zi, zi+1]. We also choose the branch cuts and the orientation of

the one-cycles so that

mi,i+1 := iΠ(0)
γi,i+1

= i

∮
γi,i+1

S0(z)dz (for the classically allowed intervals) (5.1.5)

and

mi,i+1 := −Π(0)
γi,i+1

= −
∮
γi,i+1

S0(z)dz (for the classically forbidden intervals) (5.1.6)

are real and positive.
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Figure 5.2: The Stokes graph at arg(η) = 0 for arbitrary polynomial potentials with all the
simple zeros are real.

For arg(η) = 0, the Stokes graph is given by Fig.5.2. Because of the definition of the

Stokes lines (2.2.36) and (5.1.6), the Stokes segments lie on the classically forbidden inter-

vals. Then, by the Delabaere-Pham formula (2.2.50), the WKB periods for the classically

forbidden intervals have no discontinuity for the direction arg(η) = 0 and the WKB period

for the classically allowed intervals have the following discontinuity,

eηB0−[Πγi,i+1 ] = eηB0+[Πγi,i+1 ]
(
1 + eηB0[Πγi−1,i ]

)(
1 + eηB0[Πγi+1,i+2 ]

)
, (i = r, r − 2, · · · )

(5.1.7)

where we define eηBφ[Πγ0,1 ] = eηBφ[Πγr+1,r+2 ] = 0.

For arg(η) = π, we obtain the Stokes graph Fig.5.2 with opposite orientation because,

by the definition of the Stokes lines (2.2.36) and their orientation (2.2.37),

ℑ
[
eiπ
∫ z

z∗

S0 (z
′) dz′

]
= −ℑ

[∫ z

z∗

S0 (z
′) dz′

]
= 0 ⇔ ℑ

[∫ z

z∗

S0 (z
′) dz′

]
= 0, (5.1.8)

and

ℜ
[
eiπ
∫ z

z∗

S0 (z
′) dz′

]
= −ℜ

[∫ z

z∗

S0 (z
′) dz′

]
. (5.1.9)

Therefore, by the Delabaere-Pham formula (2.2.50), the WKB periods for the classically

forbidden intervals have no discontinuity for the direction arg(η) = π and the WKB period

for the classically allowed intervals have the following discontinuity,

eηBπ−[Πγi,i+1 ] = eηBπ+[Πγi,i+1 ]
(
1 + e−ηBπ[Πγi−1,i ]

)−1 (
1 + e−ηBπ[Πγi+1,i+2 ]

)−1

. (i = r, r− 2, · · · )
(5.1.10)
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The Stokes graph also has the Stokes segments in the direction arg(η) = ±π/2 because

the Stokes lines are drawn on the point satisfying the following equation,

ℑ
[
ei±

π
2

∫ z

z∗

S0 (z
′) dz′

]
= ±ℑ

[
i

∫ z

z∗

S0 (z
′) dz′

]
= 0, (5.1.11)

and it is shown that the classically allowed intervals satisfy this condition by (5.1.5). There-

fore, in the direction arg(η) = ±π/2, the WKB periods for the classically allowed intervals

have no discontinuity and the WKB periods for the classically forbidden intervals have the

discontinuity, which is determined by the Delabaere-Pham formula (2.2.50). By the defini-

tion of the orientation of the Stokes lines (2.2.37) and (5.1.5), the discontinuity of the WKB

periods for the classically forbidden intervals is given as follows,

e
ηB±π

2 −[Πγi,i+1 ] = e
ηB±π

2 +[Πγi,i+1 ]
(
1 + e

∓ηB±π
2
[Πγi−1,i ]

)±1 (
1 + e

∓ηB±π
2
[Πγi+1,i+2 ]

)±1

. (i = r−1, r−3, · · · )
(5.1.12)

5.1.2 TBA equations for arbitrary polynomial potentials

The discontinuity formulae of the WKB periods (5.1.7), (5.1.10), (5.1.12) can be put into a

uniform expression by introducing function ϵi,i+1(θ) as follows,

ϵi,i+1(θ − i
π

2
+ iφ) = ηBφ

[
Πγi,i+1

]
, (i = r, r − 2, · · · )

ϵi,i+1(θ + iφ) = −ηBφ

[
Πγi,i+1

]
, (i = r − 1, r − 3, · · · )

(5.1.13)

where θ is defined by

eθ+iφ = η. (5.1.14)

The discontinuity formulae are then put together into one,

lim
δ→0

[
ϵi,i+1

(
θ ± i

π

2
+ iδ

)
− ϵi,i+1

(
θ ± i

π

2
− iδ

)]
= ± [Li−1,i(θ) + Li+1,i+2(θ)] , (i = 1, 2, · · · , r)

(5.1.15)

where

Li,i+1(θ) := log
(
1 + e−ϵi,i+1(θ)

)
. (5.1.16)

The function ϵi,i+1(θ) has the following asymptotic behavior,

ϵi,i+1(θ) = mi,i+1e
θ +O(e−θ), θ → ∞ (5.1.17)
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Figure 5.3: 1○ The integration contour of the first term of the l.h.s. of (5.1.18). 2○ The
integration contour of the second term of the l.h.s. of (5.1.18).

because θ → ∞ expansion of ϵi,i+1(θ) is equivalent to η → ∞ expansion of the Borel

resummation of the WKB period.

Now we derive the TBA equations for the function ϵi,i+1(θ) by using the discontinuity

(5.1.15) and the asymptotic behavior (5.1.17) following the method in [28]. Taking the

convolution of the plus signed equation of (5.1.15) with K(θ) = 1/ (2π cosh(θ)), we obtain

lim
δ→0

[∫
R

ϵi,i+1

(
θ′ + iπ

2
+ iδ

)
cosh (θ − θ′)

dθ′

2π
−
∫
R

ϵi,i+1

(
θ′ + iπ

2
− iδ

)
cosh (θ − θ′)

dθ′

2π

]
=

∫
R

Li−1,i(θ
′) + Li+1,i+2(θ

′)

cosh (θ − θ′)

dθ′

2π
.

(5.1.18)

The integration contour of the l.h.s. of (5.1.18) on the complex θ′-plane is drawn in Fig.5.3.

For the first term of the l.h.s. of (5.1.18), the integrand has the branch cut at ℑ(θ′) = −iδ ( 1○

in Fig.5.3). Taking the limit δ → 0, the branch cut approaches to the real-axis from below

and therefore we need to deform the integration contour to the slightly above. Similarly,

the integrand of the second term of the l.h.s. of (5.1.18) has the branch cut at ℑ(θ′) = +iδ

( 2○ in Fig.5.3) and we need to deform the integration contour to the slightly below under

the limit δ → 0. We denote the resulting integrals as follows,

lim
δ→0

[∫
R

ϵi,i+1

(
θ′ + iπ

2
+ iδ

)
cosh (θ − θ′)

dθ′

2π
−
∫
R

ϵi,i+1

(
θ′ + iπ

2
− iδ

)
cosh (θ − θ′)

dθ′

2π

]

=

∫ +∞+i0

−∞+i0

ϵi,i+1

(
θ′ + iπ

2

)
cosh (θ − θ′)

dθ′

2π
−
∫ +∞−i0

−∞−i0

ϵi,i+1

(
θ′ + iπ

2

)
cosh (θ − θ′)

dθ′

2π
.

(5.1.19)

The integration contour of the first term in the second line of (5.1.19) is drawn in Fig.5.4 as

C1. The integration contour C1 can be deformed as the sum of the contours C2+C3+C4+C5,

where the contour C5 arises from the pole of 1/ cosh(θ − θ′). The integral along C5 can be
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Figure 5.4: A deformation of the integration contour of the first term in the second line of
(5.1.19). The dashed lines are the branch cut of ϵi,i+1

(
θ′ + iπ

2

)
.

evaluate as

∮
C5

ϵi,i+1

(
θ′ + iπ

2

)
cosh (θ − θ′)

dθ′

2π
= iResθ′=θ+iπ

2

[
ϵi,i+1

(
θ′ + iπ

2

)
cosh (θ − θ′)

]
= ϵi,i+1 (θ + iπ) = −ϵi,i+1 (θ) .

(5.1.20)

For C3, we obtain

∫
C3

ϵi,i+1

(
θ′ + iπ

2

)
cosh (θ − θ′)

dθ′

2π
=

∫ +∞+iπ−i0

−∞+iπ−i0

ϵi,i+1

(
θ′ + iπ

2

)
cosh (θ − θ′)

dθ′

2π

= −
∫ +∞−i0

−∞−i0

ϵi,i+1

(
θ′ − iπ

2

)
cosh (θ − θ′)

dθ′

2π

=

∫ +∞−i0

−∞−i0

ϵi,i+1

(
θ′ + iπ

2

)
cosh (θ − θ′)

dθ′

2π
,

(5.1.21)

where we have used the shift θ′ → θ′−iπ in the second line and ϵi,i+1

(
θ′ − iπ

2

)
= −ϵi,i+1

(
θ′ + iπ

2

)
in the third line. This result shows that the integral along C3 is canceled by the second

term in the second line of (5.1.19). The integral along C4 can be evaluated by using the

asymptotic behavior (5.1.17) as follows,

∫
C4

ϵi,i+1

(
θ′ + iπ

2

)
cosh (θ − θ′)

dθ′

2π
=
mi,i+1

π

∫ +∞

+∞+iπ

eθ
′+iπ

2

eθ′−θ
dθ′ = i

mi,i+1

π
eθ(−iπ) = mi,i+1e

θ. (5.1.22)

On the other hand, in order to evaluate the integral along C2, we assume the following

boundary condition,

lim
θ′→−∞

ϵi,i+1

(
θ′ + iπ

2

)
cosh (θ − θ′)

= 0. (5.1.23)
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Then the integral along C2 becomes zero. In summary, we obtain

− ϵi,i+1 (θ) +mi,i+1e
θ =

∫
R

Li−1,i(θ
′)

cosh (θ − θ′)

dθ′

2π
+

∫
R

Li+1,i+2(θ
′)

cosh (θ − θ′)

dθ′

2π
. (5.1.24)

Organizing this equation, we obtain the TBA equations for arbitrary polynomial potentials

[28],

ϵi,i+1(θ) = mi,i+1e
θ −

∫
R

Li−1,i(θ
′)

cosh (θ − θ′)

dθ′

2π
−
∫
R

Li+1,i+2(θ
′)

cosh (θ − θ′)

dθ′

2π
. (i = 1, 2, · · · , r) (5.1.25)

The large θ expansion of the TBA equations provides the all-order asymptotic expansion

of ϵi,i+1(θ),

ϵi,i+1(θ) = mi,i+1e
θ +

∑
n≥1

m
(2n)
i,i+1e

(1−2n)θ, θ → ∞ (5.1.26)

where

m
(2n)
i,i+1 =

(−1)n

π

∫
R
e(2n−1)θ (Li−1,i(θ) + Li+1,i+2(θ)) dθ. (5.1.27)

(5.1.27) is related to the coefficients of the WKB periods by the following equations,

m
(2n)
i,i+1 = (−1)niΠ(2n)

γi,i+1
, (i = r, r − 2, · · · )

m
(2n)
i,i+1 = −Π(2n)

γi,i+1
, (i = r − 1, r − 3, · · · )

(5.1.28)

because θ → ∞ expansion of ϵi,i+1(θ) is equivalent to η → ∞ expansion of the Borel

resummation of the WKB period.

5.2 Example: Double-well potential

5.2.1 TBA equations for double-well potential

As an example of the general result (5.1.25), we pick up the system of the double-well

potential (3.2.1), which corresponds to r = 3 and a3 = a1 = 0 case of (5.1.1). The parameter

region so that all the simple zeros are real is the energy region of the below the potential

barrier 0 < E < κ2

4
(see Fig.3.2).
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The TBA equations are given as follows,

ϵ2,3(θ) = m2,3e
θ − 2

∫
R

L3,4(θ
′)

cosh (θ − θ′)

dθ′

2π
,

ϵ3,4(θ) = m3,4e
θ −

∫
R

L2,3(θ
′)

cosh (θ − θ′)

dθ′

2π
,

(5.2.1)

where we have used the identity (3.2.14). For the double-well potential, the leading terms

of the WKB periods mi,i+1 can be expressed in terms of the elliptic integrals 1 [28, 84],

m2,3 = −Π(0)
γ2,3

=
4

3
z34
[(
2− k2

)
E(1− k2)− k2K(1− k2)

]
, (5.2.3)

m3,4 = iΠ(0)
γ3,4

=
2

3
z34
[(
2− k2

)
E(k2)− 2

(
1− k2

)
K(k2)

]
, (5.2.4)

where k is the elliptic moduli given by

k =

√
1− z23

z24
=

√
4
√
E

2
√
E + κ

. (5.2.5)

The TBA equations (5.2.1) are valid for the below the potential barrier, but we can also

obtain the integral equations for the above the potential barrier by considering the wall-

crossing of the TBA equations [28,30,85].

We can calculate the coefficients of the WKB periods through the equation (5.1.28).

Table.5.1 shows the numerical values of the coefficients of the WKB periods calculated by

the TBA equations and compare with the differential operator method (2.2.20). For (3.2.1),

the second and fourth order of the differential operator is given as follows [28],

O2 = b
(2)
1 ∂u1 + b

(2)
3 ∂u3 , (5.2.6)

O4 = b
(4)
1 ∂u1 + b

(4)
3 ∂u3 , (5.2.7)

1Here we have used the notation of the elliptic integrals so that

E(x) = EllipticE[x], K(x) = EllipticK[x], (5.2.2)

in Mathematica code.
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n (−1)niΠ
(2n)
γ3,4 m

(2n)
3,4 −Π

(2n)
γ2,3 m

(2n)
2,3

1 −0.08707917 −0.08707912 −0.52131451 −0.52131366
2 0.00666021 0.00666019 0.84901435 0.84901001

Table 5.1: The numerical results of the coefficients of the WKB periods with E = 1, κ = 4.
The calculation of the TBA equations is done by Fourier discretization with 218 points and
a cutoff of the integrals (−L,L) where L = 100 (1− 1/218).

where the coefficients are given as,

b
(2)
1 =

4 (u41 + 16u21u3 + 48u23)

3∆
,

b
(2)
3 =

−16u31u3 − 64u1u
2
3

3∆
,

(5.2.8)

b
(4)
1 =

2

45∆3
(1792u131 + 40800u111 u3 + 390528u91u

2
3 + 1555456u71u

3
3 + 405504u51u

4
3

− 12656640u31u
5
3 − 23101440u1u

6
3),

b
(4)
3 =

1

45∆3
(1792u121 u3 + 38784u101 u

2
3 + 708096u81u

3
3 + 5582848u61u

4
3 + 16957440u41u

5
3

+ 10321920u21u
6
3 − 21626880u73),

(5.2.9)

with

∆ := −16u41u3 − 128u21u
2
3 − 256u33, (5.2.10)

and u1 = κ, u3 = E − κ2

4
.

5.2.2 Exact quantization condition for double-well potential and

TBA equations

Combining the TBA equations (5.2.1) with the exact quantization condition (3.2.27), we

can calculate the energy spectrum. In terms of the TBA equations, one can find that the

median resummation is given as the principal value of the singular integral:

iηB0,med

[
Πγ3,4

]
=
iη

2

(
B0,+

[
Πγ3,4

]
+ B0,−

[
Πγ3,4

])
= lim

δ→+0

iη

2

(
ϵ3,4

(
θ − i

π

2
+ iδ

)
+ ϵ3,4

(
θ − i

π

2
− iδ

))
= m3,4e

θ + P

∫
R

2L2,3(θ)

sinh (θ − θ′)

dθ′

2π
,

(5.2.11)
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n Energy η
0 2.289649 1.000014
1 2.752077 1.000014

Table 5.2: The second column is the energy spectrum at κ = 4, η = 1 calculated by solving
the Schrödinger equation (3.2.1) numerically. The third column is the solutions to the exact
quantization condition (3.2.27) with respect to η calculated by the TBA equations.

where

P

∫
R

2L2(θ)

sinh (θ − θ′)

dθ′

2π
:= lim

δ→0

∫
R

2L2,3(θ
′) sinh (θ − θ′) cos δ

sinh2 (θ − θ′) cos2 (δ) + cosh2 (θ − θ′) sin2 (δ)

dθ′

2π
. (5.2.12)

As a consistency check, we first calculate the energy spectrum at κ = 4, η = 1 by solving the

Schrödinger equation (3.2.1) numerically, and then calculate the solution η, which must be

one, to the exact quantization condition (3.2.27) substituted the energy spectrum. Table.5.2

shows the numerical results.

5.3 Central and centrifugal potentials

5.3.1 Discontinuity of WKB periods for central and centrifugal

potentials

We generalize the result for arbitrary polynomial potentials in the presence of central and

centrifugal potentials. Let us consider the following Schrödinger equation on the Riemann

sphere C∗ = C ∪ {∞}, [
d2

dz2
− η2Q0(z)−Q2(z)

]
ψ(z) = 0, (5.3.1)

with

Q0(z) = V (z)− E =
r+1∑
n=−1

anz
n − E, Q2(z) =

l(l + 1)

z2
, (−1 ≤ l ≤ 0) (5.3.2)

where we take an as a real parameter and fix ar+1 = 1. For this equation, there is the simple

pole at z = 0 on the WKB curve. We consider the parameter region in the moduli space

where all the simple zeros are real and positive. We name the simple zeros so that

0 < z1 < z2 < · · · < zr+2. (5.3.3)
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The intervals [zi, zi+1] for i = r+1, r− 1, r− 3, · · · are the classically allowed intervals, and

for i = r, r− 2, r− 4, · · · are the classically forbidden intervals. We denote γi,i+1 as the one-

cycle encircling the interval [zi, zi+1]. We also choose the branch cuts and the orientation of

the one-cycles so that (5.1.5 and (5.1.6) are real and positive.

By the restriction that all the simple zeros are real and positive, if the interval [z1, z2]

is classically forbidden, then a−1 must be negative so that the interval [0, z1] is classically

allowed, and if the interval [z1, z2] is classically allowed, then a−1 must be positive so that

the interval [0, z1] is classically forbidden. We define γ̂ as the one-cycle encircling [0, z1] and

m̂ as when [0, z1] is classically allowed,

m̂ := iΠ
(0)
γ̂ = i

∮
γ̂

S0(z)dz, (5.3.4)

and when [0, z1] is classically forbidden,

m̂ := −Π
(0)
γ̂ = −

∮
γ̂

S0(z)dz. (5.3.5)

We also choose the branch cut and the orientation of γ̂ so that m̂ is real and positive.

The discontinuity formulae of the WKB periods depend on which [0, z1] is classically

allowed or forbidden. For [0, z1] is classically allowed case, we obtain the same discontinuity

formulae as (5.1.7) at arg(η) = 0 and (5.1.10) at arg(η) = π for any classically allowed cycle

γ̂, γi,i+1 (i = r + 1, r − 1, · · · , 2). On the other hand, at arg(η) = ±π/2, the discontinuity

formulae of the WKB periods for γi,i+1(i = r, r − 2, · · · , 3) are same as (5.1.12) but the

formula for γ1,2 is modified as follows,

e
ηB±π

2 −[Πγ1,2 ] = e
ηB±π

2 +[Πγ1,2 ]
(
1− (e2πil + e−2πil)e

∓ηB±π
2
[Πγ̂] + e

∓2ηB±π
2
[Πγ̂]
)±1 (

1 + e
∓ηB±π

2
[Πγ2,3 ]

)±1

,

(5.3.6)

because, at arg(η) = ±π/2, γ1,2 intersects with the Stokes segment connecting the simple

zero and the simple pole and then the discontinuity formula is given by (2.2.51). Similarly,

for [0, z1] is classically forbidden case, we obtain the same discontinuity formula as (5.1.12)

at arg(η) = ±π/2 for any classically forbidden cycle γ̂, γi,i+1 (i = r, r − 2, · · · , 2). And at

arg(η) = 0, π, the discontinuity formulae of the WKB periods for γi,i+1(i = r+1, r−1, · · · , 3)
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are same as (5.1.7) and (5.1.10) but the formula for γ1,2 is modified as follows,

eηBφ−[Πγ1,2 ] = eηBφ+[Πγ1,2 ]
(
1− (e2πil + e−2πil)e∓ηBφ[Πγ̂] + e∓2ηBφ[Πγ̂]

)±1 (
1 + e∓ηBφ[Πγ2,3 ]

)±1

,

(5.3.7)

where φ = 0, π.

5.3.2 TBA equations for central and centrifugal potentials

We introduce the epsilon function as follows,

ϵi,i+1(θ − i
π

2
+ iφ) = ηBφ

[
Πγi,i+1

]
, (i = r + 1, r − 1, · · · )

ϵi,i+1(θ + iφ) = −ηBφ

[
Πγi,i+1

]
, (i = r, r − 2, · · · )

(5.3.8)

and

ϵ̂(θ − i
π

2
+ iφ) = ηBφ [Πγ̂] for [0, z1] is classically allowed case,

ϵ̂(θ + iφ) = −ηBφ [Πγ̂] for [0, z1] is classically forbidden case.
(5.3.9)

Then the discontinuity formulae for the central and centrifugal potentials can be expressed

in simpler form,

lim
δ→0

[
ϵi,i+1

(
θ ± i

π

2
+ iδ

)
− ϵi,i+1

(
θ ± i

π

2
− iδ

)]
= ± [Li−1,i(θ) + Li+1,i+2(θ)] , (i = 2, · · · , r + 1)

lim
δ→0

[
ϵ1,2

(
θ ± i

π

2
+ iδ

)
− ϵ1,2

(
θ ± i

π

2
− iδ

)]
= ±

[
L̂(θ) + L2,3(θ)

]
,

lim
δ→0

[
ϵ̂
(
θ ± i

π

2
+ iδ

)
− ϵ̂
(
θ ± i

π

2
− iδ

)]
= ±L1,2(θ),

(5.3.10)

where Li,i+1(θ) is defined in (5.1.16) and

L̂(θ) := log
(
1− (e2πil + e−2πil)e−ϵ̂(θ) + e−2ϵ̂(θ)

)
. (5.3.11)

Taking the convolution of (5.3.10) with K(θ) = 1/ (2π cosh(θ)) and using the asymptotic

behavior of the epsilon function as we have derived (5.1.25), we obtain the TBA equations
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for the central and centrifugal potentials [47],

ϵi,i+1 (θ) = mi,i+1e
θ −

∫
R

Li−1,i(θ
′)

cosh (θ − θ′)

dθ′

2π
−
∫
R

Li+1,i+2(θ
′)

cosh (θ − θ′)

dθ′

2π
, (i = 2, · · · , r + 1)

ϵ1,2 (θ) = m1,2e
θ −

∫
R

L̂(θ′)

cosh (θ − θ′)

dθ′

2π
−
∫
R

L2,3(θ
′)

cosh (θ − θ′)

dθ′

2π
,

ϵ̂ (θ) = m̂eθ −
∫
R

L1,2(θ
′)

cosh (θ − θ′)

dθ′

2π
.

(5.3.12)

The large θ expansion of the TBA equations provides the all-order asymptotic expansion of

ϵi,i+1(θ), ϵ̂(θ),

ϵi,i+1(θ) = mi,i+1e
θ +

∑
n≥1

m
(2n)
i,i+1e

(1−2n)θ,

ϵ̂(θ) = mi,i+1e
θ +

∑
n≥1

m̂(2n)e(1−2n)θ,
(5.3.13)

where

m
(2n)
i,i+1 =

(−1)n

π

∫
R
e(2n−1)θ (Li−1,i(θ) + Li+1,i+2(θ)) dθ, (i = 2, · · · , r + 1)

m
(2n)
1,2 =

(−1)n

π

∫
R
e(2n−1)θ

(
L̂(θ) + L2,3(θ)

)
dθ,

m̂(2n) =
(−1)n

π

∫
R
e(2n−1)θL1,2(θ)dθ.

(5.3.14)

(5.3.14) is related to the coefficients of the WKB periods by the following equations,

m
(2n)
i,i+1 = (−1)niΠ(2n)

γi,i+1
, (i = r + 1, r − 1, · · · )

m
(2n)
i,i+1 = −Π(2n)

γi,i+1
, (i = r, r − 2, · · · )

(5.3.15)

and

m̂(2n) = (−1)niΠ
(2n)
γ̂ for [0, z1] is classically allowed case,

m̂(2n) = −Π
(2n)
γ̂ for [0, z1] is classically forbidden case.

(5.3.16)
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Re (z)

V (z) = z + a−1
z

0

E

z2z1

Figure 5.5: The potential V (z) on the real z-axis.

5.4 Example: Central force and linear perturbation

As an example of (5.3.12), we consider the system of the central force with linear perturba-

tion, [
d2

dz2
− η2Q0(z)−Q2(z)

]
ψ(z) = 0, (5.4.1)

with

Q0(z) = V (z)− E = z − E +
a−1

z
, Q2(z) =

l(l + 1)

z2
. (5.4.2)

For this equation, there are two simple zeros z1, z2. The interval [z1, z2] is classically allowed

and a−1 must be positive so that the interval [0, z1] is classically forbidden. The potential

on the real z-axis is drawn in Fig.5.5.

The TBA equations are given as follows,

ϵ1,2 (θ) = m1,2e
θ −

∫
R

L̂(θ′)

cosh (θ − θ′)

dθ′

2π
,

ϵ̂ (θ) = m̂eθ −
∫
R

L1,2(θ
′)

cosh (θ − θ′)

dθ′

2π
.

(5.4.3)

For the case (5.4.1), the leading terms of the WKB periods can be expressed in term of the
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n (−1)niΠ
(2n)
γ1,2 m

(2n)
1,2 −Π

(2n)
γ̂ m̂(2n)

1 −0.29605493 −0.29605493 −0.11667229 −0.11667229
2 0.15808446 0.15808446 0.01972364 0.01972364

Table 5.3: The numerical results of the coefficients of the WKB periods for E = 3, a−1 =
1, l = −2/5. The calculation of the TBA equations is done by Fourier discretization with
218 points and a cutoff of the integrals (−L,L) where L = 100 (1− 1/218).

hypergeometric function 2 [47],

m1,2 = iΠ(0)
γ1,2

=
(z1 − z2)

2

√
z1

Γ(1
2
)Γ(3

2
)

Γ(3)
2F1

[
1

2
,
3

2
, 3,

z1 − z2
z1

]
, (5.4.5)

m̂ = −Π
(0)
γ̂ = −1

2
z1
√
z2
Γ(−1

2
)Γ(1

2
)

Γ(2)
2F1

[
−1

2
,
1

2
, 2,

z1
z2

]
. (5.4.6)

We can also calculate the coefficients of the WKB periods through the equation (5.3.15).

Table.5.3 shows the numerical values of the coefficients of the WKB periods calculated by

the TBA equations and compare with the differential operator method (2.2.20). For (5.4.1),

the second and fourth order of the differential operator is given as follows [47],

O2 = − 1

12

1∑
k=0

uk (2− k) (−k − 3) ∂uk+1
∂u2 +

l (l + 1)

u2
u0∂u1 , (5.4.7)

O4 =
7

1440

[
−13× 4

3
u2u0∂

4
u2

+
32u1
3

1∑
k=0

(−5k + 11)uk∂uk+1
∂3u2

]

+
1

768

[
−64× 3u0∂

3
u2

+
128u1
u2

1∑
k=0

(−3k + 7)uk∂uk+1
∂2u2

]

− l (l + 1)

12

[
−6u0∂u2 +

4u1
u2

1∑
k=0

(−3k + 7)uk∂uk+1

]
∂2u2

− l (l + 1) (1− l (l + 1))

6u2

[
−5u0∂u2 +

4u1
u2

1∑
k=0

(−k + 3)uk∂uk+1

]
∂u2 ,

(5.4.8)

with u0 = 1, u1 = −E, u2 = a1.

2Here we have used the notation of the hypergeometric function so that

2F1 [a, b, c, z] = Hypergeometric2F1 [a,b, c, z], (5.4.4)

in Mathematica code.
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Summary

In this chapter, we have derived the TBA equations governing the Borel resummed WKB

periods for arbitrary polynomial potentials and central-centrifugal potentials. We have

determined the discontinuity of the Borel resummed WKB periods in the whole of the

complex η-plane by using the Delabaere-Pham formula. The TBA equations are derived so

that the discontinuity and the asymptotic behavior of the Borel resummed WKB periods

are satisfied. The WKB periods calculated from the TBA equations are consistent with

the differential operators results. Combining the exact energy quantization condition for

the double-well potential, we have checked that the TBA equations provide the spectrum

exactly.



Chapter 6

TBA equations for quantum

Seiberg-Witten curves

In this chapter, we derive the TBA equations for the quantum Seiberg-Witten curves of

4-dimensional N = 2 SU(2) Nf = 0, 2 supersymmetric gauge theories. The TBA equations

determine the mass of the BPS particles in the low-energy effective theory of the models

exactly. The TBA equations show that the effective central charge of the underlying CFT

is proportional to the one-loop beta function of the gauge theory. We also show that the

TBA equations for 4-dimensional N = 2 SU(2) Nf = 0 theory determine the QNMs for the

extremal D3-branes by combining with the exact condition. This chapter is based on the

author’s papers [65,66].

6.1 Review of quantum Seiberg-Witten curve

6.1.1 Seiberg-Witten curve for SU(2)

The Seiberg-Witten curve for N = 2 SU(2) gauge theory with Nf = 0, · · · , 4 fundamental

hypermultiplets on 4-dimensional Minkowski space is the following algebraic curve,

K(p)− Λ̄

2

(
K+(p)e

iz +K−(p)e
−iz
)
= 0, (6.1.1)

where Λ̄ = Λ
2−

Nf
2

Nf
with ΛNf

∈ C being the dynamically generated scale for Nf ≤ 3 and

Λ̄ = eπiτUV with τUV being the UV coupling constant [86,87]. K(p) and K±(p) are given as

91
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follows,

K(p) =


p2 − u, Nf = 0, 1,

p2 − u+
Λ2
2

8
, Nf = 2,

p2 − u+ Λ3

4

(
p+ m1+m2+m3

2

)
, Nf = 3,

(1 + e2πiτUV

2
)p2 − u+ e2πiτUV

4
p
∑4

i=1mi +
e2πiτUV

8
p
∑4

i<j mimj, Nf = 4,

(6.1.2)

K+(p) =

N+∏
i=1

(p+mi), K−(p) =

Nf∏
i=N++1

(p+mi), (6.1.3)

where u ∈ C is the Coulomb moduli parameter and m1, · · · ,mNf
∈ C are the bare masses

of the hypermultiplets, N+ is an integer satisfying 1 ≤ N+ ≤ Nf . The curve (6.1.1) defines

a Riemann surface with genus one. Let α and β be a canonical one-cycles on the Riemann

surface, they generates periods we denote as

aα =

∮
α

p(z)dz, aβ =

∮
β

p(z)dz, (6.1.4)

where p(z) is the solution to (6.1.1). aα and aβ are called Seiberg-Witten periods. The

Seiberg-Witten periods gives the renormalized masses MBPS of the BPS particles in the

low-energy effective theory of the N = 2 gauge theory as [49,50]

MBPS =
√
2|Z| =

√
2|neaα + nmaβ|, (6.1.5)

where ne, nm ∈ Z are the electric and magnetic changes of the BPS particles and Z is the

central charge of the N = 2 supersymmetry algebra [88].

6.1.2 Ω-deformation and quantum Seiberg-Witten curve

N = 2 SU(2) gauge theory with Nf = 0, · · · , 4 fundamental hypermultiplets on the Ω-

background is the theory constructed from the dimensional reduction of N = 1 super-

symmetric gauge theories on R1,3 × T2, where the metric is given by the following line

element [56],

ds26 = ηµν(dx
µ + Ω µ

n ρx
ρdxn)(dxν + Ω ν

m ρx
ρdxm)− (dx4)2 − (dx5)2, (6.1.6)
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with µ, ν, ρ = 0, 1, 2, 3 and n,m = 4, 5. x4 and x5 are the coordinates on T2:

x4 ∼ x4 + 2πR4, x5 ∼ x5 + 2πR5, (6.1.7)

where R4 and R5 are the radius of the compactification. Ω µ
n ρ is the matrix given by

1√
2
(Ωµν

4 + iΩµν
5 ) =

1√
2


0 ϵ1 0 0

−ϵ1 0 0 0

0 0 0 ϵ2

0 0 −ϵ2 0

 , (6.1.8)

1√
2
(Ωµν

4 − iΩµν
5 ) =

1√
2


0 ϵ̄1 0 0

−ϵ̄1 0 0 0

0 0 0 ϵ̄2

0 0 −ϵ̄2 0

 , (6.1.9)

where ϵ1, ϵ2 ∈ C. In the limit R4, R5 → 0, we obtain 4-dimensional N = 2 gauge theory on

the Ω-background parametrized by the deformation parameters ϵ1, ϵ2.

ϵ2 → 0 limit is called Nekrasov-Shatashvili limit [57]. In the Nekrasov-Shatashvili limit,

the Seiberg-Witten periods receive the deformation parametrized by ϵ1. The deformed

Seiberg-Witten periods is called quantum period. In [44], it was argued that the ϵ1 expansion

of the quantum periods for N = 2 SU(2) Nf = 0 theory are identical to the WKB periods

for the differential equation that is obtained by replacing p in the Seiberg-Witten curve

(6.1.1) with the differential operator −iϵ1 d
dz
. This identification is generalized to the theory

with matters [46]. The differential equation obtained by the replacement p → −iϵ1 d
dz

is

called quantum Seiberg-Witten curves.

The Borel resummed WKB periods for the quantum Seiberg-Witten curves determine

the quantum periods exactly. In the following section, we will derive the TBA equations

governing the Borel resummed WKB periods for the quantum Seiberg-Witten curves of

N = 2 SU(2) gauge theory with Nf = 0, 2.
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Re (z)

V (z) = Λ2
0 cos(z)

0

u

z1 z2−π π

Figure 6.1: The potential V (z) on the real z-axis in z ∈ [−π, π]. z1 = −z2 and z2 are the
simple zeros of Q0(z).

6.2 N = 2 SU(2) Super Yang-Mills theory

6.2.1 Discontinuity of WKB periods for N = 2 SU(2) SYM

The quantum Seiberg-Witten curve for 4-dimensionalN = 2 SU(2) Super Yang-Mills theory

is the Mathieu equation [44], [
d2

dz2
− η2Q0(z)

]
ψ(z) = 0, (6.2.1)

with

Q0(z) = V (z)− u = Λ2
0 cos(z)− u, (6.2.2)

where Λ0 is the dynamically generated scale, u ∈ C is the Coulomb moduli parameter

and η = 1/ϵ1 is the deformation parameter in the Nekrasov-Shatashvili limit of the Ω-

background.

We apply the Exact WKB analysis to (6.2.1) on the Riemann sphere composed by the

cylinder C/⟨z ∼ z+2π⟩ with the compactification C∗ = (C/⟨z ∼ z + 2π⟩)∪{±i∞}. In the

following analysis, we restrict to the parameter as −Λ2
0 < u < Λ2

0, which is in the strong

coupling region of 4-dimensional N = 2 SU(2) Super Yang-Mills theory. In this regime, the

simple zeros of Q0(z) are real. The potential graph on the real z-axis is given by Fig.6.1.

The Stokes graph at arg(η) = 0 is drawn in Fig.6.2. On the WKB curve, there are
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Figure 6.2: The Stokes graph at arg(η) = 0 for the quantum Seiberg-Witten curve of
4-dimensional N = 2 SU(2) Super Yang-Mills theory in z ∈ [−π, π]. The branch cut
emanating from z1 is connected to +i∞ and the branch cut emanating from z2 is connected
to −i∞.

two one-cycles γβ, which encircles the classically forbidden interval on the real z-axis (see

Fig.6.1), and γα, which encircles the classically allowed interval. We choose the branch cuts

and the orientation of the one-cycles so that

mβ := −Π(0)
γβ

= −
∮
γβ

S0(z)dz (6.2.3)

and

mα := iΠ(0)
γα = i

∮
γα

S0(z)dz (6.2.4)

are real and positive. mβ and mα can be expressed by using the hypergeometric function

(4.1.31) and (4.1.32) through the transformation of the parameters and the coodtinate

(4.1.39).

The discontinuity formulae for the WKB periods can be determined by using the analogy

of arbitrary polynomial potentials case in sec.5.1. In the present case, the WKB period for

γβ has no discontinuity for arg(η) = 0, and the WKB period for γα has the following

discontinuity,

eηB0−[Πγα ] = eηB0+[Πγα ]
(
1 + eηB0[Πγβ ]

)2
, (6.2.5)

where there is the index 2 in the r.h.s. of (6.2.5) because the one-cycle γα intersects with

γβ two times (see Fig.6.2). Similarly, the WKB period for γα also has the discontinuity at
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arg(η) = π as follows,

eηBπ−[Πγα ] = eηBπ+[Πγα ]
(
1 + eηBπ[Πγβ ]

)−2

. (6.2.6)

For the direction arg(η) = ±π/2, the WKB period for the classically allowed cycle γα

has no discontinuity, and the WKB period for the classically forbidden cycle γβ has the

discontinuity,

e
ηB±π

2 −[Πγβ ] = e
ηB±π

2 +[Πγβ ]
(
1 + e

∓ηB±π
2
[Πγα ]

)±2

. (6.2.7)

6.2.2 TBA equations for N = 2 SU(2) SYM

As (5.1.13), we introduce the epsilon functions as follows,

ϵα(θ − i
π

2
+ iφ) = ηBφ [Πγα ] ,

ϵβ(θ + iφ) = −ηBφ

[
Πγβ

]
.

(6.2.8)

Then the discontinuity formulae (6.2.5)∼(6.2.7) can be written as,

lim
δ→0

[
ϵα

(
θ ± i

π

2
+ iδ

)
− ϵα

(
θ ± i

π

2
− iδ

)]
= ±2Lβ(θ),

lim
δ→0

[
ϵβ

(
θ ± i

π

2
+ iδ

)
− ϵβ

(
θ ± i

π

2
− iδ

)]
= ±2Lα(θ),

(6.2.9)

where

Lα(θ) := log
(
1 + e−ϵα(θ)

)
, Lβ(θ) := log

(
1 + e−ϵβ(θ)

)
. (6.2.10)

Taking the convolution of (6.2.9) with K(θ) = 1/ (2π cosh(θ)) and using the asymptotic

behavior of the epsilon function as we have derived (5.1.25), we obtain the TBA equations

for 4-dimensional N = 2 SU(2) Super Yang-Mills theory [65],

ϵα(θ) = mαe
θ − 2

∫
R

Lβ(θ
′)

cosh (θ − θ′)

dθ′

2π
,

ϵβ(θ) = mβe
θ − 2

∫
R

Lα(θ
′)

cosh (θ − θ′)

dθ′

2π
.

(6.2.11)

The TBA equations (6.2.11) coincide with the ”conformal limit” of the TBA equations

describing the geometry of the moduli space of 4-dimensional N = 2 SU(2) Super Yang-

Mills theory on R3 × S1 [89–91]. We derived the TBA equations by using the discontinuity

formulae of the WKB periods, but they can also be derived by using the functional relation



CHAPTER 6. TBA EQUATIONS FOR QUANTUM SEIBERG-WITTEN CURVES 97

of the wronskian for subdominant asymptotic solutions [92], which method is called the

ODE/IM correspondence.

At u = 0, we have

mα = mβ =: m. (6.2.12)

Substituting this identification into (6.2.11) and calculating the TBA equations, one also

finds

ϵα(θ) = ϵβ(θ) =: ϵ(θ). (6.2.13)

Therefore two TBA equations (6.2.11) collapse to one,

ϵ(θ) = meθ − 2

∫
R

L(θ′)

cosh (θ − θ′)

dθ′

2π
, (6.2.14)

where

L(θ) = log
(
1 + e−ϵ(θ)

)
. (6.2.15)

The TBA equation (6.2.14) coinsides with the massless Sinh-Gordon TBA equation, which is

the conformal limit of the TBA equation for the Sinh-Gordon model [93]. The TBA equation

(6.2.14) is also studied in the context of the ODE/IM correspondence for the generalized

Mathieu equation [94].

So far we have derived the TBA equations for −Λ2
0 < u < Λ2

0. But we can extend the

TBA equations for complex u as far as u belongs to the minimal chamber [89, 91]. On the

complex u-plane, the minimal chamber coincide with the inside of the marginal stability

curve [51]. The marginal stability curve is a real co-dimension one curve in u-plane which

runs through the points u = ±Λ2
0. In the inside of the marginal stability curve, the TBA

equations are written as follows [85]:

mα = |mα|eiϕα , mβ = |mβ|eiϕβ , (6.2.16)

ϵ̃α(θ) = |mα|eθ − 2

∫
R

log
(
1 + e−ϵ̃β(θ

′)
)

cosh(θ − θ′ + iϕβ − iϕα)

dθ′

2π
,

ϵ̃β(θ) = |mβ|eθ − 2

∫
R

log
(
1 + e−ϵ̃α(θ′)

)
cosh(θ − θ′ + iϕα − iϕβ)

dθ′

2π
,

(6.2.17)

where

ϵ̃α(θ) := ϵα(θ − iϕα), ϵ̃β(θ) := ϵβ(θ − iϕβ), (6.2.18)

and |ϕα−ϕβ| < π
2
. The integral equations for the outside of the marginal stability region can
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be also obtained [89, 91], but then we obtain an infinite number of the integral equations,

which are no longer of the form of the TBA equations, and it is difficult to solve even

numerically. In the language of the Exact WKB analysis, the appearance of an infinite

number of the integral equations corresponds to the appearance of an infinite number of the

quantum periods.

The number of the quantum periods is equivalent to the number of the stable BPS states

in the gauge theory [70, 89]. For the pure N = 2 SU(2) gauge theory, there are two stable

BPS states in the strong coupling region and an infinite number of the states in the weak

coupling region. Therefore we conclude that the TBA equations (6.2.17) is valid for the

strong coupling region.

We can determine the coefficients of the WKB periods by expanding the TBA equations

at θ → ∞. For (6.2.11), we obtain

ϵα(θ) = mαe
θ +

∑
n≥1

m(2n)
α e(1−2n)θ,

ϵβ(θ) = mβe
θ +

∑
n≥1

m
(2n)
β e(1−2n)θ,

(6.2.19)

with

m(2n)
α = 2

(−1)n

π

∫
R
e(2n−1)θLβ(θ)dθ,

m
(2n)
β = 2

(−1)n

π

∫
R
e(2n−1)θLα(θ)dθ.

(6.2.20)

Then the coefficients of the WKB periods can be recovered as follows,

m(2n)
α = (−1)niΠ(2n)

γα , m
(2n)
β = −Π(2n)

γβ
. (6.2.21)

In Table.6.1, we compare some coefficients of the WKB periods, which is calculated by using

the differential operators (4.1.41), and the corresponding TBA results.

6.2.3 Effective central charge and PNP-relation for N = 2 SU(2)

SYM

By using the TBA equations, we can determine the effective central charge ceff = c−24∆min

of the underlying 2d CFT, where c is the central charge of the Virasoro algebra and ∆min
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n (−1)niΠ
(2n)
γα m

(2n)
α −Π

(2n)
γβ m

(2n)
β

1 −0.15993792 −0.15993849 −0.42667081 −0.42667143
2 0.00420150 0.00420150 0.22398998 0.22398999

Table 6.1: The numerical results of the coefficients of the WKB periods (Λ0 = 1, u = −0.6).
The calculation of the TBA equations is done by Fourier discretization with 218 points and
a cutoff of the integrals (−L,L) where L = 41.837877.

is the minimum eigenvalue of the Virasoro operator L0. For (6.2.11), ceff is given as follows

[95,96],

ceff =
6

π2

∑
a=α,β

ma

∫
R
eθLa(θ)dθ = 2 +

3

π2

∑
a=α,β

(
ϵ⋆a log(1 + eϵ

⋆
a) + 2Li2(−eϵ

⋆
a)
)
, (6.2.22)

where

ϵ⋆a := lim
θ→−∞

ϵa(θ). (6.2.23)

θ → −∞ limit (or equivalently, ϵ → ∞ limit) of the TBA equations (6.2.11) shows that ϵ⋆a

satisfies the following equation,

e−ϵ⋆α = 1 + e−ϵ⋆β , e−ϵ⋆β = 1 + e−ϵ⋆α . (6.2.24)

In [90, 97], it is pointed out that there are no mathematically rigorous solutions to these

equations. But we can formally consider that ϵ⋆a → −∞ are the solutions. Then we can

identify the effective central charge associated with TBA equations (6.2.11),

ceff = 2. (6.2.25)

This result agrees with the numerical calculation of (6.2.22).

There is another way to compute the effective central charge (6.2.25) based on the

coefficients of the WKB periods. By using (6.2.3), (6.2.4) and (6.2.20), the second equation

of (6.2.22) can be expressed as

ceff =
6

π2

∑
a=α,β

ma

∫
R
eθLa(θ)dθ = i

3

π

(
Π(0)

γαΠ
(2)
γβ

− Π(0)
γβ
Π(2)

γα

)
. (6.2.26)

Π
(2)
γα and Π

(2)
γβ can be computed by using the differential operator O2 in (4.1.41). Note that
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the leading term of the WKB periods satisfy the second-order Picard-Fuchs equation [98],

∂2

∂u2

(
Π(0)

γα ,Π
(0)
γβ

)
=

−1

4(u+ 1)(u− 1)

(
Π(0)

γα ,Π
(0)
γβ

)
, (6.2.27)

the last equation (6.2.26) can be rewrite as follows,

i
3

π

(
Π(0)

γαΠ
(2)
γβ

− Π(0)
γβ
Π(2)

γα

)
=

i

8π

(
Π(0)

γα

∂

∂u
Π(0)

γβ
− Π(0)

γβ

∂

∂u
Π(0)

γα

)
. (6.2.28)

From the wronskian relation of the leading terms of the WKB periods [99],

Π(0)
γα

∂

∂u
Π(0)

γβ
− Π(0)

γβ

∂

∂u
Π(0)

γα = −16πi (6.2.29)

we finally obtain
i

8π

(
Π(0)

γα

∂

∂u
Π(0)

γβ
− Π(0)

γβ

∂

∂u
Π(0)

γα

)
= 2. (6.2.30)

And therefore ceff = 2. This relational expression between the WKB periods for classically

allowed cycle and classically forbidden cycle is called the PNP-relation.

In [100, 101], it is shown that the l.h.s of (6.2.30) is proportional to the coefficient of

the one-loop beta function for the 4-dimensional N = 2 SU(2) Super Yang-Mills theory.

Therefore (6.2.26) indicates that the quantum collection to the beta function for the 4d

gauge theory is governed by the effective central charge of the 2d CFT.

6.2.4 QNMs for D3-branes and TBA equations

Combining the TBA equations (6.2.17) with the exact QNMs condition for the D3-branes

(4.1.36), we can calculate the QNMs that do not violate the condition |ϕα − ϕβ| < π
2
.

As a consistency check, we first calculate the QNMs by using the Leaver’s method, and

then calculate the solution η, which must be one, to the exact QNMs condition (4.1.36)

substituted the QNMs. The numerical results are shown in Table.6.2. Table.6.2 implies the

condition |ϕα − ϕβ| < π
2
is satisfied by the QNMs that the absolute value of the imaginary

part is larger than the real part.
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n l Leaver’s method η

1 0 0.682086− 1.559933i 1.000190

2 1 0.449645− 2.627530i 1.000114
2 1.873956− 2.544763i 1.000038

Table 6.2: The third column is the QNMs calculated by the Leaver’s method. The fourth
column is the solutions to the exact QNMs condition (4.1.36) with respect to η calculated
by the TBA equations.

6.3 N = 2 SU(2) Nf = 2 SQCD with flavor symmetry

6.3.1 Discontinuity of WKB periods for N = 2 SU(2) Nf = 2 SQCD

The quantum Seiberg-Witten curve for 4-dimensional N = 2 SU(2) SQCD with two fun-

damental hypermultiplets is the following differential equation [46],[
d2

dz2
− η2Q0(z)

]
ψ(z) = 0, (6.3.1)

with

Q0(z) = V (z)− u = −Λ2

2

(
m1e

iz +m2e
−iz
)
− Λ2

2

8
cos(2z)− u, (6.3.2)

where Λ2 is the dynamically generated scale, u ∈ C is the Coulomb moduli parameter,

m1,m2 ∈ C are the bare masses of the hypermultiplets and η = 1/ϵ1 is the deformation

parameter in the Nekrasov-Shatashvili limit of the Ω-background.

We apply the Exact WKB analysis to (6.3.1) on the Riemann sphere composed by the

cylinder C/⟨z ∼ z + 2π⟩ with the compactification C∗ = (C/⟨z ∼ z + 2π⟩) ∪ {±i∞}. In

the following analysis, we consider the case that the hypermultiplets have a same mass

m1 = m2 = m and m,u,Λ2 ∈ R. Then Q0(z) is a real-valued function of the real z-axis,

Q0(z) = V (z)− u = −Λ2m cos(z)− Λ2
2

8
cos(2z)− u. (6.3.3)

Restricting the parameters to −Λ2

2
< m < Λ2

2
and Λ2|m| − Λ2

2

8
< u < m2 +

Λ2
2

8
, the simple

zeros of Q0(z) become real. The potential graph on the real z-axis is drawn in Fig.6.3.

In the context of the gauge theory, the restriction of u corresponds to the strong coupling

region.

The Stokes graph at arg(η) = 0 is drawn in Fig.6.4. There are four one-cycles γβ, γβ̃,

which encircle the classically forbidden intervals on the real z-axis (Fig.6.3), and γα, γα̃,
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Re (z)

V (z) = −Λ2m cos(z)− Λ2
2
8 cos(2z)

−π π−π
2

π
2

0

u

z1 z4z3z2

Figure 6.3: The potential on the real z-axis in z ∈ [−π, π]. z1 = −z4, z2 = −z3, z3, z4 are
the simple zeros of Q0(z).

which encircle the classically allowed intervals on the real z-axis. We choose the branch cuts

and the orientation of the one-cycles so that

mβ := −Π(0)
γβ

= −
∮
γβ

S0(z)dz, mβ̃ := −Π(0)
γβ̃

= −
∮
γβ̃

S0(z)dz, (6.3.4)

and

mα := iΠ(0)
γα = i

∮
γα

S0(z)dz, mα̃ := iΠ(0)
γα̃

= i

∮
γα̃

S0(z)dz (6.3.5)

are real and positive. Because of the higher order coefficient Sn(z) (n ≥ 1) is holomorphic

at z = ±i∞ (Proposition 2.8. in [25]), the WKB periods satisfy the following relations,

Πβ = Πβ̃ + 2πiResz=+i∞S0(z)− 2πiResz=−i∞S0(z), (6.3.6)

Πα = Πα̃ + 2πiResz=+i∞S0(z) + 2πiResz=−i∞S0(z). (6.3.7)

For m1 = m2 = m case, we obtain 2πiResz=±i∞S0(z) = 2πm [70] and therefore

Πβ = Πβ̃, (6.3.8)

Πα = Πα̃ + 4πm. (6.3.9)

As the pure SU(2) case, for the direction arg(η) = 0, π, the WKB periods for γβ, γβ̃ have
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Figure 6.4: The Stokes graph at arg(η) = 0 for the quantum Seiberg-Witten curve of 4-
dimensional N = 2 SU(2) Nf = 2 SQCD with flavor symmetry in z ∈ [−π, π].

no discontinuity and for γα, γα̃ have the following discontinuity,

eηB0−[Πγα ] = eηB0+[Πγα ]
(
1 + eηB0[Πγβ ]

)(
1 + e

ηB0

[
Πγ

β̃

])
, (6.3.10)

eηB0−[Πγα̃ ] = eηB0+[Πγα̃ ]
(
1 + eηB0[Πγβ ]

)(
1 + e

ηB0

[
Πγ

β̃

])
, (6.3.11)

eηBπ−[Πγα ] = eηBπ+[Πγα ]
(
1 + e−ηBπ[Πγβ ]

)(
1 + e

−ηBπ

[
Πγ

β̃

])
, (6.3.12)

eηBπ−[Πγα̃ ] = eηBπ+[Πγα̃ ]
(
1 + e−ηBπ[Πγβ ]

)(
1 + e

−ηBπ

[
Πγ

β̃

])
. (6.3.13)

Similarly, for the direction arg(η) = ±π/2, the WKB periods for γα, γα̃ have no discontinuity

and for γβ, γβ̃ have the following discontinuity,

e
ηB±π

2 −[Πγβ ] = e
ηB±π

2 +[Πγβ ]
(
1 + e

∓ηB±π
2
[Πγα ]

)± (
1 + e

∓ηB±π
2
[Πγα̃ ]

)±
, (6.3.14)

e
ηB±π

2 −

[
Πγ

β̃

]
= e

ηB±π
2 +

[
Πγ

β̃

] (
1 + e

∓ηB±π
2
[Πγα ]

)± (
1 + e

∓ηB±π
2
[Πγα̃ ]

)±
. (6.3.15)

6.3.2 TBA equations for N = 2 SU(2) Nf = 2 SQCD

We introduce the epsilon functions as follows,

ϵα(θ − i
π

2
+ iφ) = ηBφ [Πγα ] , ϵα̃(θ − i

π

2
+ iφ) = ηBφ [Πγα̃ ] ,

ϵβ(θ + iφ) = −ηBφ

[
Πγβ

]
, ϵβ̃(θ + iφ) = −ηBφ

[
Πγβ̃

]
.

(6.3.16)
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Then the discontinuity formulae (6.3.10)∼(6.3.15) can be written as follows,

lim
δ→0

[
ϵα

(
θ ± i

π

2
+ iδ

)
− ϵα

(
θ ± i

π

2
− iδ

)]
= ±

[
Lβ(θ) + Lβ̃(θ)

]
,

lim
δ→0

[
ϵα̃

(
θ ± i

π

2
+ iδ

)
− ϵα̃

(
θ ± i

π

2
− iδ

)]
= ±

[
Lβ(θ) + Lβ̃(θ)

]
,

lim
δ→0

[
ϵβ

(
θ ± i

π

2
+ iδ

)
− ϵβ

(
θ ± i

π

2
− iδ

)]
= ± [Lα(θ) + Lα̃(θ)] ,

lim
δ→0

[
ϵβ̃

(
θ ± i

π

2
+ iδ

)
− ϵβ̃

(
θ ± i

π

2
− iδ

)]
= ± [Lα(θ) + Lα̃(θ)] ,

(6.3.17)

where

Lα(θ) := log
(
1 + e−ϵα(θ)

)
, Lα̃(θ) := log

(
1 + e−ϵα̃(θ)

)
,

Lβ(θ) := log
(
1 + e−ϵβ(θ)

)
, Lβ̃(θ) := log

(
1 + e−ϵβ̃(θ)

)
.

(6.3.18)

Taking the convolution of (6.3.17) with K(θ) = 1/ (2π cosh(θ)) and using the asymptotic

behavior of the epsilon function as we have derived (5.1.25), we obtain the TBA equations

for 4-dimensional N = 2 SU(2) Nf = 2 SQCD with flavor symmetry [66],

ϵα(θ) = mαe
θ −

∫
R

Lβ(θ
′)

cosh (θ − θ′)

dθ′

2π
−
∫
R

Lβ̃(θ
′)

cosh (θ − θ′)

dθ′

2π
,

ϵα̃(θ) = mα̃e
θ −

∫
R

Lβ(θ
′)

cosh (θ − θ′)

dθ′

2π
−
∫
R

Lβ̃(θ
′)

cosh (θ − θ′)

dθ′

2π
,

ϵβ(θ) = mβe
θ −

∫
R

Lα(θ
′)

cosh (θ − θ′)

dθ′

2π
−
∫
R

Lα̃(θ
′)

cosh (θ − θ′)

dθ′

2π
,

ϵβ̃(θ) = mβ̃e
θ −

∫
R

Lα(θ
′)

cosh (θ − θ′)

dθ′

2π
−
∫
R

Lα̃(θ
′)

cosh (θ − θ′)

dθ′

2π
.

(6.3.19)

The identification (6.3.8) leads ϵβ(θ) = ϵβ̃(θ) and the TBA equations can be collapsed to

three,

ϵα(θ) = mαe
θ − 2

∫
R

Lβ(θ
′)

cosh (θ − θ′)

dθ′

2π
,

ϵα̃(θ) = mα̃e
θ − 2

∫
R

Lβ(θ
′)

cosh (θ − θ′)

dθ′

2π
,

ϵβ(θ) = mβe
θ −

∫
R

Lα(θ
′)

cosh (θ − θ′)

dθ′

2π
−
∫
R

Lα̃(θ
′)

cosh (θ − θ′)

dθ′

2π
.

(6.3.20)

So far we only consider the special parameter region, but we can also derive the TBA

equations for a pure imaginary region (m,Λ2 ∈ iR) and an anti-same mass region (m1 =

−m2) in the same way.
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For general parameter region, we need to analytically continue the TBA equations [85].

After analytically continuing (6.3.19), we obtain the following equations,

mα = |mα|eiϕα , mα̃ = |mα̃|eiϕα̃ , mβ = |mβ|eiϕβ , mβ̃ = |mβ̃|e
iϕβ̃ , (6.3.21)

ϵ̃α(θ) = |mα|eθ −
∫
R

log
(
1 + e−ϵ̃β(θ

′)
)

cosh(θ − θ′ + iϕβ − iϕα)

dθ′

2π
−
∫
R

log
(
1 + e−ϵ̃β̃(θ

′)
)

cosh(θ − θ′ + iϕβ̃ − iϕα)

dθ′

2π
,

ϵ̃α̃(θ) = |mα̃|eθ −
∫
R

log
(
1 + e−ϵ̃β(θ

′)
)

cosh(θ − θ′ + iϕβ − iϕα̃)

dθ′

2π
−
∫
R

log
(
1 + e−ϵ̃β̃(θ

′)
)

cosh(θ − θ′ + iϕβ̃ − iϕα̃)

dθ′

2π
,

ϵ̃β(θ) = |mβ|eθ −
∫
R

log
(
1 + e−ϵ̃α(θ′)

)
cosh(θ − θ′ + iϕα − iϕβ)

dθ′

2π
−
∫
R

log
(
1 + e−ϵ̃α̃(θ

′)
)

cosh(θ − θ′ + iϕα̃ − iϕβ)

dθ′

2π
,

ϵ̃β̃(θ) = |mβ̃|e
θ −

∫
R

log
(
1 + e−ϵ̃α(θ′)

)
cosh(θ − θ′ + iϕα − iϕβ̃)

dθ′

2π
−
∫
R

log
(
1 + e−ϵ̃α̃(θ

′)
)

cosh(θ − θ′ + iϕα̃ − iϕβ̃)

dθ′

2π
,

(6.3.22)

where

ϵ̃α(θ) := ϵα(θ − iϕα), ϵ̃α̃(θ) := ϵα̃(θ − iϕα̃), ϵ̃β(θ) := ϵβ(θ − iϕβ), ϵ̃β̃(θ) := ϵβ̃(θ − iϕβ̃),

(6.3.23)

and the absolute values of the difference of the two of ϕα, ϕβ, ϕα̃, ϕβ̃ are less than π
2
(e.g.

|ϕα − ϕβ| < π
2
). For the larger than π

2
case, the residue of the pole deforms the TBA

equations and typically we find an infinite number of the integral equations.

For the N = 2 SU(2) Nf = 2 SQCD, there are four stable BPS states in the strong

coupling region and an infinite number of the states in the weak coupling region. According

to [70, 89], we conclude that the TBA equations (6.3.22) is valid for the strong coupling

region.

In principle, we can also derive the TBA equations for m1 ̸= m2 by computing the

discontinuity of the WKB periods. But in this case Q0(z) is not a real-valued function on the

real z-axis and there is no way to analytically determine the directions of the discontinuity

as the same-mass case. This difficulty also exists for 4-dimensional N = 2 SU(2) Nf = 1, 3, 4

SQCD. However, the number of the stable BPS states for the N = 2 SU(2) Nf = 2 SQCD

with m1 ̸= m2 is the same for the same-mass case. Therefore we conjecture that the TBA

equations (6.3.22) is also valid for the m1 ̸= m2 case.

Now we discuss the TBA equations at some special points in the moduli space. In the

massless case m = 0, (6.3.9) leads to Πα = Πα̃ or equivalently ϵα(θ) = ϵα̃(θ) and the TBA
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equations can be collapsed to two,

ϵα(θ) = mαe
θ − 2

∫
R

Lβ(θ
′)

cosh (θ − θ′)

dθ′

2π
,

ϵβ(θ) = mβe
θ − 2

∫
R

Lα(θ
′)

cosh (θ − θ′)

dθ′

2π
.

(6.3.24)

(6.3.24) agrees with the TBA equations for 4-dimensional N = 2 SU(2) SYM given in

(6.2.11). This agreement is compatible with that the quantum SW curve forN = 2 SU(2)Nf =

2 SQCD (6.3.1) becomes the one for N = 2 SU(2) SYM in the massless case. We also obtain

the TBA equations (6.3.24) in the decoupling limit (m → ∞ and Λ2 → 0 while mΛ2 being

fixes), which turns the Nf = 2 SQCD into the SYM, because in this limit the quantum SW

curve (6.3.1) becomes the one for N = 2 SU(2) SYM.

The point m = Λ2

2
, u = 3

8
Λ2 is the supercomformal or Argyres-Douglas point where

mutually nonlocal BPS states become massless [102]. In the limit m → Λ2

2
, u → 3

8
Λ2 with

keeping the theory in the strong coupling region, α̃-cycle shrinks and Πα̃ goes to zero. If we

neglect α̃-cycle, we obtain the following TBA equations,

ϵα(θ) = mαe
θ − 2

∫
R

Lβ(θ
′)

cosh (θ − θ′)

dθ′

2π
,

ϵβ(θ) = mβe
θ −

∫
R

Lα(θ
′)

cosh (θ − θ′)

dθ′

2π
.

(6.3.25)

These TBA equations agree with the ones for the double-well potential (5.2.1), which is the

quantum SW curve for (A1, A3) AD theory. Under the universality of the AD theory [61],

the quantum SW curve for (A1, A3) AD theory is equivalent to the SU(2) Nf = 2 AD

theory.

The large θ expansion of the TBA equations (6.3.19) provides the all-order aasymptotic

expansion of the epsilon functions,

ϵα(θ) = mαe
θ +

∑
n≥1

m(2n)
α e(1−2n)θ,

ϵα̃(θ) = mαe
θ +

∑
n≥1

m
(2n)
α̃ e(1−2n)θ,

ϵβ(θ) = mβe
θ +

∑
n≥1

m
(2n)
β e(1−2n)θ,

ϵβ̃(θ) = mβe
θ +

∑
n≥1

m
(2n)

β̃
e(1−2n)θ,

(6.3.26)
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n (−1)niΠ
(2n)
γα , (−1)niΠ

(2n)
γα̃ m

(2n)
α ,m

(2n)
α̃ −Π

(2n)
γβ ,−Π

(2n)
γβ̃

m
(2n)
β ,m

(2n)

β̃

1 −0.50248407 −0.50248411 −0.23951302 −0.23951316
2 0.31200029 0.31200019 0.01588744 0.01588743

Table 6.3: The numerical results of the coefficients of the quantum periods (Λ2 = 4, u = 1,
m = 1/8). The numerical calculation in the TBA equations is done by Fourier discretization
with 218 points and a cutoff of the integrals (−L,L) where L = 40 + log (2π).

with

m(2n)
α = m

(2n)
α̃ = 2

(−1)n

π

∫
R
e(2n−1)θ

[
Lβ(θ) + Lβ̃(θ)

]
dθ,

m
(2n)
β = m

(2n)

β̃
= 2

(−1)n

π

∫
R
e(2n−1)θ [Lα(θ) + Lα̃(θ)] dθ.

(6.3.27)

The coefficients of the WKB periods can be determined from (6.3.27) as follows,

m(2n)
α = m

(2n)
α̃ = (−1)niΠ(2n)

γα = (−1)niΠ(2n)
γα̃

, m
(2n)
β = m

(2n)

β̃
= −Π(2n)

γβ
= −Π(2n)

γβ̃
. (6.3.28)

The identifications of the higher-order coefficients of the WKB periods (6.3.28) are agree

with (6.3.8) and (6.3.9). We compare the calculation of the WKB periods using the TBA

equations and the differential operator (2.2.20). For 4-dimensional N = 2 SU(2) Nf = 2

SQCD with flavor symmetry, the second and fourth order of the differential operator is given

as follows [46],

O2 =
1

6

∂

∂u
+

1

3
u
∂2

∂u2
+

1

4
m

∂2

∂m∂u
, (6.3.29)

O4 =
5

24

∂2

∂u2
+
1

3
u
∂3

∂u3
+

7

90
u
∂4

∂u4
+

7

60
um

∂4

∂m∂u3
+
23

96
m

∂3

∂m2∂u2
+

7

160
m2 ∂4

∂m2∂u2
. (6.3.30)

Note that there are at least first order u-derivative in each terms. Therefore we can evaluate

the higher order coefficients of the WKB periods by using the u-derivative of Π
(0)
γ ,

∂uΠ
(0)
α = ∂uΠ

(0)
α̃ =

4π

Λ2

(
eiz1 − eiz2

)− 1
2
(
eiz4 − eiz3

)− 1
2

2F1

[
1

2
,
1

2
, 1,

(eiz3 − eiz2) (eiz1 − eiz4)

(eiz1 − eiz2) (eiz3 − eiz4)

]
,

(6.3.31)

∂uΠ
(0)
β = ∂uΠ

(0)

β̃
=

4π

Λ2

(
eiz2 − eiz3

)− 1
2
(
eiz1 − eiz4

)− 1
2

2F1

[
1

2
,
1

2
, 1,

(eiz4 − eiz3) (eiz2 − eiz1)

(eiz2 − eiz3) (eiz4 − eiz1)

]
,

(6.3.32)

In Table.6.3, we have compared the differential operator results and the TBA results.
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6.3.3 Effective central charge and PNP-relation for N = 2 SU(2) Nf =

2 SQCD

For (6.3.19), the effective central charge of the underlying 2d CFT is given as follows [95,96],

ceff =
6

π2

∑
a=α,α̃,β,β̃

ma

∫
R
eθLa(θ)dθ = 4 +

3

π2

∑
a=α,β

(
ϵ⋆a log(1 + eϵ

⋆
a) + 2Li2(−eϵ

⋆
a)
)
. (6.3.33)

where ϵ⋆a is defined in (6.2.23). In θ → −∞ limit, The TBA equations (6.3.19) lead

e−ϵ⋆α = e−ϵ⋆α̃ =
(
1 + e−ϵ⋆β

) 1
2

(
1 + e

−ϵ⋆
β̃

) 1
2
,

e−ϵ⋆β = e
−ϵ⋆

β̃ =
(
1 + e−ϵ⋆α

) 1
2
(
1 + e−ϵ⋆α̃

) 1
2 .

(6.3.34)

and therefore

e−ϵ⋆α = 1 + e−ϵ⋆β , e−ϵ⋆β = 1 + e−ϵ⋆α . (6.3.35)

These are the same equations as (6.2.24) and we have formally regarded ϵ⋆a → −∞ as the

solutions. By substituting the solutions into (6.3.33), we obtain

ceff = 4. (6.3.36)

This result also agrees with the numerical calculation.

We can also compute the effective central charge from the coefficients of the WKB

periods. The large θ expansion of the TBA equations (6.3.27), (6.3.28) leads to a relational

expression between ceff and the WKB periods,

ceff = i
6

π

[
Π(0)

γαΠ
(2)
γβ

− Π(2)
γαΠ

(0)
γβ

]
+

6

π2
(mα̃ −mα)

∫
R
eθLα̃dθ. (6.3.37)

Π
(0)
γαΠ

(2)
γβ − Π

(2)
γαΠ

(0)
γβ can be expressed only Π

(0)
γα ,Π

(0)
γβ by using the differential operator O2

(6.3.29). After some transpositions, we get the following relation,[
Π(0)

γα

∂Π
(0)
γβ

∂u
− ∂Π

(0)
γα

∂u
Π(0)

γβ

]
= − iπceff + 3u

[
Π(0)

γα

∂2Π
(0)
γβ

∂u2
− ∂2Π

(0)
γα

∂u2
Π(0)

γβ

]

+
3

2
m

[
Π(0)

γα

∂2Π
(0)
γβ

∂m∂u
− ∂2Π

(0)
γα

∂m∂u
Π(0)

γβ

]
− i

6

π2
(mα̃ −mα)

∫
R
eθLα̃dθ.

(6.3.38)
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In the massless case m = 0, Π
(0)
γα ,Π

(0)
γβ satisfies the second order Picard-Fuchs equation [46]

and the second, third and forth terms in the r.h.s of (6.3.38) become zero,[
Π(0)

γα

∂Π
(0)
γβ

∂u
− ∂Π

(0)
γα

∂u
Π(0)

γβ

]
= −iπceff . (6.3.39)

Because, at the massless point, the quantum periods agree with the ones for the pure SU(2)

theory, the combination

[
Π

(0)
γα

∂Π
(0)
γβ

∂u
− ∂Π

(0)
γα

∂u
Π

(0)
γβ

]
satisfies the Wronskian relation for the pure

SU(2) theory [99], [
Π(0)

γα

∂Π
(0)
γβ

∂u
− ∂Π

(0)
γα

∂u
Π(0)

γβ

]
= −4πi, (6.3.40)

where the difference from (6.2.29) comes from the difference of the normalization of the

parameter Λ2 = −Λ2
2

8
. Comparing (6.3.40) with (6.3.39), we obtain ceff = 4.

As the pure SU(2) case, it is shown that the l.h.s of (6.3.40) is proportional to the

coefficient of the one-loop beta function for the 4-dimensional N = 2 SU(2) Nf = 2 SQCD

[100,101]. Therefore (6.3.39) indicates that the quantum collection to the beta function for

the 4d gauge theory is governed by the effective central charge of the 2d CFT.

Summary

In this chapter, we have derived the TBA equations for the quantum Seiberg-Witten curves

of 4-dimensional N = 2 SU(2) supersymmetric gauge theories with Nf = 0, 2 fundamental

hypermultiplets. The TBA equations determine the mass of the BPS particles in the low-

energy effective theories exactly. We have also computed the effective central charges of the

underlying 2d CFTs from the TBA equations. We have shown that the effective central

charges are proportional to the one-loop beta functions for the 4d gauge theories. The

quantum Seiberg-Witten curve for Nf = 0 SYM agrees with the E.O.M. for the massless

scalar field in the extremal D3-branes background. Combining the exact QNMs condition,

we have checked that the TBA equations provide the spectrum exactly.



Chapter 7

Conclusions and Discussions

In this thesis, we have studied the QNMs spectral problems and the quantum Seiberg-

Witten curves based on the Exact WKB analysis. We state the conclusions and list some

open problems below.

QNMs spectral problems

In Chapter 4, we have applied the Exact WKB analysis to the QNMs spectral problem of

the massless scalar perturbation to the extremal D3/M5-branes metric. We have solved the

connection problems of the Borel resummed WKB solutions. Combining with the boundary

conditions, we have obtained the exact conditions of the QNMs that are expressed by

the Borel resummed WKB periods. Based on our exact conditions, we have numerically

calculated the QNMs by using the Borel-Padé approximation and have derived analytic

expressions of the QNMs in some regions. We have also shown that the radial component

of the E.O.M for the massless scalar fields can be transformed to the quantum Seiberg-

Witten curves for 4-dimensional N = 2 SU(2) supersymmetric theories, which enable us

to utilize the gauge theory results to compute the QNMs. For the D3-branes, we have

compared the results of the exact QNMs condition with the Leaver’s numerical method and

they are matched. This results indicates that the Exact WKB analysis works in the study

of the QNMs properly. For the M5-branes, we have obtained two exact QNMs conditions

depending on the argument of the complex frequency of the scalar field. The exact conditions

are connected by the Delabaere-Pham formula and have shown that the discontinuity of the

perturbative part of the QNMs leads the non-perturbative part of themselves.

As future works, we are interested in to derive the exact QNMs conditions for other

metrics and perturbations. Following the extremal M5-branes, we have already done some
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computations for a massless scalar perturbation to the extremal M2-branes. In this case,

we observed the saddle reduction of the Stokes graph like the M5-branes case. But for the

M2-branes, the leading contributions of the WKB periods are integrals of a hypergeometric

curve and therefore it is difficult to compute them. We are also interested in applying

the Exact WKB analysis to the black hole metrics that were studied in the context of the

Seiberg-Witten/gravity correspondence [67–69]. In these papers, the authors conjectured

that the QNMs are calculated by only the all-order Bohr-Sommerfeld condition with suitable

WKB period. The conjectures were numerically verified in some lower modes of the QNMs,

but it may happen the saddle reduction as we go to higher modes and we may obtain

other conditions. It is also interesting to discuss the physical origin of the non-perturbative

contribution, which arises from the quantum tunnel effect in quantum mechanics, to the

QNMs.

Not only the generalization to other geometries, there are still some questions in the

study of the extremal D3/M5-branes. First, it is important to re-derive the exact conditions

in different ways. In the ODE/IM method [82, 104], the QNMs conditions is identified

with the Bethe roots condition for the Baxter’s Q-function, which can be expressed by

the WKB periods. The QNMs conditions can also be derived by using two-dimensional

CFT technique [105–107]. The differential equation for the QNMs spectral problem is

identified with the semiclassical limit of the differential equation for the conformal block

with a degenerate field insertion in the CFT. The connection problem in the CFT then

provides the QNMs conditions, which can also be expressed by the WKB periods. The

re-derivations of our exact conditions reinforce the correctness of themselves. It is also

interesting to discuss the meaning of the exact QNMs conditions in the context of the

branes world volume theory [35].

Other direction of the future work is to compute the absorption probability of the scalar

fields in the extremal D3/M5-branes metric [74,103]. At large l limit, the absorption prob-

ability can be determined by the Gamow factor, which is the exponent of the integrals ap-

pearing in the Bohr-Sommerfeld quantization conditions for the QNMs (4.1.7) and (4.2.7).

We expect that the Gamow factor is generalized to the exponent of the Borel resummed

WKB period for the potential barrier interval in the Exact WKB analysis.
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TBA equations and quantum Seiberg-Witten curves

In Chapter 6, we have studied the Exact WKB analysis for the quantum Seiberg-Witten

curves of 4-dimensional N = 2 SU(2) Nf = 0, 2 supersymmetric theories. We have deter-

mined the discontinuity of the Borel resummed WKB periods in the whole of the complex

η-plane. The TBA equations governing the Borel resummed WKB periods have been de-

rived so that the discontinuity and the asymptotic behavior of the periods are satisfied.

We have computed the effective central charges of the TBA equations and found that they

are proportional to the one-loop beta functions of the 4d N = 2 theories. By using the

TBA equations for Nf = 0 case, we have also calculated the exact QNMs condition for the

extremal D3-branes, which is consistent with the Leaver’s numerical method.

There are many directions for the future work of the derivation of the TBA equations.

Firstly we are interested in the generalization to 4-dimensional N = 2 SU(2) Nf ≤ 4

theories [46, 108] and N ∗ = 2 theory [73, 109, 110], whose quantum Seiberg-Witten curves

form the Schrödinger type second-order differential equations. Particularly, we are interested

in the TBA equations for the Nf = 1 theory, which compute the QNMs for the extremal

M5-branes by combining with our exact QNMs conditions. The discontinuity of the Borel

resummed WKB periods for the Nf = 1 theory is also studied in [111].

More ambitious generalization is the N = 2 supersymmetric gauge theories with higher

rank gauge group, whose quantum Seiberg-Witten curves form higher-order differential

equations (for pure SU(N) case [58] and with matters [59]). A good starting point is the

An-type ODE studied in [112], which relates to the quantum Seiberg-Witten curve for the

(An, Am)-type Argyres-Douglas theories [113]. The Exact WKB analysis for SU(3) theory

is also studied in [114, 115]. It is also important to derive the TBA equations for Refined

topological string theory [116] and 3-dimensional N = 6 supersymmetric gauge theory [117],

whose spectral curves are infinite-order differential equations (or difference equations). The

Exact WKB analysis for the difference equations is considered in [118].

The open problem we are most interested in is the possibility to apply the same discussion

to more general physical observables. In this thesis, we focus on the derivation of the TBA

equations for the Borel resummed WKB periods. But the discontinuity and the asymp-

totic behavior we used to derive the TBA equations are universal character for physical

observables. It is then possible to determine integral equations governing the exact physical

observables even for more complicated theories, including quantum field theory and string

theory.
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