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(CW ODMR) resonance spectrum as a function of microwave
power at the signal generator output. The contrast is the
focused fluorescence normalized by the fluorescence at the
time of non-resonance. b, CW ODMR spectrum measured
with the nearly optimum microwave power. The black curves
are fit to the model. c, Change in slope as a function of
deviation frequency f±dev. d-f, Changes in slope (d), noise (e),
and magnetic field sensitivity (f) as a function of microwave
modulation frequency f±mod. The deviation frequency is set
to the optimum value obtained in (c). g, Lock-in ODMR
spectrum with the microwave parameters determined in (a)-
(f). The black curves are fit to the model. For (a)-(g), the
green and amber data indicate the ms = 0 ↔ +1 and ms =
0 ↔ −1 transition, respectively. Error bars are calculate
using the uncertainties (one standard deviation) of the fitted
parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.7 Magnetocardiography signal processing protocol. Lock-in am-
plifiers demodulate fluorescence and laser reference photodi-
ode signals: V ±

F , V
±
L . Laser fluctuations are cancelled by sub-

tracting the laser reference signal from the fluorescence signal:
V ±
s = V ±

F − ξ±V ±
L . Temperature fluctuations are compen-

sated by subtracting ms = 0 ↔ +1 transition signal from
ms = 0 ↔ 1 signal: Vs = V −

s − ζV +
s . Electronic noise at

multiples of 11, 50 Hz is removed by applying notch filters.
The obtained signal is averaged after adjusting the timing of
the cardiac signal using the timing of pulses extracted from
the Electrocardiogram (ECG) profile. Furthermore, the sig-
nal is smoothed, and slow variations are removed by applying
a bandpass filter. . . . . . . . . . . . . . . . . . . . . . . . . . 65



LIST OF FIGURES 11
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the fitted model SNR ∝ N

1/2
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at the timing of the R-wave peak obtained with the nitrogen-
vacancy (NV) centres for dNV = 7.5±0.5mm and with the op-
tically pumped magnetometer (OPM) for dOPM = 14±2mm,
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Chapter 1

Introduction

1.1 Research Background

The number of vehicles produced in the world has been increasing steadily
[1]. As the number of vehicles increases, there is a need to reduce envi-
ronmental impact and traffic accidents. As shown in Figure 1, the number
of fatalities from traffic accidents has been declining in developed countries,
but the total number of fatalities is increasing in developing countries, where
the market is growing [2, 3]. As a result, the market for advanced driving
systems (ADAS) for driver safety and comfort has been growing in recent
years. [4]. The driver monitor is a system that detects the driver’s degree
of concentration or doze-off based on the driver’s facial expressions and dis-
plays warnings, etc., and is an important technology for ADAS systems. It
is expected that autonomous driving will reduce the number of traffic ac-
cidents [5], but it will take time to spread because of the need to address
technical issues (specific sensors, algorithms, etc.), reduce system costs, and
develop infrastructure, etc. It is predicted that more than half of all regis-
tered vehicles will still require a driver to drive in 2040. [6].

Methods to reduce traffic accidents include vehicle periphery monitor-
ing [7], driver sensing, and workload reduction [8]. An example of driver
sensing technology is the commercialization of driver status monitors that
recognize the driver’s eyes and face to detect and warn of inattentiveness,
look aside, and falling asleep at the wheel. Driving a car involves higher-
order brain activity with information processes of cognition, judgment, and
operation, and direct measurement of brain activity is ideal for driver sens-
ing [9]. Sensing of brain activity can also detect in-vehicle comfort [10, 11]
and the depth of occupant sleep [12]. Thus, this technology will remain

23



24 CHAPTER 1. INTRODUCTION

Figure 1.1: Number of traffic deaths by region and driver monitoring system mar-
ket size. (a) Traffic fatalities are increasing in developing countries.
(b) The market size of driver monitoring systems is expected to in-
crease steadily.

necessary even when automated driving frees the driver from the wheel.
The following requirements are required for driver brain activity sensing

• Non-contact, non-binding sensing

• Real-time sensing

• Must be small enough to be installed in a car.

Brain activity sensing currently in use is based on contact or binding
methods. Brain activity sensing in automobiles mainly uses Electro En-
cephaloGraphy (EEG) [13], which measures the potential generated by neu-
ral activity in the brain by contacting electrodes to the scalp, and Near-
Infrared Spectroscopy (NIRS) [14], which measures the increase in hemoglobin
caused by brain activity using near-infrared light, which is highly transpar-
ent to the body. In contrast to these methods, magnetoencephalography
detects the magnetic field generated by neural activity in the brain and
does not require the sensor to be in contact with the scalp. Since the mag-
netic permeability of a living body is constant regardless of the tissue, it is
also advantageous in identifying areas of brain activity. However, the mag-
nitude of magnetoencephalography is very small (sub-pT) [15], and sensors
capable of detecting magnetoencephalography are limited. There are two
types of sensors that can detect magnetoencephalograms: superconducting
quantum interference devices (SQUIDs) that use superconducting Joseph-
son junctions [16] and optically pumped atomic magnetometers (OPMs) that
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Table 1.1: Sensor benchmark

SQUID [22] OPM [23] NV

Operation condision 4.2 K 420 K mK∼600 K
Sensitivity 3 fT/

√
Hz <1 fT/

√
Hz 15 pT/

√
Hz [20]

Vector Imaging – – X
Linearlity 20 nT 3 nT > 10 mT [24–26]

Standoff distance 20 mm 6 mm 1 mm
Temporal resolution < ms < ms < ms

Sensor size 20 mm× 20 mm 12.4 mm× 16.6 mm× 24.4 mm 2mm× 2 mm× 0.2 mm

use optical pumping [17]. SQUIDs and OPMs are sensitive enough to detect
magnetoencephalograms, but SQUIDs require cooling. SQUIDs require a
magnetically shielded room because the sensor output saturates due to the
limited magnetic flux allowed in the loop. On the other hand, OPM doesn’t
require cooling but for high sensitivity, the spin-exchange relaxation-free
(SERF) condition, in which the relaxation due to spin-exchange collisions is
negligible, must be maintained. NV centers in diamond have attracted much
attention in recent years as magnetic sensors that can be operated at room
temperature and have high spatial resolution, wide dynamic range, and high
sensitivity [18, 19]. Although magnetic sensors using NV centers currently
are not sensitive enough [20], theoretically they can achieve a sensitivity
that can measure magnetoencephalography [21] and can be operated in an
in-vehicle environment. The performance of these three sensors is shown
in Table 1.1. We are considering the use of visual evoked magnetic field
for brain activity sensing in automobiles. The requirements for magnetic
sensors to measure visual evoked magnetic field are as follows.

• Magnetic sensitivity <1pT/√Hz

• Temporal resolution: 1 ms

• Spatial resolution: 1 cm or less

• Operating temperature -40°C to 80°C

• Linearity >10uT
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1.2 Purpose of Research

The objective of this research is to construct a magnetic field measurement
system that is robust against changes in the external environment, such as
temperature, and suitable for long-term biological measurements, with the
goal of monitoring the brain activity of drivers in automobiles. Conventional
magnetic sensors using NV centers only detect the magnetic field generated
when tissue extracted from a living body is stimulated. Therefore, as a fea-
sibility study of biomagnetic measurement, we will construct a system to
measure the cardiac magnetism of rats. The purpose of this measurement
system is to identify issues and solutions for constructing a measurement
system to stably measure biomagnetic fields over a long period of time. The
objective is to solve these problems by analyzing and addressing noise fac-
tors that inhibit high sensitivity, and by providing feedback to temperature
fluctuations that inhibit stable operation. In order to increase the sensitivity
of magnetic sensors using NV centers, microwave antennas that match the
measurement method are necessary. The conventional CW-ODMR method
requires a large sensor volume to improve sensitivity. Therefore, we are
developing antennas that can generate a uniform microwave magnetic field
over a large volume. On the other hand, the Ramsey method, one of the
pulse measurement methods that can achieve even higher sensitivity, re-
quires the generation of a uniform and strong microwave magnetic field in
the sensor volume. We will develop these microwave antennas using electro-
magnetic field analysis. Next, we aim to further increase the sensitivity for
magnetoencephalography of small animals. In the conventional CW-ODMR
method, sensitivity improvement is limited by optical and microwave broad-
ening. The Ramsey method is a pulse measurement method that can funda-
mentally solve these problems, and combined with the microwave antenna
mentioned above, it achieves a sensitivity of 10 pT/

√
Hz.

1.3 Research Outline

This thesis consists of five chapters.
Chapter 1 describes the importance of monitoring drivers, especially

brain activity, in response to the current situation where traffic accidents in
the automobile industry are not decreasing. In contrast to EEG and NIRS,
which are used to monitor brain activity in automobiles, this thesis de-
scribes the potential of magnetoencephalography, which can monitor brain
activity without contact and without binding. The magnitude of magne-
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toencephalography is very small (sub-pT), and expectations for NV centers
that can detect magnetoencephalography in the automotive environment are
discussed.

In Chapter 2, the theoretical background of the NV center in diamond
and the noise sources in the actual measurement environment are summa-
rized. The magnetic sensitivity of NV centers is determined by the theoret-
ical limiting sensitivity and the magnitude of noise sources. Noise sources
that interfere with the theoretical limiting sensitivity are organized and their
countermeasures are summarized.

Chapter 3 describes the biomagnetic measurement system. In previous
research, we have only removed tissue from a living body and detected the
magnetic field produced by the response of the tissue to external stimuli.
Therefore, we aimed to construct a system that can stably measure the
cardiac magnetism of rats over a long period of time while keeping the liv-
ing body alive. We achieved high sensitivity by combining the CW-ODMR
method, a quantum protocol using energy level difference, with lock-in mea-
surement and differential measurement. The biological temperature con-
trol system to maintain the living body slowly changes the temperature
around the NV center and provides temperature noise. The slow tempera-
ture change was canceled by combining temperature feedback, resulting in
a sensitivity of 140 pT/

√
Hz and successful rat magnetocardiographic mea-

surements and rat magnetocardiographic imaging. The influence of optical
and microwaves on the CW-ODMR method is explained, and the effective-
ness of increasing the sensor volume to improve sensitivity is described: an
antenna capable of irradiating a uniform microwave field in a sensor volume
of 1mm3 is proposed and its evaluation results are presented.

Chapter 4 describes the design of the microwave antenna required to
make the NV Center operate as a magnetic sensor. The Ramsey method
with Double Quantum requires a strong, uniform, broad-band microwave
field in the volume of the diamond used as the sensor. We found a in-
verted T-shaped antenna that could meet these requirements and confirmed
that it could perform the Rabi measurements required for Double Quan-
tum operation. Using this antenna, we constructed a measurement system
to apply Double Quantum to the Ramsey method with a view to detect-
ing magnetoencephalography. The Ramsey method overcomes the optical
and microwave broadening that hinders the high sensitivity of CW-ODMR
by temporally separating the optical excitation and readout by laser and
the spin operation. In the conventional Ramsey method, measurement is
performed using a high-speed digitizer, and the time variation of the fluo-
rescence signal at the NV center is acquired for post-processing. Therefore,
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this method is not suitable for long-time and real-time measurements. In
addition, the spin-state-dependent fluorescence of the NV center has an off-
set, which reduces the resolution of the spin-state-dependent fluorescence
relative to the actual resolution of the Digitizer. Therefore, the combination
of a lock-in measurement that detects only the AC signal makes it possible
to detect the magnetic field in real time while maintaining the resolution.
We succeeded in detecting the magnetic field in real time using this method.

Chapter 5 provides a summary and outlook of this thesis.



Chapter 2

Principles

2.1 Magnetic sensor with ensemble NV− center

Quantum sensors are a method of measuring physical quantities using quan-
tum phenomena [27]. The behavior based on quantum pheonomena is tied to
physical constants, and its sensitivity can reach fundamental limits [21]. For
these reasons, quantum sensors are being applied not only to fundamental
science, but also to applied science and industry. Recently, magnetic sensors
based on nitrogen-vacancy (NV−) color centers in diamond have attracted
much interest. The use of electron spins in NV centers to act as magnetic
field sensors was proposed in 2008 and realized in a single NV center. The
following year, it was realized in an ensemble NV center. Since then, there
has been a lot of research on magnetic field sensors using NV centers. In
the field of high-sensitivity magnetic field sensors, a detection of action po-
tential of a single neuron using an ensemble NV center has been reported.
In addition, a vector sensing of magnetic fields by using NV centers in four
different directions has been reported.

2.2 Nitrogen Vacancy center physics

2.2.1 Structure of Nitrogen Vacancy center

NV centers have a structure in which nitrogen atoms replace carbon atoms
in the diamond, and the adjacent carbon atoms become vacancies. The
NV center can take four orientations depending on how the nitrogen and
vacancies are arranged. Figure 2.1 shows the structure of NV centres in
diamond crystals and the direction of the NV axis that NV centres can

29
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(a) NV center in diamond
crystal

(b) [111] NV− axis (c) [1̄11] NV− axis

(d) [11̄1] NV− axis (e) [11̄1] NV− axis

Figure 2.1: NV center strucure. Structure of NV centre in diamond crystals. The
blue circles are vacancies and the yellow circles are nitrogen. NV
centre can have axes in four directions.

take. The NV center takes the states of NV+, which is positively charged,
NV0, which is electrically neutral, and NV−, which is negatively charged.
Since we only deal with the negatively charged state from now on, NV− is
called NV or NV center.

2.2.2 Ground state Hamiltonian

The ground state Hamiltonian can be expressed as

Hgs/h = S ·D · S + S ·A · I + I ·Q (2.1)

where h is plank constant and S is electronic operator and I is nuclear
spin operator. D is electron spin-spin interaction with fine structure tensor,
A is electron nuclear interaction with hyper tensor, Q is nuclear electric
quadruple interaction with quadruple tensor. NV center has C3v symmetry,
ground state Hamiltonian is expressed as [28],

Hgs = D(T )Ŝ2
z +A‖Ŝz Îz +A⊥(ŜxÎx + ŜyIy) + P Î2z (2.2)

D(T ) is ms = 0 and ms = ±1 energy seperation called zero field splitting.
In room temperature the value of D(T ) ≈ 2.87 GHz and it has temperature
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dependence dD/dT = −74 kHz/◦C [29]. An additional hyperfine splitting
A‖Ŝz Îz is due to nitrogen nuclear spin. I = 1, A‖ ≈ −2.14MHz for 14N and
I = 1/2, A‖ ≈ −3.03 MHz for 15N [30, 31]. Transverse hyperfine coupling
are A⊥ = 2.70 MHz for 14N and A⊥ = 3.65 MHz for 15N. While 14N has an
axial quadrupole coupling P‖ = −5.01 MHz, but 15N has not [30–32].

With external magnetic field B = Bx, By, Bz, NV− Hamiltonian Zeeman
interaction terms are,

Hzeeman/h =
geµB
h

(BzŜz +BxŜx +ByŜy) (2.3)

where ge ≈ 2.003 is the NV− electronic g-factor and µB = 9.24× 10−24 J/T
is the Bohr magneton. Crystal stress Hamiltonian terms are [33–36],

Hstress/h =MzŜz
2
+Mx(S

2
x + S2

y) +My(SxSy + SySx)+

Nx(SxSz + SzSx) +Ny(SySz + SzSy) (2.4)

Electric fields Hamiltonian terms are [37],

Helectric/h = d‖EzS
2
z − d⊥Ex(S

2
x − S2

y) + d⊥Ey(SxSy + SySx) (2.5)

where Mz,Mx,My, Nx, Ny are spin strain coupling parameters. Electric
dipole moments are d‖ = 3.5 × 10−3 Hz/(V/m) (axial) and d⊥ = 0.17
Hz/(V/m) (transverse) [33, 35, 38, 39]. The addition of these Hamiltonian
terms results in the ground state Hamiltonian, which is shown below

Htotal/h = D(T )Ŝ2
z +A‖Ŝz Îz +A⊥(ŜxÎx + ŜyIy) + P Î2z

+
geµB
h

(BzŜz +BxŜx +ByŜy)

+MzŜz +Mx(S
2
x + S2

y) +My(SxSy + SySx)

+Nx(SxSz + SzSx) +Ny(SySz + SzSy)

+ d‖EzS
2
z − d⊥Ex(S

2
x − S2

y) + d⊥Ey(SxSy + SySx) (2.6)

The Hamiltonian and its eigenstates can be simplified if D is sufficiently
large relative to the other terms. If the transverse magnetic fields Bx, By

and the spin strain coupling parameter Nx, Ny are small compared to D and
the magnetic field is non-zero, the contributions of the transverse electric
field and the transverse strain Ex, Ey and Mx,My in the magnetic field along
the NV symmetry axis are suppressed and for magnetic fields above a few
Gauss, these terms are neglected in the Hamiltonian. The magnetic field
along the symmetry axis is suppressed. The spin resonances between the
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Figure 2.2: NV− center Energy Level Diagram

ms = 0 and ms = ±1 eigenstates in the above simplified Hamiltonian are
shown below.

ν± = (D +Mz + d‖Ez)±
geµB
h

Bx (2.7)

By irradiating microwave frequencies near the resonance frequency and mon-
itoring the fluorescence from diamond, changes in the magnetic field can be
detected by changes in the fluorescence. Also, by monitoring both the up-
per and lower resonance frequencies, it is possible to separate the changes
in D,Mz, Ez and the magnetic field.

2.2.3 Energy levels and transition paths of NV centers

The energy levels of NV centers and their transition paths are shown below.
The electron spin state of an NV center can be readout by the intensity
of red fluorescence from the NV center. This method of reading out the
electron spin state by light is called optical detection magnetic resonance
(ODMR), and even a single electron spin can be detected. As shown in
the figure 2.2, there are excitation, radiation, and non-radiation processes
[40]. Electron spins in the ground triplet are excited by green light. Since
the spin is conserved in this excitation process, the spin of ms = 0 in the
ground state is transferred to ms = 0 in the excited state, and ms = ±1
in the ground state is transferred to the transition to ms = ±1 in the
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excited state. A 532 nm laser is commonly used as a green light source.
Next, the relaxation process from the excited state to the ground state
is described. There are two types of relaxation processes: direct transition
with red fluorescence and indirect transition with invisible infrared radiation
(non-radiation process). In the direct transition, the spin state is conserved
as in the case of excitation by green light. As shown in the figure, the
spectrum of red fluorescence from the direct transition has a sharp peak
at 637 nm called the zero-phonon line. Between 637 nm and 800 nm of
the zero-phonon line, a gentle spectral peak called the phonon sideband is
observed. Next, we will discuss the non-radiative process. Non-radiative
processes have different transition probabilities depending on the spin state.
In this transition, the excited state relaxes from the triplet to the singlet,
emits infrared radiation, and relaxes to the ground triplet. This transition
from triplet to singlet is called intersystem crossing (ISC) [41, 42], and the
ms = ±1 state of the excited triplet tends to transition to the singlet. And
from the singlet, only the ground state triplet ms = 0 transitions.

2.2.4 Electron spin initialization and readout of NV centers

The initialization of the electron spin of the NV center is to set ms = 0 in
the ground state triplet. If the electron spins of the NV center are in the
ground state ms = 0 before initialization, they are excited by green laser
irradiation and emit red fluorescence, corresponding to a direct transition.
This process is a spin-conserving process and returns to the ground state
ms = 0. On the other hand, when in the ground state ms = ±1, it is excited
by green laser irradiation and emits red light while conserving spin, and after
relaxing to singlet, it emits infrared light and relaxes to the ground triplet
ms = 0. This transition is also called radiation-free and corresponds to an
indirect transition. Thus, with continued green laser irradiation, spins in
the ground state ms = ±1 gradually transition to the ms = 0 state and are
eventually initialized to ms = 0 [43].

The readout of electron spins can be detected by irradiating light. This
is based on the fact that the transition process differs depending on which
ground state the electron spins are in, as mentioned earlier. In the case
of the ground state ms = ±1, the emission intensity is weaker than in the
ground state ms = 0 due to the occurrence of direct and indirect transitions.
Furthermore, the transition rate of the indirect transition is lower than that
of the direct transition. The lower transition rate of the indirect transition
results in a contrast in luminescence intensity of about 30%. In other words,
when irradiated with light, the NV center spin state can be read based on the
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luminescence intensity: ms = 0 state if the luminescence intensity is high,
ms = −1 state if the luminescence intensity is low, and so on. The spin
state of the NV center can be readout based on the luminescence intensity.
If the initialized state is left without any action, the NV center relaxes to
a thermal equilibrium state in which each spin state of the ground state
(ms = 0,−1,+1) is equally distributed due to the interaction with phonons.
This relaxation time is called spin relaxation time T1 and is a few ms at
room temperature.

2.3 Magnetic Field Measurement Methods Using
NV Centers

In ground field measurement using NV centers, the appropriate measure-
ment method differs depending on the type of magnetic field to be mea-
sured. Here, we explain the sensing method for relatively slow magnetic
fields (DC 100kH) such as those of living organisms. The Hahn echo method
and other methods for detecting AC magnetic fields that fluctuate at high
speeds are known, but are not described here.

Measurement methods suitable for biomagnetic measurement Magnetic
fields generated by a living body or other objects change slowly in time
and fluctuate with a frequency bandwidth. There are several methods for
detecting such magnetic fields, including continuous wave (CW)-ODMR,
pulsed ODMR, and the Ramsey method.

2.3.1 Theoretical Sensitivity

Quantum sensors such as NV centers are classified into the following three
levels depending on the method of measuring physical quantities [27].

1. Using energy level differences

2. Using quantum coherence

3. Using entanglement

These measurement methods determine the theoretical magnetic sensitivity
of the NV center. The theoretical sensitivities calculated for different mea-
surement methods using the same NV center are shown in Figure 2.3. The
theoretical sensitivity limit corresponding to level 1 in Figure 2.3 is the shot
noise limit. The measurement method corresponding to this level is called
the continuous wave optically detected magnetic resonance (CW-ODMR)
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method. The theoretical sensitivity limit corresponding to level 2 is the spin
projection limit. This is called the Standard Quantum Limit (SQL). The
theoretical limit sensitivity corresponding to level 3 is the Heisenberg limit.
η in the figure is the theoretical equation for each limit sensitivity [44].
It can be seen that a magnetic sensor using NV centers can theoretically
achieve the sensitivity to measure magnetoencephalography using the level
2 measurement method. However, this value is only a theoretical limit of
sensitivity, and when it operates as a magnetic sensor, the sensitivity is the
superimposed effect of noise on this value.

2.3.2 CW ODMR

CW-ODMR has a simple experimental setup and is widely used in mag-
netic field measurements. In CW-ODMR, optical initialization, readout,
and microwave fields occur simultaneously.

Laser excitation keeps polarizing the NV center to the ms = 0 ground
state. As the MW frequency approaches the resonance frequency of the NV
center, a transition to ms = ±1 occurs and the light generated decreases.
A change in the magnetic field changes the resonance frequency of the NV
centres, which leads to a change in the detected fluorescence. The magnetic
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Figure 2.4: CW-ODMR protocol and waveform

field is sensed by monitoring this change in detected fluorescence. Figure2.4
shows the laser, microwave, and readout protocols and waveforms for CW-
ODMR.

Although the CW-ODMR method is easier to implement than pulse
measurements such as the Ramsey method, it is not the optimal method
in terms of high sensitivity for several reasons. First of all, CW-ODMR
is affected by optical and microwave power broadening, which reduce con-
trast and increase line width, thereby reducing sensitivity. Second, it is not
possible to apply pulse techniques that improve sensitivity, such as double
quantum magnetometry, P1 decoupling, and many other techniques that im-
prove readout fidelity. The optimal CW-ODMR sensitivity is where optical
excitation, microwave drive, and T ∗

2 dephasing contribute roughly equally
to the ODMR linewidth.

2.3.3 Rabi

Two level system of spin ms = 0,−1 can be used for sensing. The state
of the two-level system can be expressed using the Bloch sphere. Figure2.5
shows the laser, microwave, and readout protocols and waveforms for Rabi.

|ψ〉 = cos

(
θ

2

)
|0〉+ expiφ sin

(
θ

2

)
|−1〉 (2.8)

where θ, φ are angular coordinates on the Bloch sphere. The Hamiltonian
can be expressed in terms of Zeeman terms.

Hgs = ω0Sz (2.9)
where ω0 = D − γBz is the resonance frequency. The time evolution of

the two level system is as follows,

|ψ(t)〉 = cos

(
θ

2

)
|0〉+ expi(φ0−ω0t) sin

(
θ

2

)
|−1〉 (2.10)
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Figure 2.5: Rabi Sequence and Bloch sphere imaging. (a)Temporal behaviour of
laser, microwave and readout in Rabi sequences. (b)Spin initialisation
by laser. (c)Short microwave irradiation times. (d)Long microwave
irradiation times.
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The magnetic field of a typical microwave can be regarded as the sum
of clockwise and counterclockwise magnetic fields. In the rotating wave ap-
proximation, only one of them is considered and the other can be neglected.
The rotating wave approximation is valid as long as the Larmor frequency is
much larger than the Rabi frequency. In the rotational approximation, the
magnitude of the microwave field is constant and the spin rotates around
the x-axis of the Bloch sphere. This phenomenon is called Rabi oscillation.
The time evolution of the Rabi oscillation is as follows.

|ψ(t)〉 = 1 + exp(−iω1t)

2
|0〉+ 1− exp(−iω1t)

2
|1〉 (2.11)

The spin state can be read from the fluorescence of the diamond, and
the amount of fluorescence is proportional to the transition probability.

S(t) = | 〈0 |ψ(t)〉 |2 = Aexp

(
− t

TR

)
cos(2πfrabit) +B (2.12)

where frabi is the Rabi frequency and TR is the Rabi decay time constant.
The length of 1/4 of the period of the Rabi oscillation relative to the length
of the microwave pulse corresponds to a superposition of |0〉 and |1〉 and is
called a π/2 pulse. The length of 1/2 of the period causes a transition from
|0〉 to |1〉 and is called a π pulse.

2.3.4 Pulsed ODMR

The Pulsed ODMR technique partially removes the broadening effect of the
CW-OMDR technique by temporally separating the laser and microwave
irradiation. In the Pulsed ODMR protocol, a pulse of laser initializes the
spin state to ms = 0. Next, a microwave pulse transitions the spin state to
ms = ±1. Finally, the transition state is read out by irradiating an laser
pulse. When the magnetic field changes, the resonance frequency of the NV
center shifts and the microwave π pulse becomes incomplete, changing the
number of spins that transition to ms = ±1. The trend detected during
readout with laser pulses changes. The Pulsed ODMR technique under
optimal conditions can measure close to the T ∗

2 limit.

2.3.5 Ramsey

The Ramsey technique measures electron spins in a superposition state by
accumulating a magnetic field as a phase. In the Ramsey protocol, the spin
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state is first initialized to ms = 0 by irradiating a green laser pulse. Next,
microwaves at the NV center resonance frequency are irradiated at π/2 to
prepare a superposition of ms = 0 and ms = −1 spin states. (ms = +1
depending on the frequency used). If the effect of the transverse magnetic
field is sufficiently smaller than the zero-field splitting, the Hamiltonian of
the two-level system is as follows [44,45],

H = (2πD + γeB)Sz

=
~
2

(
2πD + γe 0

0 −2πD − γeB

) (2.13)

where Sz is the spin operator for the projection in the z direction; B =
B0 + Bsense is the total magnetic field projected along the NV axis. The
resonance frequency due to the bias magnetic field is ω0 = 2πD+γeB0. The
spin operator Sz is expressed in terms of a Pauli matrix as follows.

H =
~ω0

2
σz +

~
2
γeBsenseσz (2.14)

The superposition state by π/2 pulses is achieved by a microwave mag-
netic field perpendicular to the NV axis. This microwave field B1 cos(ωt)
is polarized along the y-axis, and the angular frequency is ω ≈ ω0. Since
B � Bsense in general, the second term in the above equation can be ig-
nored. Therefore, the Hamiltonian of the Rabi oscillation in this microwave
is shown below.

Hrabi =
~ω0

2
σz +

~
2
γeB1 cos(ωt)σy

= H0 +H1

(2.15)

where H0 = ~ω0
2 σz and H1 = ~

2γeB1 cos(ωt)σy. When converted to the
rotational frame at angular frequency ω0, the time evolution is expressed
using H1 as follows.

H̃ = U †
0(t)H1U0(t)

=
~
4
γeB1

(
0 −i(e−i(ω0+ω)t + e−i(ω0−ω)t)

i(ei(ω0−ω)t + ei(ω0+ω)t) 0

) (2.16)

If ω = ω0 and the rotational wave approximation is performed, the term
2ω0 can be neglected and the following is obtained.



40 CHAPTER 2. PRINCIPLES

H1 =
~
4
γeB1σy (2.17)

The state vector ψ after irradiation of microwaves of π/2 pulse length is
expressed as follows.

∣∣∣ψ̃(τπ
2
)
〉
= exp

(
−i
γeB1σyτπ

2

4

) ∣∣∣ψ̃(0)〉
= exp

(
−iπ

4
σy

)
|0〉

=
1√
2

(
1 −1
1 1

)(
0
1

)
=

1√
2
(− |−1〉+ |0〉)

(2.18)

There is no microwave magnetic field during the free precession time τ
after the π/2 pulse. Therefore, the new Hamiltonian determined by Bsense

becomes

H ′
1 =

~
2
γeBsenseσz (2.19)

The state vector after free precession time τ is expressed as follows,∣∣∣ψ̃(τπ
2
+ τ)

〉
= e−iH′

1τ/~
∣∣∣ψ̃(τπ

2
)
〉

=
1√
2
(−e−iφ

2 |−1〉+ ei
φ
2 |0〉)

(2.20)

where φ = γeBsenseτ is the phase accumulation caused by Bsense.
Considering the last π/2 pulse of the Ramsey sequence in the same way

as the first π/2 pulse, the Hamiltonian becomes,

H̃ ′′
1 =

~
4
γeB2(cos(θ)σy − sin(θ)σx) (2.21)

where the microwave field is B2 and the polarization of the microwave
field is θ out of phase with the x-y plane relative to the first microwave field.
The state vector is,

∣∣∣ψ̃(τπ
2
+ τ + τπ

2
)
〉
= e

−iH̃′′
1 τπ

2
/h
∣∣∣ψ̃(τπ

2
+ τ)

〉
=

1√
2

(
1 −e−iθ

eiθ 1

)
· 1√

2

(
−e−

iφ
2

e
iφ
2

) (2.22)



2.3. MAGNETIC FIELD MEASUREMENT METHODS USING NV CENTERS41

To rearrange the equation,∣∣∣ψ̃〉 = cos

(
φ− θ

2

)
|−1〉 − ieiθ sin

(
φ− θ

2

)
|0〉 (2.23)

The accumulated phase is transferred to the occupancy difference be-
tween the |0〉 and |−1〉 states. This accumulated phase can be obtained by
measuring the observable S̃z.

〈
S̃z

〉
=

~
2

〈
ψ̃
∣∣∣σz ∣∣∣ ψ̃〉

=
~
2

(
cos2(

φ− θ

2
)− sin2(

φ− θ

2
)

)
=

~
2
cos(φ− θ)

=
~
2
cos(γeBsenseτ − θ)

(2.24)

The spin state is measured by the spin-dependent fluorescence of the
NV center in the second laser pulse. Sweeping the free precession time, we
obtain Ramsey oscillations that decay determined by T ∗

2 while oscillating
at a frequency determined by tuning between the resonant frequency of the
NV center and the microwave frequency pulse given. This decay time T ∗

2

corresponds to the natural linewidth Γ, if a Lorentzian waveform is assumed,
T ∗
2 = (πΓ)−1. The sequence and Bloch sphere imaging for Ramsey measure-

ments are shown in Figure 2.6a - 2.6e. When the magnetic field is changed
with T ∗

2 fixed, the detected NV fluorescence oscillates, and this oscillation is
called the DC magnetic field curve. The steepest slope of this curve is the
most sensitive point of the Ramsey method.
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Figure 2.6: Ramsey Sequence and Bloch sphere imaging. (a)Temporal behaviour
of laser, microwave and readout in Ramsey sequences. (b)Spin ini-
tialisation by laser. (c)Superposition by π/2 pulses. (d)Phase accu-
mulation by the free precession time. (e)Spin readout by π/2 pulse
and laser.
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2.3.6 Double Quantum Rabi

The Rabi in section 2.3.3 are |0〉 ↔ |1〉 or |0〉 ↔ |−1〉 transitions and are
called Single Quantum (SQ) Rabi. Double Quantum (DQ) uses both |1〉
and |−1〉 states, but microwave field irradiation cannot directly cause |1〉
and |−1〉 transitions. Therefore, the DQ Rabi can be performed by ap-
plying the respective SQ Rabi, |0〉 ↔ |1〉 and |0〉 ↔ |1〉, simultaneously.
Consider DQ Rabi in a three-level system with |0〉, |+1〉, and |−1〉 states.
The Hamiltonians for the each SQ Rabi frequency as Ω+1 and Ω−1 and the
each detuning as δ+1 and δ−1 are as follows [46].

HDQRabi/h = −δ+1 |+1〉 〈+1| − δ−1 |−1〉 〈−1| − Ω+1√
2
(|+1〉 〈0|+ |0〉 〈+1|)

− Ω−1√
2
(|−1〉 〈0|+ |0〉 〈−1|) (2.25)

Introducing the following states D = 1√
2
(|+1〉 + |−1〉) and B = 1√

2
(|+1〉 −

|−1〉) to simplify the Hamiltonian, Equation 2.25 follows.

HDQRabi/h = −δ+1 + δ−1

2
(|B〉 〈B|+|D〉 〈D|)−δ+1 − δ−1

2
(|B〉 〈D|+|D〉 〈B|)

− Ω+1 +Ω−1

2
(|B〉 〈0|+ |0〉 〈B|)− Ω+1 − Ω−1

2
(|D〉 〈0|+ |0〉 〈D|) (2.26)

A good notation should be δcom = δ+1+δ−1

2 and δdiff = δ+1−δ−1

2 a reason-
able (implicit) assumption should have been Ω+1 ≈ Ω−1 so Ω+1 − Ω−1 was
ignored. As a result,

HDQRabi/h ∼ −δcom(|B〉 〈B|+ |D〉 〈D|)− δdiff(|B〉 〈D|+ |D〉 〈B|)
− Ω±1(|B〉 〈0|+ |0〉 〈B|) (2.27)

Thus, the Rabi frequency for the oscillation within the two-level system
composed of 〈0| and |B〉 states should be ΩDQ = 2Ω±1. This relates to
ΩSQ =

√
2Ω±1 given above as ΩDQ =

√
2ΩSQ.

If the detuning were not zero(δ+1 = δ−1 6= 0) here, the oscillations of the
|0〉 and |D〉 states would remain. The Rabi frequency in this case is ΩDQ/2.
The Fourier transform of the Rabi oscillation shows a peak at half the DQ
Rabi frequency.



44 CHAPTER 2. PRINCIPLES

2.3.7 Double Quantum Ramsey

As shown in Section 2.3.5, SQ creates the superposition state 1√
2
(|0〉+ |1〉)

or 1√
2
(|0〉+ |−1〉) by adding a π/2 pulse [46]. Similarly, the DQ creates the

superposition state 1√
2
(|+1〉+ |−1〉). This means a transition from state |0〉

to state |B〉 in DQ Rabi. Therefore, unlike SQ Ramsey, the sequence in DQ
Ramsey uses a π pulse, which is

√
2 times the π/2 pulse in SQ Rabi, since

ΩDQ =
√
2ΩSQ for equal SQ Rabi frequencies.

2.4 Magnetic Field Sensitivity

The detection limit field is the smallest change in magnetic field intensity
that can be detected in the measurement. When considering sensor per-
formance, the total measurement time of the measurement must be taken
into account. The magnetic field sensitivity is proportional to the square
root of the number of photons detected. The number of photons detected
is proportional to time. Taking into account the measurement time, the
sensitivity is expressed as η = δB/

√
tmeasure. where the units are T/Hz−1/2

and tmeasure is the total measurement time.

2.4.1 CW-ODMR sensitivity

The shot noise limit sensitivity of CW-ODMR is [47]

ηCW =
4

3
√
3

h

geµB

∆ν

CCW

√
R

(2.28)

where R is the photon detection rate, ∆ν is the line width, and CCW is
the CW-ODMR contrast. The value 4/(3

√
3) is obtained from the value of

the steepest slope of the ODMR waveform when the resonance waveform is
assumed to be Lorentzian.

2.4.2 Pulsed ODMR Sensitivity

It is necessary to consider that the Pulsed ODMR method has separate
initialization, readout, and sensing times. If the initialization and readout
times are tI and tR and the sensing time is τπ. The photon detection rate
R multiplied by the duty ratio of readout tR/(tI + τπ + tR). If the overhead
time in the measurement is tO = tI + tR and the contrast of Pulsed ODMR
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is CPulsed, the sensitivity is [44]:

ηCW =
4

3
√
3

h

geµB

1

CPulsed

√
RtR

√
τπ + tO
τπ

(2.29)

Under optimized conditions the value of CPulsed is higher than CCW .

2.4.3 Ramsey Sensitivity

The shot noise limit sensitivity of the Ramsey method is [44]

ηRamsey =
~

geµB
(

1

∆ms

√
Nτ

)(
1

e−(τ/T ∗
2 p)

)

√
1 +

1

C2ηavg

√
τ + tO
τ

(2.30)

where N is the number of non-interacting NV centers contributing to the
measurement, ∆ms is the difference of ms states used for sensing, T ∗

2 is
the ensemble dephasing time, p is the decay shape parameter, and C is the
measurement contrast, ηavg is the flat number of detected photons per read-
out, and TO is the measurement overhead including optical initialization,
readout, and microwave pulse.

2.4.4 Noise

Noise that affects NV centers when they operate as magnetic sensors can be
divided into environmental noise and system noise. Environmental noise is
noise that comes from the external world outside the sensor. System noise is
the noise generated in the elements necessary for the NV center to operate
as a magnetic sensor. Environmental noise includes temperature noise and
magnetic field noise. Temperature noise is noise that is generated when the
temperature of the NV center changes due to air conditioning or other fac-
tors, causing the resonance frequency to change and giving the appearance
of a change in the magnetic field. The resonance frequency change caused
by temperature change corresponds to 2.6µT per 1 ℃ in terms of magnetic
field. Magnetic field noise is noise caused by geomagnetism and magnetic
fields generated by power sources such as 50 Hz/60 Hz. The magnitude of
this noise varies depending on the ambient environment, but can be as high
as 50µT. System noise includes temperature noise, electrical noise, and laser
noise. The temperature noise is caused by fluctuations in the resonance fre-
quency of the NV center due to fluctuations in the output of the laser that
excites the NV center, which causes the magnetic field to appear to change.
The laser output fluctuation is fast, but a low-noise laser is used to excite
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Table 2.1: Typical values for environmental and system noise. These values vary
depending on the experimental environment and equipment used.

System noise Environmental noise

Temperature 1 ∼ 3nT 2.6µK [29]
Magnetic field – ∼ 50µT
Electric field ∼ 1.5nT –

Laser ∼ 3nT –

the NV center. Therefore, the magnitude of the noise due to fluctuations in
laser output is about 1 ∼ 3nT. Electrical noise is the noise caused by the
appearance of changes in the magnetic field due to 1/f noise superimposed
after the fluorescent signal of the NV center is converted into an electrical
signal. The biomagnetic field such as magnetoencephalography has a fre-
quency of less than 1 kHz. Therefore, they are greatly affected by 1/f noise.
The value is about 1.5 nT. Table 2.1 summarizes these noises. These values
are many orders of magnitude larger than the magnitude of the magnetoen-
cephalography, making it impossible to measure magnetoencephalography
without noise reduction.

2.4.5 Noise reduction method

In the previous section, we described noise that affects sensitivity when NV
centers are used as magnetic sensors. This section describes noise reduction
methods for these noises.

System noise reduction method

The temperature noise, one of the system noises, fluctuates quickly in time
because of the power fluctuation of the laser that excites the NV centers.
The resonance frequencies of the NV centers, depending on the spin state
(in this case, two with ms = ±1), change in the direction away from each
other when the magnetic field increases. On the other hand, when the tem-
perature increases, the frequencies decrease in the same direction as each
other. Therefore, the temperature noise can be cancelled by taking the
difference of the resonance frequency change of each other [48]. Electrical
noise is dominated by 1/f noise; the signal from the NV center can be mod-
ulated to a frequency band where 1/f noise is negligible by FM modulation
of the microwave to operate as a magnetic sensor. This modulated signal
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can be demodulated by a lock-in amplifier to significantly reduce electrical
noise [49]. Laser noise is caused by fluctuations in the fluorescence signal
of the NV center due to fluctuations in the output of the laser that ex-
cites the NV center; it is not possible to distinguish between changes in the
fluorescence signal due to changes in the laser output and changes in the flu-
orescence signal due to changes in the magnetic field alone. Laser noise can
be reduced by monitoring the laser separately and subtracting the amount
of laser output variation from the fluorescence signal [20].

Environmental noise reduction method

Temperature noise, one of the environmental noises, fluctuates slowly due
to changes in ambient temperature caused by air conditioning and other
factors. As described in the temperature noise reduction method of the
system noise reduction method, the resonance frequency fluctuation of the
NV center due to temperature change can be distinguished from the fluctu-
ation due to the magnetic field. The temperature noise can be reduced by
changing the microwave frequency that makes the NV center operate as a
sensor by the amount of resonance frequency variation due to temperature.
Magnetic field noise is the magnetic field generated by the geomagnetic field
or an external 50/60 Hz power supply. Magnetic field noise can be reduced
by using a magnetic shield, which is a method of canceling magnetic field
noise using a gradiometer [50]. In this case, a three-layer magnetic shield
box was used to reduce the magnetic field noise.

2.5 Conclusion
This chapter summarises the principles of NV and the noise superimposed
when operate as a magnetic sensor. It is summarised that the shot noise-
limited sensitivity of magnetic sensors using NV centres depends on the
method used. This allows us to understand the key parameters for each
method. Noise superimposed on the sensor is summarised and their sup-
pression methods are explained. This will be useful for analysing noise
sources when there is a gap between the actual sensor sensitivity and the
shot noise sensitivity.



48 CHAPTER 2. PRINCIPLES



Chapter 3

Demonstration of
magnetocardiographic
imaging of living rats

Previous biomagnetic measurements using NV centers have detected the
biomagnetic field generated when external stimuli are applied to tissue ex-
tracted from a living body. As a feasibility study of biomagnetic mea-
surement, we constructed a measurement system that can detect cardiac
magnetism in rats. The results of this rat cardiac magnetic imaging are
summarised in the following paper. Millimetre-scale magnetocardiography
of living rats using a solid-state quantum sensor. Communications physics
volume 5, Article number: 200 (2022).

3.1 Experimental setup

3.1.1 NV diamond sample

The NV diamond crystal used in this study was prepared by the following
procedure. A single-crystal of diamond was synthesised by a temperature-
gradient method under high-pressure and high-temperature (HPHT) using
a modified belt-type high-pressure apparatus [51,52]. The crystal was grown
on the (100) plane of a seed crystal in a Co-Ti-Cu solvent at ∼ 5.5GPa at
1300-1350 ℃ for 44 h using high-purity graphite with a natural abundance of
isotopes (1.1% 13C) as a carbon source. After HPHT diamond synthesis, the
grown crystals were cut parallel to the {111} crystal planes, and both the
top and bottom surfaces were mirror-polished. The obtained HPHT {111}

49
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crystal was a truncated hexagonal pyramid with approximate dimensions
of 5.2mm2 × 0.35mm. Then, electron beam irradiation was conducted at
room temperature with a 2.0 MeV with a total fluence of 5 × 1017electrons
cm−2, followed by post-annealing at 1000 ℃ for 2 h under a vacuum. The
concentrations of the P1 centres and NV− centres in this NV diamond
sample were measured by continuous-wave (CW) electron spin resonance to
be 15 ppm (2.6×1018cm−3) and 1.8 ppm (3.2×1017cm−3), respectively. The
relative uncertainties in these concentrations were both roughly ±30%.

3.1.2 Solid-state quantum sensor structure

Our sensor design is based on that of Schloss et al [53]. However, as shown in
Figure. 3.1, 3.2a, we sterically constructed the optical system on two stories
to put the system in a custom-made magnetically shielded room with four
layers of permalloy (Ishida Ironwork’s Co., Ltd.).

A 532-nm laser diode (Coherent Verdi-G5) was installed on the first floor
of the setup. The laser polarisation was adjusted to p-polarisation with a
half-wave plate (Thorlabs WPH05M-532). The laser beam was directed up-
ward, guided through an M6 screw hole on a breadboard. On the second
floor, the beam was then passed through a lens with a focal length f =
400 mm (Thorlabs LA1172-A) and directed diagonally downward by a sil-
ver mirror (Thorlabs PF10-03-P01). A laser beam with a 1/e2 Gaussian
width of 400 �m and a typical incident power P0 = 2.0 W was introduced
to the diamond’s top major (111) surface at an incidence angle of 70°. The
estimated transmittance at the top air-diamond interface was >99%. An
achromat 1.25 NA Abbe condenser lens (Olympus U-AC) collected red flu-
orescence from the NV centres through the top surface. Fluorescence was
then passed through a long-pass filter (Thorlabs FELH0600) and directed
onto a silicon photodiode (Thorlabs SM1PD1A). The condenser lens, the op-
tical filter, and the photodiode were mounted downward on an XY manual
translation stage (Thorlabs XYT1/M). Their heights were adjusted using
a long-travel vertical translation stage (Thorlabs VAP10/M). The typical
power of the collected fluorescence was PF = 33 mW, corresponding to a
photocurrent of 14 mA, given the photodiode’s 0.45 A/W responsivity at a
680 nm wavelength. A beam sampler (Thorlabs BSF-10A) was used to pick
off 1.5% of the laser light, which was directed onto another silicon photo-
diode (Thorlabs SM1PD1A). This photocurrent signal became a reference
for cancelling the laser fluctuation noise. A ring-shaped rare-earth magnet
(Magfine Corporation NR0101) aligned along the [111] orientation applied a
uniform static bias field of B0 = 1.4 mT at the diamond to split the mS = ±1
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Figure 3.1: Solid-state quantum sensor structure. a, Front view of solid-state
quantum sensor built on a two-story breadboard system and installed
in a magnetically shielded box. A �38 mm post in the front left sup-
ports the nitrogen-vacancy (NV)-diamond-mounted aluminum holder.
b, Zoomed view of a millimeter-thick aluminum holder. The two SMA
connectors attached to the holder lead to the microwave amplifier
and the 50 W terminator. A copper tape attached under the poly-
crystalline diamond and connected to two thin insulated copper wires
serves as a conducting plane, whereas the aluminum holder serves
as a ground plane for the microwave delivery. c, Top view of the
first floor. The laser light passes through a half-wave plate (HWP),
changes direction upwards, and passes through an M6 screw hole on
the second-floor breadboard. d, Top view of the second floor. The
light goes into the diamond located near the centre of the breadboard.
The reference photodiode is located at the top right corner.
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Figure 3.2: Optical, microwave, and detection setup. a, Schematic diagram of
the optical setup. A half-wave plate (HWP) adjusts the laser polar-
ization, and a diffuser diffuses the beam for the reference photodiode.
A 600 nm long-pass filter (LPF) cuts the short-wavelength light be-
fore the fluorescence photodiode. b, Microwave circuit. Two signal
generators (SG) generate modulated microwave signals. A function
generator (FG) generates a 2.16-MHz frequency signal for three-tone
driving. A 10-Hz microwave carrier frequency feedback signal is pro-
vided from a computer through a data acquisition module (DAQ).
c, Light collection circuit. Trans-impedance amplifiers (TIA) con-
vert the photocurrent to voltage. The amplified signal voltages are
demodulated by lock-in amplifiers (LIA). The DAQ converts the de-
modulated analog signal to a digital signal, which is transmitted to
the computer.
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ground states. The microwave was irradiated on the diamond via a home-
made microwave antenna. Each rat was placed on a 33 cm × 23 cm × 2.1 cm
custom-made acrylic board with hot water circulating heater. The acrylic
board was placed on a manual translation stage (Thorlabs L490/M) for
height adjustment (Zaxis) and an automatic XY translation stage (SIGMA
KOKI HPS120-60XY-SET) for horizontal mapping (X-Y plane). In this
work, the rat was translated rather than the diamond sensor to avoid sensi-
tivity degradation due to, for example, the change in the incidence angle of
the laser.

3.1.3 Microwave and optical readout circuit

The microwave-driving schematic is shown in Figure. 3.2b. Two signal
generators (Keysight N5172B) output microwave signals at carrier frequen-
cies f± resonated with the mS = 0 ↔ ±1 transitions (Channels 1 and 2).
These microwave signals were squarely frequency modulated at modulation
frequencies f±mod , and deviation frequencies f±dev , respectively. The modula-
tion signals were also introduced to two lock-in amplifiers (NF Corporation
LI5660). One of the two signal generators produced a 10 MHz reference sig-
nal to synchronise all lock-in amplifiers and the other signal generator. The
modulated signal then passed through the isolators (Pasternack PE8301).
To drive all the three 14N hyperfine peaks of the NV centre, we generated
microwave sidebands at ±2.16 MHz, corresponding to the hyperfine shift
of the resonance frequency, in the following manner. In each of the two
channels corresponding to mS = 0 ↔ ±1 transitions, the carrier signal
was split into two branches using a −10 dB coupler (Mini-Circuits ZHDC-
10-63-S+). One branch was up and down frequency-converted by mixing
(Mini-Circuits ZX05-C42-S+) with a 2.16 MHz sinusoidal signal, which was
produced from a frequency generator (Keysight 33500B) and divided half by
a splitter (Mini-Circuits ZX10R-14-S+). The other branch was attenuated
(Mini-Circuits VAT-6+) to balance the power between the two branches.
The two branches were then combined using a splitter (Mini-Circuits ZX10-
2-42-S+) in a reverse manner. The two channels carrying triplefrequency
microwave signals in each were separately amplified (Mini-Circuits ZHL-
16W-43-S+) before being combined (Mini-Circuits ZX10-2-852-S+) and fi-
nally delivered to a microwave antenna. In more detail, an isolator (Paster-
nack PE8301) and a circulator (Pasternack PE8401), with the third port
being 50 Ω terminated, were inserted in each channel to protect the am-
plifier against microwaves reflected from the antenna. In the DC magnetic
field measurement, we parked the microwave carrier frequency where the
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lock-in ODMR signal’s slope was largest to maximise the change in lock-
in amplifier signal for a given magnetic field shift. However, in longterm
measurements, the resonance frequency gradually shifts due to the temper-
ature drift and residual magnetisation in the surroundings. Consequently,
at the parked frequency, the signal slope decreases, and the magnetic field
sensitivity deteriorates. To solve this degradation, we implemented carrier
frequency feedback by measuring the resonance frequency every 100 ms. The
deviation of the optimal frequency, calculated by dividing the error signal
by the slope, was fed back from the lock-in amplifier to the signal generator
to perform a follow-up correction. The proportional-integral control algo-
rithm performed in a PC determined the correction amount. The optical
readout schematic is shown in Figure 3.2 c. The detected photodiode signals
were passed through each of two reverse-bias modules (Thorlabs PBM42)
with a low-noise DC power supply (NF Corporation LP5394) and amplified
through a homemade trans-impedance amplifier with the same power sup-
ply before being directed into the lock-in amplifiers. The four demodulated
signals, V +

F ,V −
F , V +

L ,V −
L were then sampled by a data acquisition module

(National Instruments USB-6363) at fs = 5× 104 sample/s. A lock-in time
constant of τLIA = 50 µs was used, providing an equivalent noise bandwidth
of fENBW = 3.125kHz

3.1.4 Diamond sample holder

A diamond sample holder schematic is shown in Figure 3.3a, b. The NV
diamond was glued with a thermal conductive adhesive (Widework JT-
MZ-03M) on a polycrystalline diamond plate (10mm× 10mm× 0.3mm) to
spread the heat produced by the laser beam. The polycrystalline diamond
was then attached to a custom-made aluminium holder (10mm× 10mm× 1mm),
which served as a heat sink and a ground plane for microwave delivery.
Attached to the rear surface of the polycrystalline diamond was a copper
tape (4mm× 10mm× 0.06mm), which served as a conducting plane for mi-
crowave delivery as well as a reflector of the laser and fluorescence light.
This copper tape also ensured that the laser intensity transmitted to the rat
was a few orders of magnitude below the damage threshold

3.1.5 Laser absorption and fluorescence emission

In this experiment, we chose the laser incident angle to maximise the op-
tical excitation of the NV centres by the laser at a given power for opti-
mum sensitivity. The laser light absorption depends on the amount of laser
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Figure 3.3: Diamond sample holder design. a, Side view of the diamond area (not
to scale). The nitrogen-vacancy (NV)-diamond is affixed to the top
of a polycrystalline diamond using a thermal paste for stabilization
and heat sinking. Copper tape at the bottom of the polycrystalline
diamond provides a modulated microwave (MW) drive to the NV
centres and serves as a laser light reflector. b, Top view of the diamond
sample holder. polished. The NV-diamond has a truncated hexagonal
pyramid shape. c, Dependence of absorption power on the incidence
angle. The absorption is maximal when the incidence angle is θopt =
68.5◦. d, Magnetic field profile around the diamond sample, simulated
using the COMSOL software package. The field variation from the
top to the bottom of the diamond is 12 µT, corresponding to an
optically detected magnetic resonance (ODMR) peak broadening of
340 kHz.
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power entering the NV diamond as well as the distance the laser travels in
the diamond at a given incident angle. According to Fresnel’s and Snell’s
law, the transmittance at the air-diamond interface is given by Tp(θ) =
1− [tan(θ− θd)/ tan(θ+ θd)]2 and nd sin θd = n0 sin θ, where � and �d are the
angles of incidence and refraction, respectively, n0 = 1 and nd = 2.42 are
the refractive indices of air and diamond. The transmittance becomes unity
when the incident angle is equal to Brewster’s angle θ = arctan(nd/n0) =
67.5◦. The one-way path length of the laser Le depends on the laser inci-
dent angle through Le(θ) = Ld/ cos θd, where Ld = 0.35 mm is the diamond
thickness. With the deduced transmittance Tp(θ) and path length Le(θ),
we calculated the amount of laser absorption under the assumption that
the dominant absorbers were NV− and NV0. Let σNV −

= 3.1 × 1017cm2

and σNV 0
= 1.8 × 1017cm2 be the absorption cross-section [54, 55] and

[NV−] = 3.2× 1017cm3 (measured) and [NV0] = 1.0× 1017cm3 (estimated)
be the absorber density for NV− and NV0, respectively. From the top
to the bottom surface, the laser power absorbed by NV− and NV0 was
PNV
L1

= P0Tp(θ)[1 − exp(−αNVLe)], where P0 = 2.0 W is the laser incident
power, and αNV = σNV−

[NV−]+σNV0
[NV0] = 12cm1 is the total absorption

coefficient. On the way back from the bottom to the top surface after being
reflected by the copper with reflectivity RCu ∼ 0.67 at 532 nm, the light
absorbed becomes PNV

L2
(θ) = P0Tp(θ) exp(−αNV Le)RCu[1−exp(−αNV Le)].

To obtain the absorption by NV−, we must multiply by a fraction ξNV−
=

σNV−
[NV−1]/αNV ∼ 85%. Thus, the total laser power absorbed by the NV−

centres is given by PNV−
L (θ) = ξNV−

(PNV
L1

(θ) + PNV
L2

(θ)). As shown in Fig-
ure. 3.3c, the absorption light becomes maximum at an incident angle of
θopt = 68.5◦ to be PNV−

L (θopt) = 0.85 W. The photon absorption rate per
NV− centre is then RL = PL(θopt)/NF (θopt)/hνL = 38 kHz per NV, where
NF (θopt) = 6.0 × 1013 is the total number of NV− centres emitting pho-
tons, and νL = 564 THz is the absorbed green laser frequency. The photon
emission rate per NV− centre is RF = QYRL = 32 kHz per NV, where
QY = 0.83 is the quantum yield from an absorbed green to an emitted red
photon determined from the NV−photodynamics [56]. Thus, the total red
fluorescence power from the diamond decreases to PF = RFNFhνF = 0.55
W, where νF = 441 THz is the typical emitted red fluorescence frequency.
Because the collection efficiency estimated from the condenser lens’s optical
properties and detection geometry was β ≈ 6%, the red fluorescence col-
lected by the detector was estimated to be 33 mW, which is in agreement
with experimental observations.
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3.1.6 Bias field uniformity and thermal stability

The static bias field may introduce an ODMR linewidth broadening and res-
onance peak shift due to the field inhomogeneity and thermally induced field
fluctuations, respectively. However, as discussed below, these effects did not
affect our magnetocardiography measurements. First, we performed a mag-
netic field simulation using the COMSOL software package (Figure. 3.3d) to
evaluate the static field inhomogeneity across the diamond. The simulated
field variation across the diamond induced an ODMR linewidth broaden-
ing of 0.34 MHz. This broadening was six times smaller than the ODMR
linewidth, and thus, we ignored this effect in this experiment. Second, we
estimated the temperature effect on the bias magnetic field. Because of the
small thermal diffusivity of the magnet, even if the lab temperature suddenly
changed by 0.1 K, the estimated speed of magnet temperature change was
less than ∼ 0.1mKs−1. Such a magnet temperature change would introduce
a magnetic field shift of < 200pTs−1 at the diamond, calculated from the
bias field B0 and the reversible temperature coefficient of the magnet -0.12%
per Kelvin. This amount of resonance peak shift could be suppressed by the
microwave feedback system.

3.1.7 Rat surgical protocol

The animal experiment was approved by the University of Tokyo Ethical
Review Board (reference number KA18-15), and every procedure followed
the institutional guidelines, ensuring the humane treatment of animals. The
animals studied were five male SLC/Wistar rats (Japan SLC, Inc., Tokyo,
Japan). Only male rats were studied because no significant sex bias in nor-
mal R-waves had been known. Each rat was held on a hot-water bed (water
temperature: 45.0◦C), where hot water was circulated through a silicon tube
via a water circulation system (Thermo Haake DC10/K10, Thermo Fisher
Scientific GmbH, Germany) for maintaining its body temperature. The
anaesthesia, tracheotomy, artificial ventilation, and thoracotomy processes
were as follows (Figure.3.4a–c). First, rats were anaesthetised using 2-3%
isoflurane in 300 mL per min air via an automatic delivery system (Isoflu-
rane Vaporiser; SN-487; Shinano Manufacturing, Tokyo, Japan). Next, un-
der moderate anaesthesia, the body hair of each rat was shaved, and a
tracheotomy was performed for artificial ventilation. For the artificial res-
pirator (Small Animal Ventilator, SN-480-7, Natsume Seisakusho Co., Ltd.,
Japan), 2-3% isoflurane in 2.5 mL air per respiration at 80 times per min
was delivered to each rat during the imaging of cardiac magnetic fields and
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Figure 3.4: Rat preparation process. a, Shaving. The rats are shaved under
moderate depth anaesthesia for subsequent surgical procedures. b,
Tracheotomy and artificial ventilation. The skin and muscle are in-
cised around the trachea, and tracheotomy is conducted. Artificial
ventilation supports respiration. c, Thoracotomy and heart lifting.
The breastbone is cut along the centre line, and the pectoral muscle
is pulled toward both sides. The heart is lifted by surgical sutures.
d, Internal structure of the rat heart revealed by magnetic resonance
imaging.
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the surgical process. Subsequently, a thoracotomy was performed to expose
the heart. Nylon threads were used to lift the heart for further exposure
outside the body surface. This vivisection and heart-lifting were necessary
to place the sensor a millimetre away from the heart surface. After comple-
tion of all experimental procedures, the animals were sacrificed under deep
anaesthesia due to the ethical reason that rats should not suffer from the
pain any longer.

3.1.8 Magnetic resonance imaging

Before magnetic field measurements on rat samples, MRI was conducted
with a 7-Tesla MRI system (BioSpec 70/20USR, BRUKER, Germany) to
confirm each heart’s internal structure (Figure. 3.4 d). Each rat was
mounted in a cylindrical sample holder. Images of the rat hearts were ob-
tained without a contrast agent and using a FLASH-cine sequence at 1-mm
thickness and with a 60 mm × 60 mm field of view. The details of the MRI
sequences are as follows: repetition time TR = 2.5ms, echo time TE = 8.0
ms, 192 × 192 pixels, excitation pulse angle = 15◦, the exposure time for
movie recording = 160 ms, and the number of movie cycles = 20.

3.1.9 Electrocardiography

Each sample’s electrode voltage was recorded with an ECG recording in-
strument (Neuropack X1, Nihon Kohden Corporation, Japan) through a
recording electrode (Natus Ultra Subdermal Needle Electrode 0.38 mm, Na-
tus Neurology Inc., USA) before being sent to the data acquisition module
simultaneously with the MCG signal. The ECG signal was used as a refer-
ence for the MCG measurement and to monitor heart activities [57]. The
typical heart rate was 4.5-8.0 Hz, which did not change more than 30% before
and after the surgical operations and during the measurement (Figure.3.5).

3.1.10 Three-tone ODMR spectroscopy

The superposition of three Lorentzian functions efficiently approximates the
line shape of the CW ODMR spectrum in the presence of optical and mi-
crowave power broadening [47]:

P single
F (f) = PF0

1− C
∑

k=−1,0,1

(
−

(Γ2 )
2

(Γ2 )
2 + (f − (f0 + kfn))2

) (3.1)
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Figure 3.5: Electrocardiogram (ECG) measurement. a, Example of ECG signal
before (red) and after (black) surgical operations. The electrical volt-
age of ECG is detected with three electrodes attached to the left and
right front-foot and the left rear-foot. b, Amplitude of the Fourier
transform of the measured ECG signal before (red) and after (black)
surgical operations. In this example case, the heart rate dropped from
6 Hz to 5 Hz. For most cases, the change in heart rate was no more
than 30%. c, Example of change in the heart rate during the mea-
surement. The heart rate gradually decreased from 6 to 4 Hz. For
most cases, the heart rate changed by no more than 30% over three
hours.
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where f is the single-tone microwave carrier frequency, PF0 is the baseline
red fluorescence observed without applying microwaves, C is the fluores-
cence contrast of the resonance peaks, Γ is the linewidth (full width at half
maximum, FWHM), f0 is the resonance frequency of the central peak, and
fn = 2.16 MHz is the 14N hyperfine coupling strength. In this experiment,
we applied triple-tone microwave signals with carrier frequencies of f − fn,
f , and f + fn to increase signal contrast. The CW ODMR spectrum then
becomes

P triple
F (f) = PF0

1− C
∑

j=−1,0,1

∑
k=−1,0,1

(
−

(Γ2 )
2

(Γ2 )
2 + ((f + jfn − (f0 + kfn)))2

)
(3.2)

In numerous high-sensitivity magnetic sensing measurements, technical noise
such as 1/f noise presents a large electronic noise floor, making it difficult to
extract a small magnetic field signal from the sample of interest. To mitigate
such 1/f noise at low frequencies and obtain a larger SNR, the sensing
bandwidth may shift away from DC to higher frequency via up-modulation.
A standard method in NV diamond magnetometry experiments, e.g., the one
described in detail in the study of ref. [20], applies square-wave frequency
modulation to the microwaves. The output spectrum after demodulation
using the lock-in amplifiers becomes a differential function:

V (f) ∝
P triple
F (f − fdev)− P triple

F (f + fdev)

2

=
V0C

2

∑
j=−1,0,1

∑
k=−1,0,1

[
−

(Γ2 )
2

(Γ2 )
2 − ((f + jfn − fdev) + (f0 + kfn)2)

+
(Γ2 )

2

(Γ2 )
2 − ((f + jfn + fdev)− (f0 + kfn)2)

]
(3.3)

where V0 is the lock-in voltage dependent on PF0 and the output settings
of the lock-in amplifier, and fdev is the deviation frequency. Taking the
derivative of the lock-in ODMR spectrum, one finds that, in theory, fdev =
Γ/2

√
3 yields the optimum slope.

3.1.11 Microwave parameter determination

We chose the microwave parameters in the following manner. First, the
NV resonance frequencies f±0 corresponding to the ms = 0 ↔ ±1 transi-
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tions were determined by the CW ODMR spectrum under the triple-tone
microwave excitation. Second, the microwave excitation amplitude was var-
ied to find where the contrast over the FWHM linewidth, C/∆f , in the
CW ODMR spectrum reached nearly the maximum value around 10 dBm
(Figure. 3.6a), above which we observed an increase in the noise floor due
to the microwave higher harmonics. As the microwave amplitude increased,
the linewidth increased faster than the signal contrast; thus, there was an
optimum point that yields the maximum contrast/linewidth. The optimised
CW ODMR spectrum is shown in Figure. 3.6b. Third, the deviation fre-
quency f±dev was varied to find the maximum slope (Figure. 3.6c). Finally,
the microwave modulation frequency f±mod was varied to determine the min-
imum sensitivity (Figure. 3.6d-f). As the modulation frequency increases,
the 1/f featured noise floor improves, whereas the slope decreases due to the
reduction in NV spinstate contrast [49, 58]. The lock-in ODMR spectrum
of the ms = 0 ↔ ±1 transitions recorded with the optimised microwave
parameters is shown in Figure. 3.6g.

3.1.12 Lock-in DC magnetometry scheme

In lock-in DC magnetometry [20,53,59], the microwave carrier frequency is
set to a value at which the lock-in ODMR slope becomes maximal while the
NV states are continuously excited via optical and microwave illumination.
A time-varying external DC magnetic field B(t) is then sensed as the shift
in the resonance frequency f0(t) = f0+δf(t), where δB(t) = geµBh

−1δB(t).
When the resonance frequency changes, the fluorescence intensity and the
lock-in signal change accordingly. The field is then extracted by dividing
the change in the lock-in voltage δV by the lock-in ODMR slope dV/df as
δB(t) = g−1

e µ−1
B hδV (t)(dV/df)−1. We applied this frequency up-modulation

to both ms = 0 ↔ ±1 transitions simultaneously but with different mod-
ulation frequencies f±mod and deviation frequencies f±dev ; thus, information
about each transition was encoded in different modulation frequency bands.
The signal associated with each transition was obtained by lock-in demodu-
lation at the corresponding modulation frequencies. This method allowed us
to cancel out the temperature fluctuations that appeared as common-mode
noise in both transitions. Calibration of the sensor was performed by ap-
plying a known test sinusoidal field and measuring the field with the sensor.
The measured field was consistent with the applied field to better than 2.5%.
This systematic error was a few times smaller than the statistical errors in
the MCG measurements.
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Figure 3.6: Microwave parameter determination process. a, Change in contrast
divided by full width half maximum (FWHM) of the continuous-wave
optically detected magnetic resonance (CW ODMR) resonance spec-
trum as a function of microwave power at the signal generator output.
The contrast is the focused fluorescence normalized by the fluores-
cence at the time of non-resonance. b, CW ODMR spectrum mea-
sured with the nearly optimum microwave power. The black curves
are fit to the model. c, Change in slope as a function of deviation
frequency f±dev. d-f, Changes in slope (d), noise (e), and magnetic
field sensitivity (f) as a function of microwave modulation frequency
f±mod. The deviation frequency is set to the optimum value obtained
in (c). g, Lock-in ODMR spectrum with the microwave parameters
determined in (a)-(f). The black curves are fit to the model. For
(a)-(g), the green and amber data indicate the ms = 0 ↔ +1 and
ms = 0 ↔ −1 transition, respectively. Error bars are calculate using
the uncertainties (one standard deviation) of the fitted parameters.
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3.1.13 Signal processing

In this experiment, we obtained four lock-in amplifier outputs: V +
F , V

−
F , V

+
L , V

−
L ,

where F±
F is the fluorescence signal demodulated at f±mod and V ±

L is the laser
reference demodulated at f±mod. The data analysis process comprised five
steps (Figure.3.7). First, laser noise cancellation was performed. Laser fluc-
tuations appeared in all four outputs as common-mode noise. This noise can
be suppressed by subtraction: V +

s = V +
F − ξ+V +

L and V −
s = V −

F − ξ−V −
L .

The scaling factors ξ± were fixed to the ratio between the fluorescence pho-
todiode’s average signal level and the laser reference photodiode’s average
signal level, measured at the beginning of the measurement run. Second, the
temperature drift that interferes with cardiac magnetic field detection was
cancelled as commonmode noise by subtracting the ms = 0 ↔ +1 signal
from the ms = 0 ↔ 1 signal: Vs = (V −

s − ζV +
s )/2. The scaling factor ζ

was fixed to the ratio between the ms = 0 ↔ 1 signal slopes, determined
from the lock-in ODMR spectrum. Third, notch filtering was performed.
The electronic background noise within the measurement bandwidth was
removed with a notch filter at multiples of 11 and 50 Hz. The filtered signal
was defined as V ′

s . Fourth, the obtained MCG data were timecompensated
and averaged. Because the raw MCG data had poor SNR, the magnetic
pulse timing was determined from the R-wave peak location in the ECG
temporal data. The MCG temporal traces were cut from −300 to +300 ms
around the peaks, and these 600 ms temporal traces were overlapped and
averaged. Fifth, band-pass filtering was performed. Because most of the
magneto-cardiac signals were between 3 and 200 Hz, a 3–200 Hz band-pass
filter was applied. For magnetic imaging in Figs. 3 and 4, the acquisition
duration was 40 s per pixel. Such a 40-s data contained approximately 220
peaks with 6 Hz repetition. By averaging these peaks, the SNR reached 8.

3.1.14 OPM magnetocardiography

To verify the experimental data measured by the solid-state quantum sensor,
we performed two-dimensional MCG imaging with an OPM (QZFM-Gen2,
QuSpin Inc.) inside the magnetically shielded room. The OPM sensor’s
vapour cell was located 8.5 mm above each rat’s heart surface. A two-
dimensional image of the MCG signals was recorded on the X-Y plane ([-15,
+15] mm with a 3 mm step size, 11× 11 = 121 measurement points, and a
1 kHz sampling rate). The data acquisition time per pixel was 10 s.
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Figure 3.7: Magnetocardiography signal processing protocol. Lock-in ampli-
fiers demodulate fluorescence and laser reference photodiode signals:
V ±
F , V

±
L . Laser fluctuations are cancelled by subtracting the laser ref-

erence signal from the fluorescence signal: V ±
s = V ±

F − ξ±V ±
L . Tem-

perature fluctuations are compensated by subtracting ms = 0 ↔ +1
transition signal from ms = 0 ↔ 1 signal: Vs = V −

s − ζV +
s . Elec-

tronic noise at multiples of 11, 50 Hz is removed by applying notch
filters. The obtained signal is averaged after adjusting the timing of
the cardiac signal using the timing of pulses extracted from the Elec-
trocardiogram (ECG) profile. Furthermore, the signal is smoothed,
and slow variations are removed by applying a bandpass filter.



66CHAPTER 3. DEMONSTRATION OF MAGNETOCARDIOGRAPHIC IMAGING OF LIVING RATS

3.2 Analysis method

3.2.1 Current dipole model

The multiple-current-dipole model used in this work consisted of NQ = 7
central current dipoles with the same magnitude and orientation and a pair
of return current dipoles with opposite orientations. The central dipoles
were distributed evenly across the vertical cross-section of the heart: QC =∑NQ

i=1Q(r0+zi)/NQ, where Q is the total current dipole moment, r0 is the
position vector of the geometric centre of the dipoles, and zi = (0, 0, zi) is the
vector of the location of each dipole from the centre. The number of central
current dipoles were chosen by testing the goodness of numerical fitting with
different numbers. The measured magnetic images were not reconstructed
well for NQ < 7, while the result did not change much for NQ ≥ 7. The
return current dipoles were placed ±ρR = ±(xR, yR, 0) from the centre:
QR = −kR[Q(r0 + ρR) +Q(r0 + ρR)], where kR is the ratio of the return
current amplitude and the vectors Q and ρR are set orthogonal to each
other. The fitted curve for Fig. 2e was calculated by nonlinear least squares
regression with a fitting parameter of Q = |Q|, and a predictor variable
of the standoff distance d. The dipoles in Figure. 3.12 were calculated by
matching simulated magnetic field images with those measured using an
L2-norm minimisation routine. The fitting parameters were the magnetic
moment vector Q = (Qx, Qy, 0), the magnetic moment centre location r0 =
(x0, y0, dQ), and the return current dipole location ρR. Here dQ is the
standoff distance between the centre of the central dipoles and the sensor.
MRI measurements of the relative sizes and positions of each rat’s heart
were used to provide an initial guess and impose constraints on these fitting
parameters. The uncertainty of the fitted parameters δQx, δQy, δx0, δy0, δdQ
was estimated from the 68% confidence interval of the fitting. The obtained
standoff distance dQ ± δdQ was then used in the current density estimation
presented in Figure. 3.13.

3.2.2 Electric current density model

The process of electric current density estimation from the obtained mag-
netic field images in Figure. 3.13 employed bfieldtools [60, 61], an open-
source Python software suite. In this software, the surface-current density
j(r) originates from a piecewise linear stream function ψ(r). This stream
function is determined such that the L2-norm of the difference between the
simulated field Bsim, which is derived from the stream function using the
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Biot-Savart’s law, and the measured field Bmeas under a penalty term with
a strength of λ becomes minimal: ψ ∈ argmin||Bmeas − Bsim||2 + λ||ψ||2.
Vectors along the contour lines of the stream function represent the surface-
current density j(r) = ∇‖ψ(r)×n(r); where n is the unit vector perpendic-
ular to the surface and ∇‖ = ∇− n(n · ∇) is an operator that projects the
gradient vector of a scalar function onto the tangent plane of the surface.

3.2.3 Spatial resolution

In this work, we evaluated the resolution, localisation precision, and ac-
curacy of the current dipole moment and magnetic field. For the current
dipole moment Q, the resolution ∆rQ (5.1 mm for the NV and 15 mm
for the OPM) was defined in the dipole space as the minimum separation
between two dipoles of equal magnitude that are distinguishable through
magnetic imaging measurements. Here the two dipoles are claimed to be
indistinguishable when the joint magnetic field at the midpoint between
these dipoles has zero derivatives, analogous to the Sparrow criterion in op-
tics. The localisation precision δrQ (1.2 mm for the NV and 2.9 mm for
the OPM) was defined as the uncertainty (one standard deviation) of the
fitted current dipole moment position. The accuracy was estimated from
the systematic error in placing the sensor with respect to the heart centre
(approximately 0.5 mm for NV and 2 mm for OPM). OPM had greater
inaccuracy because it was more technically challenging to align the sensor
at a larger standoff distance. For the magnetic field image Bz(x, y), the
resolution ∆rB (1.5 mm for the NV and 3.0 mm for the OPM) was limited
by the imaging pixel size. The localisation precision δrB (0.4 mm for the
NV and 0.4 mm for the OPM) was determined from the uncertainty (one
standard deviation) of the fitted magnetic pole position. The accuracy was
the same as that of the dipole.

3.2.4 Magnetometer performance

Magnetic field sensitivity limits

For nitrogen-vacancy (NV)-based magnetic field sensing, the noise intrinsic
to spin projection yields the fundamental sensitivity limit, which is given
by [19]

ησ =
~

geµB

1√
NT ∗

2

(3.4)
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where ~ = h/2π is the reduced Planck constant, N = NF /4 = 1.5 ×
1013 is the number of sensing NV centres and T ∗

2 ∼ 400 ns is the NV spin
coherence time. These values yielded an estimate of the spin projection-
noise-limited sensitivity of ησ ∼ 2fT ·Hz−1/2.

The photon shot-noise-limited sensitivity for continuous-wave optically
detected magnetic resonance (CW ODMR) magnetometry is [47]

ηγ =
√
2αL

h

geµB

∆f

C
√
βNFRF

(3.5)

where the factor
√
2 is an additional shot-noise from the reference pho-

tocurrent, αL = 4/3
√
3derives from a Lorentzian function’s steepest slope,

∆f = 2.1 MHz is the full width half maximum (FWHM) linewidth, in-
cluding microwave and optical power broadening, C = 1.2% is the signal
contrast, and β ≈ 6% is the photon collection efficiency. From these val-
ues, the photon shot-noise-limited sensitivity becameηγ = 19pT ·Hz−1/2.
The total photon detection rate at the photodiode was estimated as Rdet =
βNFRF = 1.1 × 1017 Hz. This value was consistent with what was de-
rived from the measured photoelectron current Iγ = 14 mA: With ρ =
0.45A ·W−1 the photodiode responsivity at fluorescence wavelength ∼ 680
nm, Rdet = Iγ(ρhνF )

−1 ∼ 1.1× 1017Hz.

Magnetic field sensitivity analysis

We measured the sensor’s sensitivity in the absence of test field by

ηm =
h

geµB

σV
dV
df

(3.6)

where σV , measured in µV ·Hz−1/2, is the noise spectral density obtained
from the level of the lock-in amplifier output power spectral density in the
flat region, and dV/df is the measured lock-in ODMR slope. The noise was
recorded for Ttrial = 10 s under (i) magnetically sensitive configuration, (ii)
magnetically insensitive configuration, and (iii) electronic noise configura-
tion, while the slope was determined by fitting the lock-in ODMR spectrum
near the zero-crossing frequency for all the above cases. Figure. 3.6a shows a
single trace of raw time domain data obtained under a magnetically sensitive
configuration, where the microwave carrier frequency was set at resonance.
The Fouriertransformed amplitude spectra obtained for such 180 traces of
measurements were averaged to improve visibility, revealing the noise floor
level in the flat region (1 - 200 Hz) to be 8.4µV ·Hz−1/2, equivalent to a
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measured sensitivity of 140pT ·Hz−1/2 (Figure. 3.6b). Under the magneti-
cally insensitive configuration, the microwave carrier frequency was set far
from the resonance; thus, it was sensitive only to the noise sources introduc-
ing fluorescence fluctuations. The magnetically insensitive noise floor was
6.0µV ·Hz−1/2, corresponding to 100pT ·Hz−1/2. In the electronic noise
configuration, realized in the absence of the green laser and microwaves, the
measured noise floor was 1.8µV ·Hz−1/2(30pT ·Hz−1/2). The ×7.4 discrep-
ancy between the shot-noise-limited sensitivity and the measured sensitivity
under magnetically sensitive configuration was explained qualitatively by
the reduced available slope and enhanced noise. The available slope be-
came smaller than its maximum value by a factor of ∼ 1.8 mainly due to
the NV ground states’ finite cycling time limited by the microwave Rabi
frequency and the signal loss into higher harmonics during demodulation.
The noise floor was higher than the shot-noise by a factor of ∼ 4.1 due to
several factors, which likely included electronic noise, residual laser noise,
and microwave noise.

Sensor stability analysis

To assess the stability of the solid-state quantum sensor, we calculated the
Allan deviation σA(τ) as a figure-of-merit. If white noise is dominant, the
Allan deviation decreases as τ−1/2, where τ is the averaging time. However,
magnetic drift can cause deviation from this scaling, which hinders measure-
ment stability. We repeated N measurements periodically with a time inter-
val ∆t, that is, at a constant sampling rate. The total measurement time was
T = N∆t. With the obtained data set y(t) ∈ {y(∆t), y(2∆t), . . . , y(N∆t)},
the Allan deviation at time τ is defined by

σ2A(τ) ≡
1

2
〈(yk+1(τ)− yk(τ))

2〉 = 1

2(K − 1)

K−1∑
k=1

(yk+1(τ)− yk(τ))
2 (3.7)

where y denotes averaging over a time duration of τ . If the Allan deviation
is evaluated at τ = m∆t, where m takes a power of two, then K = T/τ =
N/m, where K is the number of binned groups of duration τ non-overlapped
within the total measurement time . The Allan variance σ2A(τ = m∆t) was,
thus, calculated by dividing N pieces of data into K groups of m pieces.
In each group k ∈ 1, 2, . . . ,K, there were m data, yk ∈ {y([(k − 1)m +
1]∆t), y([(k−1)m+2]∆t), . . . , y([(k−1)m+m]∆t)}, and as a representative
value of each group, their average value was given by yk = m−1[y([(k−1)m+
1]∆t) + y([(k− 1)m+ 2]∆t) . . .+ y([(k− 1)m+m]∆t)]. The Allan variance
is the variance of the set of differences between the representative values yk.
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In the presence of temperature drifts and residual magnetization in the
surroundings, the locked frequency can gradually shift, and the Allan devi-
ation deviates from the white noise scaling. Because we applied the carrier
frequency feedback by measuring the resonance frequency, random walk type
noise was mitigated. An example feedback voltage is shown in Figure. 3.6c.
Consequently, the Allan deviation overall scaled as σA(τ) ∝ τ−1/2 except
between 0.1 s and 10 s, where the frequency drift could not be cancelled ef-
fectively with the feedback whose time constant was a few seconds (Figure.
3.6d).

3.2.5 Rat magnetocardiography

Rat cardiac conduction system

Cardiac activity in a rat [62] is triggered by electrical impulses. An in-
crease in voltage depolarizes a fraction of the cardiac tissue into a positively
charged state, while the remainder of the tissue stays polarized in a neg-
atively charged state. A subsequent decrease in voltage repolarizes this
fraction into the negatively charged state. This potential difference yields
electric currents flowing from the depolarized (positive) area to the polar-
ized (negative) area. Thus, a two-dimensional current wavefront appears at
the boundary of these two areas. Both current wavefronts associated with
depolarization and repolarization spread from the base to the apex [57].
Current dipoles are distributed at the current wavefront with negativity on
the depolarized side and positivity on the polarized side. By integrating all
current dipoles, one finds that the overall current flows from the negativity
toward the heart base to the positivity toward the apex during almost the
entire contraction cycle. However, the local currents present a more compli-
cated pattern due to the complex nature of the path of electrical impulses
explained below. The sinus node near the base of the heart triggers an
electrical impulse. The impulse first excites the right and left atria. Fol-
lowing this impulse, an electric current gradually spreads from the top right
to the bottom left atrium. Via sinus-atrioventricular internodal pathways,
the impulse simultaneously reaches the atrioventricular node. Delayed a few
milliseconds at the atrioventricular node, the impulse then passes through
the bundle of His and down the right and left bundle branches. Because
the upper part of the rat’s ventricular myocardium is in contact with the
His bundle, depolarization of the ventricle occurs from the upper part of the
ventricle. At this time, the direction of the current points from the base of
the heart to the apex. These bundle branches are fibres specialized for rapid
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impulse transmission and terminate in Purkinje fibres. In the His-Purkinje
system, the papillary muscle is excited earlier than the ventricles, thereby
preventing blood flow through the atrioventricular valves. In the Purkinje
fibre, the left and right impulses depolarize each ventricle. Immediately be-
fore depolarization is completed near the right ventricle base, the current
direction reverses, directed upward towards the right ventricle. Finally, re-
polarization begins in the other parts of the ventricle. This current travels
from the base of the right ventricle to the apex. Consequently, the current
vectors associated with depolarization and repolarization cancel each other.
When depolarization is complete, only the vector of repolarization remains,
and the current reorients from the base of the right ventricle to the apex.
Finally, repolarization is completed earlier in the right ventricle than in the
left ventricle. Furthermore, a considerable amount of electric current flows
through the tissue in the lungs and fluids surrounding the ventricles, as they
also efficiently conduct electricity.

Effect of laser heating of diamond on rats

In this experiment, the primary source of NV-diamond heating was laser
excitation. During the magnetometry operation, the average optical inten-
sity of the laser light traveling through the diamond was 0.55kW · cm−2,
and the diamond temperature increased to 70◦C, which was determined
from CW ODMR measurements. The laser-induced heating of the diamond
shifted the resonance frequency by ∼ 2 MHz/W around 0.5-3.0 W. The
polycrystalline diamond coverslip absorbed the heat and transferred it to
the aluminum holder, resulting in a measured back-surface temperature of
< 50◦C. The temperature profile of the setup was consistent with the Au-
todesk CFD software package’s numerical simulation results. From these
results, the temperature at the heart location was estimated to be 35-40◦C,
depending on the phase of the cardiac motion. The temperature rise at the
location of the rat was acceptable, as its body temperature was ∼ 36-38◦C.

Influence of vibration of rat’s heart

The distance between the microwave antenna and rat heart variates due to
heart beats on the measurements of Magnetocardiography (MCG) in the
animal experiments. The vibration of dielectric media also could couple to
microwave antenna and change its transmission at a particular frequency.
To evaluate the influence of this variation, a change in the efficiency of the
near field coupling between antenna and diamond arising from the motion
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of the sample/specimen, we have performed the electromagnetic field simu-
lation (Keysight EMPro) based on a finite element method. Our calculation
reveals that the energy of microwaves emitted from our broad-resonance
antenna changes by ∼ 2 dB when the standoff distance varies from its max-
imum to minimum values due to a reduction of the antenna’s transmittance
and absorption of magnetic field lines by the animal. This 2 dB change cor-
responds to a ∼ 4% reduction in the slope of the lock-in ODMR spectrum
according to our calibration measurement (Figure. 3.6a).

Mechanism of ventricular tachycardia and fibrillation

The solid-state quantum sensor would be a suitable platform for studying
ventricular tachycardia and fibrillation (VT/VF). VT/VF are the major
cause of sudden cardiac death, which accounts for about half of cardiac
mortality [63]. Approximately 100 years has passed since the proposal of
the concept that VT/VF are initiated and sustained by electrical rotational
activity, also known as rotor, formed by the failure of the cardiac excitatory
wave [64], but especially for VF, no essential treatment method has been
established. Recent clinical studies have reported that the abnormal excita-
tion from the Purkinje fibres and papillary muscles play an important role
in initiation and maintenance of VF [65]. With a millimeter-scale resolution
offered by the solid-state quantum sensor, the mechanism of such abnormal
excitation may be investigated in more detail.

3.2.6 Further sensitivity improvement

Sensitivity improvement - optical engineering

Our solid-state quantum sensor continuously excites NV centres via a high-
power laser. Although this scheme is common in bulk ensemble magne-
tometers, especially for biological application [20, 59, 66], its photon shot-
noise-limited sensitivity is several thousand times larger than the ideal spin
projection-noiselimited sensitivity [44] primarily because of the low total
photon detection rate Rdet=βNFRF

. The collection efficiency β = 6% is cur-
rently limited by the low numerical aperture detection scheme, while it can,
in principle, reach nearly unity. The number of NV centres emitting fluores-
cence NF is mainly limited by the laser illumination volume, which is still
one-tenth of the whole diamond volume. The emission rate per NV centre is
currently RF = 32 kHz, while it is fundamentally limited by the NV centre’s
optical saturation [56] to be Rsat

F ∼ 10 MHz. It is, however, challenging to
fill this gap by simply increasing the illumination laser power. Indeed, the
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laser power required to reach this fundamental limit under the same laser
beam width amounts P sat

0 ∼ 600 W. Furthermore, the laser power required
to maintain a certain emission rate increases significantly as the illumina-
tion volume increases. Below, we discuss alternative optical engineering
approaches to improve the total photon detection rate.

Existing approaches to higher β include using a trapezoidal-cut dia-
mond chip and a parabolic concentrator to enhance collection efficiency [67]
(β ≈ 60-65% in theory), positioning detectors close to the diamond sur-
faces [68, 69](β ≈ 40-50% in measurement) and fabricating light-guiding
nano-structures on the diamond surface [70–73]. In particular, Kim et al [74].
recently employed an on-chip photodiode to enable a CMOS-integrated
solid-state quantum sensor. A primary approach to a higher NFRF without
increasing laser power is to extend the laser path length via internal reflec-
tion [48], where the laser beam is circulated multiple times using surface-
coated metals. In practice, it may be problematic for certain applications to
incorporate such experimental complexity associated with the approaches
mentioned above [75]. Nevertheless, we expect that the techniques reviewed
here can be introduced to next-generation solidstate quantum sensors to
achieve β ∼ 50% and a nearly twofold enhancement in NFRF . Further-
more, one can gain another factor of two by suppressing the residual laser
noise, which occupies almost half of the remaining noise. With these im-
provements, the sensitivity must reach η ∼ 20pT ·Hz−1/2. When divided by
the illumination volume VL = 0.19mm3, the volume-normalized sensitivity
is ηV = η

√
VL ∼ 9pT ·Hz−1/2 ·mm3/2.

Sensitivity improvement - Ramsey and quantum-assisted proto-
cols

The Ramsey protocol can further improve the magnetic field sensitivity,
because the pulsed readout scheme generally provides higher contrast and
avoids the effect from the laser and microwave power broadening of the
linewidth. Below, we discuss to what extent the sensitivity is improved
by pulsed techniques for our solid-state quantum sensor. A typical Ram-
sey scheme for an ensemble of NV centres with initialization time tI , free
precession time t, and readout time tR has a shot-noise-limited sensitivity
of

η =
~

geµB

1

nσ
√
Nt

1

e−(t/T ∗
2 )

√
1 +

1

C2
Rβηγ

√
tI + t+ tR

t
(3.8)
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where nσ is the difference in spin quantum number between the two inter-
ferometry states, CR is the Ramsey signal contrast, defined as the difference
divided by the sum of the collected fluorescence at the maximum and min-
imum of the Ramsey fringe, and nγ is the number of photons emitted per
Ramsey sequence. The free precession time yields an optimum sensitivity for
T ∗
2 /2 ≤ t ≤ T ∗

2 , depending on the value of overhead time tI+tR. If we assume
a double-quantum measurement (nσ = 2), N = NF /4 = 2.2×1013, a reduced
coherence time of T2 ∼ 200 ns due to a twice larger sensitivity of the double-
quantum scheme to the environmental noise, CF ∼ 5%, β = 50%, nγ = 0.01
photon, and typical values of tI = 1µs and tR = 300 ns , the expected
sensitivity reaches 1.9pT ·Hz−1/2, yielding a volumenormalized sensitivity
of ∼ 0.8pT ·Hz−1/2 ·mm3/2. Indeed, Hart et al [76]. recently demonstrated
1.1p ·Hz−1/2 ·mm3/2 sensitivity by employing a modified double-quantum
technique called double-quantum 4-Ramsey, which cancels microwave pulse
errors as common-mode noise and enhances the homogeneity of the sensi-
tivity over a large volume. As an alternative solution, Zhang et al [77].
demonstrated 0.9 − 2.1pT ·Hz−1/2 ·mm3/2 sensitivity by combining pulsed
microwaves and a weak continuous laser. An additional advantage of the
pulsed scheme will be facilitated in combination with other quantum tech-
niques for improving T ∗

2 , CR, and nγ . Employing the NV-diamond sam-
ple used in this study, we expect a 15-fold improvement in T ∗

2 by decou-
pling the surrounding spin impurities (primarily P1 spins). Techniques such
as preferential NV orientation, nuclear-spin-assisted readout, and charge-
stateconversion can enhance CR and nγ , leading to a 6-fold improvement
in the readout fidelity. These schemes combined with the above-mentioned
techniques will lead to a magnetic field sensitivity of 50fT ·Hz−1/2, yielding
a volume-normalized sensitivity of 22fT ·Hz−1/2 ·mm3/2.

3.2.7 Standoff distance and sensor scale

Diagram for scale of standoff distance using diamond/ optically
pumped magnetometers (OPM) sensors

The standoff distance between the sensor and heart and the sensor volume
is crucial for spatial resolution. To show the standoff distance and sensing
volume of diamond and OPM sensors, a side view of experimental setups
is shown in Figure. 3.20. For diamond NV centres, the standoff distance
and sensor area are ∼ 6-8 mm and ∼ 3× 0.35mm2, respectively. For OPM
sensors, the standoff distance and sensor area are ∼ 14 mm and ∼ 3×3mm2,
respectively. The size of the rat heart is typically ∼ 11-12mm.
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3.3 Results

3.3.1 Custom-built NV-MCG system and its magnetic sens-
ing performance

Our experimental setup is a custom-built magnetic field sensing system (Fig-
ure. 3.8a and Figures. 3.1-3.3). The rat specimens used in this study were
10-11-week-old males, anaesthetised, thoracotomized, and maintained for 5
h using an artificial respirator (Figures. 3.4 and 3.5). The heart was lifted
using nylon thread for further exposure outside the body. This vivisection
and heart-lifting allowed the sensor to be placed a millimetre away from the
heart surface. However, it is noted that these invasive procedures could alter
the path of return currents as the heart was not in contact with surrounding
tissues. The core of our sensor consisted of a single-crystal diamond chip con-
taining high-density (∼ 8×1016cm−3) electronic spins associated with nega-
tively charged NV centres oriented in the z-direction of the laboratory frame.
The ground-state energies of the NV centre ms = ±1, which depend on an
external magnetic field, were interrogated with a green laser and microwaves
at room temperature (Figure. 3.8b). An ensemble of ∼ 1.5 × 1013 of these
NV centres in a laser illumination volume of 0.19mm3 was used to detect
the z-component of the magnetic fields generated by electric currents flowing
through each rat’s heart (with a thickness of 11 mm) placed directly under
the sensor with 0.6-2.0 mm proximity relative to the heart surface (Figure.
3.8c). As explained in Figure.3.8d, the time-varying cardiac magnetic field
Bz (t) was converted to a change in fluorescence from the NV centres using
the frequency-modulated optically detected magnetic resonance (ODMR)
scheme [20, 53, 59] (see also Figure. 3.6). As a benchmark, we first evalu-
ated the magnetic field sensitivity, stability, temporal resolution, and field
dynamic range of our sensor in the absence of a rat. Figure 3.8e presents a
measured magnetic field sensitivity ηm = 140pTHz−1/2 across the rat’s car-
diac signal bandwidth of 200 Hz, determined from the sensor’s noise floor
obtained by the Fourier transform of the raw timedomain data. This mag-
netic field sensitivity, seven times above the shot noise ηγ = 19pTHz−1/2,
was achieved using three well-established noise suppression techniques: low-
frequency electronic noise avoidance by lock-in upconverting [20,53,59] at a
typical modulation frequency of fmod = 17-25 kHz, laser fluctuation cancel-
lation by subtracting a pick-off laser beam signal from the red fluorescence
signal [20,53,59], and temperature drift compensation by monitoring double
resonance peaks corresponding to the ms = 0 ↔ ±1 transitions simultane-
ously [48,78]. This level of sensitivity was maintained stably over 3 h using
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Figure 3.8: Magnetocardiography based on a solid-state quantum sensor. a
Schematic of the rat magnetocardiography (MCG) setup. A living
rat’s heart remains approximately one millimetre below a diamond
chip containing an ensemble of nitrogen-vacancy (NV) centres. The
rat is scanned automatically along the XYaxes for magnetic field map-
ping and manually along the Z-axis for height adjustment. An elec-
trocardiography (ECG) signal is monitored through ECG profilers
concurrently with the MCG. The NV centres are excited by a 2.0 W
green laser light. This excitation entails spin-state-dependent fluores-
cence collected by an aspheric condenser lens. b NV centre energy
level diagram. The mS = ±1 ground states are split by a bias mag-
netic field and mixed by microwaves resonant with the NV transition
frequencies. Each of the ground states are further split by hyperfine
interactions with the host 14N nuclear spin. c Enlarged view of the
heart and diamond. Electric currents flowing through the heart gen-
erate a circulating field (blue arrows). The NV centres (red arrows)
along the [111] orientation are sensitive to the Z-component of the
magnetic field. d Magnetometry principle. The time-varying cardiac
magnetic field (blue), which shifts the NV transition frequency, is
converted to a change in the lock-in-demodulated fluorescence signal
(red). Five peaks are observed in the lock-in optically detected mag-
netic resonance (ODMR) spectrum because three hyperfine transition
frequencies are excited with three-tone microwaves. e Magnetic field
sensitivity across the rat’s heart signal frequency band of DC∼ 200Hz.
The black dashed line indicates 140pTHz−1/2.
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a microwave feedback system, which compensated for the long-term reso-
nance frequency drift caused by environmental magnetic and thermal noise.
Within this total measurement time, Allan deviation consistently dropped
up to 500 s, which was long enough to cover any single point measurement
conducted in this work. The temporal resolution, estimated to be ∆t = 0.34
ms from the 10-90% rise time with a roll-off of 24 dB/octave and a lock-in
time constant of τLIA = 50µs, was fast enough to capture the signal profile.
With a full-width-half-maximum ODMR linewidth of 2.1 MHz and a lock-in
deviation frequency of fdev = 360-400 kHz, the approximate magnetic field
dynamic range, with a less than 3% loss in sensitivity, was estimated to be
±2.5µT, comfortably above the typical magneto-cardiac signal of nanoteslas.
Therefore, our NV sensor offered sufficiently high performance for detecting
the rat’s cardiac magnetic fields at a short standoff distance (∼ 6-7mm) (see
3.2.4 and Figures. 3.9 and 3.7).

For a longer distance, however, an OPM was used complementarily be-
cause the NV sensor could not detect the signal (~picoteslas) with a good
signal-to-noise ratio (SNR).

3.3.2 Demonstration of cardiac magnetic field sensing

Next, we performed MCG measurements concurrently with ECG signal de-
tection. The obtained MCG signal was assessed from the following five
viewpoints. First, as presented in Figure. 3.10a, the MCG signal and cor-
responding ECG data of rat A exhibited the same periods of the cardiac
pulse cycle, manifesting that the magnetic signals originated from the rat’s
cardiac activities. Second, the MCG signals of two additional rats (labelled
B&C) were acquired, supporting the result’s reproducibility among rats A-C
(Figure. 3.10a-c). Third, our MCG signal presented a similar profile to what
was obtained from rat D with an OPM (Figure. 3.10d), fulfilling inferential
reproducibility between the two different methodologies. The Fourier trans-
form of the signals (Figure. 3.11) also show a similar frequency spectrum.
Fourth, both the NV and OPM data were explained by the same current
dipole model (see Methods) with the standoff distance from the centre of the
heart to the sensor as a predictor variable (Figure. 3.10e). This agreement
encourages that these two types of sensors can also be used complementar-
ily for extending the measurement space coverage. Fifth, the SNR, defined
as the mean signal peak amplitude ratio to the root mean square noise, is
scaled as the square root of the number of averages, indicating that the
obtained MCG signal was a consequence of averaging over consistent repet-
itive peaks of similar temporal profile (Figure. 3.10f). We also excluded
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Figure 3.9: Sensitivity and stability analysis. a, Typical raw unfiltered timedo-
main magnetic signal (ms = 0 ↔ 1 transition). Low frequency and
power line hum noise (50 Hz and its higher harmonics) ranging be-
tween -50 and +50 nT are dominant. b, Noise spectrum of magneti-
cally sensitive configuration (blue), magnetically insensitive configu-
ration (grey), electronics noise measured without the presence of laser
and microwaves (light grey), and shot-noise (black dashed line). The
spectrum decreases above 1 kHz due to the filtering of the lock-in
amplifier. c, Typical microwave feedback voltage sent into signal gen-
erators for ms = 0 ↔ −1 (amber; upper panel) and Wx = 0 ↔ +1
(green; lower panel) transitions. d, Allan deviation of the measured
magnetic field as a function of averaging time
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Figure 3.10: Time-domain cardiac magnetic field signal. a-d Typical time-domain
magneto-cardiac signal from rats A, B, C, and D, detected with
the solid-state quantum sensor (rats A-C) and an optically pumped
magnetometer (OPM) (rat D). The insets show electrocardiography
(ECG) signals recorded simultaneously. The peaks correspond to the
R-wave, the repetition rate of which matches that of ECG. e Depen-
dence of the cardiac magnetic field strength at the R-wave peak on
the standoff distance d from the heart centre to the sensor. The
vertical error bars reflect an indeterminacy of the sensor position in
the XY direction relative to the point of the maximal magnetic field.
The horizontal error bars represent the systematic error due to an
inaccuracy in measuring the standoff distance. The grey dashed line
is the magnetic field calculated from a multiple-current-dipole model
with a total dipole Q = (1.4 ± 0.2) × 103µAmm (fitted). The grey
shaded area also reflects an indeterminacy of the sensor position.
The pink shaded area represents the heart domain. f Dependence
of the measurement signal-to-noise ratio (SNR) on the number of
averages of the cardiac pulse Nave. Dashed lines show the fitted
model SNR ∝ N

1/2
ave . For the solid-state quantum sensor (rats A-

C), square-root dependence is observed. By contrast, for the OPM,
the SNR saturates at ∼ 40, possibly due to the residual environmen-
tal magnetic field that cannot be removed by the magnetic shield.
Error bars are calculated from the signal, measurement noise, and
the number of averages.
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Figure 3.11: Comparison of Magnetocardiography (MCG) and Electrocardio-
gram (ECG) signals in the frequency domain. a-d, Absolute value of
the Fourier transform of the 2-s time domain MCG and ECG data
for rat A-D. The observed fundamental frequency is rat A: 7.8 Hz,
rat B: 5.9 Hz, rat C: 6.0 Hz, and rat D: 5.5 Hz.
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the possibility that some spurious noise sources synchronised with the rat’s
cardiac activity contaminated the magnetometry signal via additional laser
light, pressure, temperature, microwaves, or magnetic field on the diamond.
One such possible source was the rat heart’s physical vibration. We fre-
quently verified that the rat’s body did not contact the diamond sample
holder using a camera and our eyes during the experiments. The vibration
might have also travelled through the rat’s translation stage, breadboard, di-
amond holder, and air. According to our estimation, however, the amplitude
of such vibrations was negligibly small. Besides, its natural frequency could
change due to a mismatch of Young’s modulus of various materials through
such a channel. The vibration of dielectric media could also couple to the
microwave antenna and change its transmission at a particular frequency.
This effect could introduce 4% contamination according to our numerical
simulation of microwave emission based on a finite element method (See
3.2.5). Another source was the reflected light from the rat’s heart returning
to the diamond, generating additional fluorescence. Because a copper tape
attached to the backside of the polycrystalline diamond coverslip blocked
the laser light, almost no power reached the rat’s heart. Even if all reflected
light had returned to the diamond, it would have added a spurious signal of
a few orders of magnitude below the sensitivity limit. The other source was
the transmission of the heat of the heart to the diamond through air convec-
tion. Our numerical simulation using Autodesk CFD showed that the 40 °C
heart moving back and forth at 6 Hz changed the diamond temperature by
no more than 500 �K. Furthermore, this effect was removed by the double
resonance detection scheme. From these considerations, we concluded that
the acquired signal was the rat’s cardiac magnetic field.

3.3.3 Two-dimensional imaging of cardiac magnetic field at
the millimetre-scale

As shown in Figuress. 3.12 and 3.13, the solid-state quantum sensor has the
ability to perform cardiac magnetic field mapping, revealing intra-cardiac
current dynamics. In the following measurements, the diamond was fixed to
the laboratory frame, while rat E was scanned horizontally in two dimensions
with respect to the diamond across 11 × 11 pixels with a step size of 1.5
mm, covering most of the heart within a field of view of 15mm × 15mm.
An optical image of the heart in this field of view is shown in Fig. 3a.
The measured standoff distance between the sensor and heart centre was
dNV = 7.5 ± 0.5mm. Under appropriate imaging conditions, the magnetic
field patterns produced by the rat could be measured within 40 s per pixel
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Figure 3.12: Millimetre-scale cardiac magnetic field mapping. a Optical image
of the rat’s heart. b, c Measured magnetic field map at the tim-
ing of the R-wave peak obtained with the nitrogen-vacancy (NV)
centres for dNV = 7.5± 0.5mm and with the optically pumped mag-
netometer (OPM) for dOPM = 14 ± 2mm, respectively. The field
of view is the same as that of the optical image, with an accuracy
of better than 2 mm. The superimposed grey solid line shows the
contour of the rat’s heart traced from the magnetic resonance imag-
ing (MRI) (d). d Magnetic resonance image of the rat’s heart, the
orientation of which is adjusted to the optical image. The Purkinje
fibre bundle is located in the inner ventricular walls between the
left and right ventricular. e, f Fitted magnetic field map using the
multiplecurrent-dipole model, superimposed on the contour of the
internal structure of the rat’s heart (grey dashed line) revealed by
MRI (d). The black arrows represent the location, direction, and rel-
ative magnitude of the central dipole. The black dash-dotted circle
depicts the localisation precision of the central dipole. The current
dipoles are estimated such that the mean squared error between the
measured and simulated magnetic fields is minimal.
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Figure 3.13: Estimation of the spatiotemporal dynamics of the cardiac current.
a Measured field map at the R-wave peak, superimposed on the
contour of the structure of the rat’s heart revealed by optical imag-
ing and magnetic resonance imaging (MRI). The black solid line
is a linecut connecting the centres of the observed positive and
negative magnetic field peaks. b Vector plots of the electric cur-
rent density calculated using bfieldtools with a standoff distance of
dNV
Q = 8.1± 0.7mathrmmm. As a guide for an eye, the MRI image

is superimposed in greyscale. c Normal component of the electric
current density vector with respect to the linecut. The green shaded
region shows the uncertainty of the current density estimated from
the uncertainty of the standoff distance (one standard deviation) ob-
tained in the dipole fitting. d-f Measured field map (d), estimated
electric current density (e), and electric current density across the
linecut (f) evaluated at 20 ms after the R-wave peak.
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plus 40-min preparation time with minimal tissue optical and microwave
radiation exposure, such that no visible damage was observed after magnetic
imaging and ECG recording for ~2 h. The 40-s raw data included ~220 peaks
with an expected SNR of ~8 (2.4 nT signals) after averaging. The obtained
averaged data at each pixel were sliced at various timings, and corresponding
magnetic images were constructed. In particular, the magnetic image at
the R-wave peak presented a dipolar pattern with a pole-to-pole spacing
of ∆NV = 9.7 ± 0.6mm (Figure. 3.12b). This spreading was smaller than
that obtained from rat D with an OPM at a measured standoff distance of
dOPM = 14± 2mm (Figure. 3.12c).

3.3.4 Estimation of internal current dipoles as the magnetic
field source

To further characterise the properties of the source electric current, we fitted
each of the two measured magnetic field patterns to a magnetic field pattern
simulated with a multiplecurrent-dipole model. The obtained total dipole
moment for the NV data, QNV = (1.3 ± 0.5) × 103µAmm, overall agreed
with that obtained with the OPM, QOPM = (1.0 ± 0.4) × 103µAmm. By
correlating with magnetic resonance imaging (MRI) (Figure. 3.12d), we
also found that the central current dipole, which is the geometric centre of
the current flow in the heart, was located within the left ventricle near the
Purkinje fibre bundle (Figure. 3.12e, f). In this measurement configuration,
the resolution of the dipole moment ∆rQ, defined in the dipole space as the
minimum separation between two current dipoles that are distinguishable
through magnetic imaging measurements, was 5.1 mm for the NV and 15
mm for the OPM, manifesting the intra-cardiac scale resolving power of the
solid-state quantum sensor.

3.3.5 Spatiotemporal dynamics of the cardiac current

We highlight that our magnetic field imaging results can be used to deter-
mine the time-varying source electric current density distribution J(r) on a
two-dimensional plane, which can reveal spatiotemporal information about
cardiac electrodynamics. The current density was calculated using bfield-
tools [60, 61], a software package that employs a stream-function method
to rapidly reconstruct the magnetic potential parameters via nonlinear op-
timisation. For simplicity, the current was approximated to flow within a
flat two-dimensional plane with a standoff distance dNV

Q = 8.1 ± 0.7mm,
as determined by the current dipole fitting. For spatial information, Fig-
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ure. 3.13a, b presents the measured magnetic field pattern and estimated
current density distribution sliced at the R-wave peak, revealing a current
stretched in the left ventricle near the Purkinje fibre. The total current flow-
ing through the heart, calculated by integrating the density across a linecut
between the magnetic poles, was INV

J = (2.0± 0.3)× 102µA (Figure. 3.13c).
For temporal information, Figure. 3.13d–f presents the measured magnetic
field pattern, calculated current density distribution, and current density
across the linecut, evaluated at 20 ms after the R-wave peak. As expected,
almost no signal was present, resulting in a total current of INV

J = 13±3µA.
This result suggests that this current density estimation method can de-
termine the distribution of current at various timings of the electric signal
propagation.

3.4 Discussion

Our demonstration using NV centres does not deny the possibility of other
laboratory sensors, including OPMs and TMRs, because their standoff dis-
tance can also be as small as millimetres while maintaining high enough sen-
sitivity and temporal resolution. In contrast, SQUIDs typically operate with
sample-to-sensor separations greater than ten millimetres due to cryogenic
operating temperature requirements and extended sensor dimensions. As
an alternative invasive approach, electric probe arrays provide higher SNR.
However, they require additional information, such as personalised rat body
models and the uncertainty of the tissue conductivity [79–81], for estimating
the internal current dipoles. The millimetre-scale MCG technique reported
here is an essential step toward developing a tool for studying various car-
diac diseases. As an initial step towards this goal, our sensor combined with
the two current models will allow more precise observation of the origin and
progression of cardiac imperfections, such as spiral re-entry and abnormal
automaticity involved in the pathogenesis of tachyarrhythmias [82, 83], by
using small mammalian model animals. A limitation of our approach is
that the thoracotomy procedure can alter the current dissipation channel
from the heart surface to the other body tissues. However, the influence
of the limitation is relatively less because the electric conductivities of the
bone and lung are very low compared with that of the heart tissues [84].
For further clinical research where the alternation of the current dissipation
channel is important, the influence originating from the current dissipation
can be compensated by using a numerical calculation based on the finite ele-
ment method [85]. The invasive MCG technique we propose has a significant
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value of contactless measurement for atrial fibrillation, as explained for the
following reasons. Although the wearable/flexible ECG using contact elec-
trode arrays can detect the cardiac electric signal with a millimetre-scale
resolution [86], the signal is possibly influenced by the tissue’s nonunifor-
mity in the heart, and contact failure might occur due to the heartbeat. In
contrast, the MCG, based on the contactless observation of the cardiac mag-
netic signal, does not suffer from such effects. A contactless optical mapping
technique can also demonstrate cardiac electrophysiology with a millimetre-
scale resolution [87, 88]. However, this technique employs the fluorescence
dye that generates toxicity to cells and tissues [89]. Our MCG technique pro-
vides a contactless method without toxicity to investigate the mechanism of
atrial fibrillation for the heart on millimetre-scale spatial resolution. Over-
all, the invasive MCG with millimetre-scale mapping we propose has the
potential ability to reveal the mechanism of atrial fibrillation [90,91], which
is the benefit of our approach because the surgical treatment is performed
under the thoracotomy procedure to treat atrial fibrillation. The appli-
cability of our sensor can be extended further from MCG to various other
biological current-driven phenomena via the following step-by-step technical
improvements in magnetic field sensitivity (see 3.2.6). First, the sensitivity
of our sensor approaches ∼ 20pTHz−1/2 through optical engineering, which
provides a severalfold improvement in the laser absorption rate and fluo-
rescence collection efficiency. Successful approaches include multiple total
internal reflections of the excitation laser beam [48] and fluorescence col-
lection through a trapezoidal-cut diamond chip combined with a parabolic
concentrator lens [67] or with directly attached photodiodes [68, 74]. Sec-
ond, ∼ 1pTHz−1/2 can be achieved via the incorporation of the pulsed NV
control scheme. Promising approaches recently demonstrated include the
double quantum 4-Ramsey protocol [76] and continuously excited Ramsey
protocol [77]. Third, introducing additional quantum manipulation tech-
niques such as magnetic impurity decoupling techniques [92] for extending
the NV coherence time and quantum-assisted readout schemes [93, 94] for
enhancing the NV spin-state readout fidelity would yield a subpicotesla sen-
sitivity. This sensitivity might enable the detection of action potential prop-
agation in muscle fibres, cerebral tissues, and the spinal cord. Finally, we
also envision that our solid-state quantum sensor will add tremendous value
to medicine and healthcare once the three-dimensional reconstruction of
source currents at the millimetre-scale becomes available by fully exploiting
the following other unique advantages of NV magnetometry. Parallelisation
with CCD/CMOS camera-based detection [24,95] in place of photodetector-
based detection will reduce the time of scanning the sensor. Full vectori-
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sation of magnetic sensing by encoding all four crystallographic classes of
NV centres into separate lock-in modulation bands [53] will improve the
SNR and facilitate the consistency check on the current reconstruction re-
sults [96]. In addition, miniaturisation and integration via on-chip fabri-
cation [74] may allow the NV sensor to be installed on a catheter and an
endoscope. This next-generation diamond sensor with these unique features
and broad modalities, combined with sub-picotesla sensitivity and ambient
operating conditions, would enable rapid localisation of the cause of acute
cardiac fibrillation.

3.4.1 Limitation of CW-ODMR method

To improve the sensitivity of the CW-ODMR method from the shot noise
sensitivity Equation 3.5, the linewidth ∆f should be narrower, the contrast
C should be higher, the number of NV center NF should be increased,
and the emission rate RF should be higher (stronger excitation light). The
contrast and linewidth in the shot noise sensitivity equation of the CW-
ODMR method are affected by the excitation optical intensity and Rabi
frequency (microwave intensity). According to Dréau [47], the contrast C
and linewidth ∆f are as follows
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where s = Popt/Psat is the saturation parameter, Popt is the excitation power
and Psat is the saturation excitation power, and Γ∞

p is the polarization rate
at saturation excitation power. Γ∞

c is the optical cycle rate at saturation
excitation power. Θ is the ESR contrast of the time-resolved PL response
integrated over time. ΩR is the Rabi frequency. From Equations 3.9 and
3.10, we can increase the contrast C by increasing the Rabi frequency ΩR

and decreasing the saturation parameter s (excitation optical intensity). On
the other hand, to make the linewidth ∆f narrower, the saturation param-
eter s (excitation optical intensity) should be lower and the Rabi frequency
ΩR should be lower. Thus, it is impossible to achieve both high contrast
C and narrow linewidth ∆f , and there is a parameter for which shot noise
sensitivity is optimal. Linewidth also becomes thicker with higher NV den-
sity, so to gain sensitivity in CW-ODMR, the volume should be increased at
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the optimal saturation parameter and Rabi frequency. However, increasing
the volume makes it difficult to make the Rabi frequency uniform, and other
problems arise. Therefore, the sensitivity of magnetic sensors using NV cen-
ters has not been updated since 2016, when 15pT/

√
Hz was achieved [20].

To overcome this situation, the Ramsey method, in which optical excitation
and microwave irradiation are separated in time, is beginning to attempt to
solve the above problem.

3.5 CW ODMR method antenna
This section reports the development of a printed circuit board-based loop-
gap microwave resonator, used to excite ∼ mm3 of diamond, allowing for
high sensitivity. This design has potential to biomagnetic field measure-
ment, despite being constructed using a commonly accessible printed cir-
cuit board fabrication process. The results of this CW ODMR antenna are
summarised from the following article. Loop-gap microwave resonator for
millimetre-scale diamond quantum sensors. Materials Today Communica-
tions 31(455):103488

3.5.1 Introduction

To achieve high sensitivity of the diamond quantum sensors, it is necessary
to excite a volume of 1 mm3 using light and microwaves and to collect
fluorescence efficiently from NV centers [77, 97]. It has been proposed to
increase the optical path length by several hundred times by injecting the
excitation light into the side of the diamond so that total reflection occurs
in the diamond in order to use a large number of NV centers [48]. The
fluorescence collection efficiency is also less than 10% because of the high
refractive index of diamond (2.42), which traps the fluorescence of the NV
center inside the diamond. It has been reported that a fluorescence col-
lection efficiency of 65% was achieved by contacting the diamond surface
with a compound parabolic concentrator (CPC) [67]. The commonly used
microwave resonators for driving NV centers are shorted coaxial loops [53],
microstrip waveguides [98] and coplanar waveguides [99]. These can drive
NV centers at arbitrary frequencies, but the volume of the NV center to
be driven and the strength of the microwave field are not compatible. On
the other hand, planar lumped element resonators, such as split ring res-
onators [97], omega loop resonators [100], and patch antennas [98], can drive
NV centers in a large area. For example, the double split-ring resonator of
Bayat et al. has a MW field strength of 5.6 G at 27 dBm input microwave
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power and a root-mean-square inhomogeneity of 4.4% over a 1 mm2 re-
gion [97]. Stürner et al. have achieved a sensitivity of 344pT/

√
Hz using this

double-split ring resonator [101]. However, the magnetic field uniformity of
these planar structures deteriorates away from the plane. To overcome these
shortcomings, metal cavity resonators [102], dielectric resonators [103, 104],
and three-dimensional lumped element resonators [105, 106] have been pro-
posed. These resonators have enabled the uniformity of the microwave field
over a large volume. Zhang et al. have achieved a sensitivity of 17pT/

√
Hz

using an open dielectric resonator [77]. We utilized a loop-gap resonator
that is used in electron spin resonance systems [107]. However, a conven-
tional loop-gap resonator is made by processing metal into a loop shape and
cutting a narrow slit in its longitudinal direction, therefore it is difficult to
process and adjust the resonance frequency. A stacked loop gap resonator
with electrodes on dielectric in a metal cavity has also been proposed [108].
In this study, we propose a printed circuit board open loop-gap microwave
resonator to improve the spatial uniformity of the microwave field to the
millimeter volume of diamond. Moreover, our resonator can incorporate
efficient optical excitation and collection, and heat dissipation.

3.5.2 Sensor system and design of the microwave resonator

Figure 3.14 shows the fabricated diamond quantum sensor. The resonator
and exciter are fixed to the aluminum base, and the CPC is bonded to
the diamond surface to efficiently collect the fluorescence of NV centers as
shown in Figure. 3.14(a). The diamond is mounted to the aluminum base
via a heat-dissipating material in the hole of the resonator and excite. The
aluminum base also serves as the ground for the exciter. Excitation light is
passed through the hole in the side of the resonator to optically excite the
side of the diamond. A photograph of the resonator and exciter is shown
in Figure 3.14(b). Details of the resonator and exciter are shown in Figures
3.14(c) and 3.14(d). The loop-gap microwave resonator surrounding the
diamond was composed of four layers of loops connected by vias, except for
the part where the laser passes through. The exciter consisted of a loop
of similar material and size as the resonator. The characteristic impedance
of the feed line of the loop coil was designed to be 50Ω. One end of the
exciter was terminated at 50Ω to eliminate reflected waves. The structure
of the exciter is a two-layer board. The front layer is the feed line and the
back layer is the ground plane. The ground of the terminating resistor on
the front layer is connected to the ground plane on the back layer and the
aluminum base via a screw. Since the thickness of the spacer is 0.2 mm,
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Figure 3.14: The loop-gap microwave resonator and optical system of the dia-
mond quantum sensor (a) Schematic of the quantum sensor includ-
ing the microwave resonator, exciter, CPC, diamond, heat spreader,
and aluminum base. (b) The loop-gap microwave resonator, spacer,
and exciter are fixed to the aluminum base. A 50Ω terminator is
placed inside the red solid line. (c) Diagram of the loop-gap mi-
crowave resonator. The squares in the wiring indicate the locations
of the vias. (d) Diagram of the exciter. The bottom of the feed line
is terminated with a 50 Ω resistor. (e) 3D view of the wiring of the
resonator and exciter conductors. The blue area is where the laser
passes through.
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the distance between the wires of exciter and resonator is only 0.2 mm, thus
they are electrically and inductively coupled. The 3D view of the resonator
and exciter is shown in Figure 3.14(e). Multi-layered loop conductors in the
printed circuit board are connected by vias to enclose the entire diamond
so that it functions as a loop-gap microwave resonator. The vias in the
resonator loop conductors are placed at equal intervals, except where there
are holes used for diamond optical excitation. The heat generated by the
diamond due to the optical excitation is dissipated to the aluminum base
through a heat spreader. Spacers between the resonator and exciter are
used to adjust the inductive coupling between them. The direction of the
microwave magnetic field is perpendicular to the surface of the loop-gap
microwave resonator. The magnetic field sensitivity of the sensor at this
time is determined by the shot noise limited sensitivity and is expressed by
the following equation [47]:

η = α
h

geµB

∆f

C
√
βRFNF

(3.11)

Here, alpha is the shape factor (α = 4/3
√
3 for the Lorentzian case), h

is Planck’s constant, ge is the g factor, µB is the Bohr magneton, ∆f is
the line width, and C is the measurement contrast. Furthermore, β is the
fluorescence collection efficiency, RF is the NV center excitation rate, and
NF is the number of exciting NV centers. To improve the sensitivity, the
line width ∆f should be narrowed and increase fluorescence collection ef-
ficiency and the number of NV centers. Since there is a trade-off between
NV density and linewidth, increasing the volume is effective to improve the
sensitivity. The sensitivity can be improved by increasing the number of
NVs that can function as sensors by generating a microwave field in a large
volume. A typical loop-gap resonator can be considered as an LC resonator
as long as the resonator size is small (∼ 1/6λ) compared to the microwave
wavelength λ. At frequencies close to the resonant frequency, a microwave
field is generated uniformly in the loop inside the resonator. In a cylindrical
loop-gap resonator of thickness w, radius r0, depth l, and gap width t, the
inductance L created by the loop is

L = µ0
πr20
l

(3.12)

Cgap is the capacitance created by the gap, expressed as follows:

Cgap = εrε0
wl

t
(3.13)
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where ε0 is the electric constant of the vacuum, εr is the relative permittivity,
and µ0 is the magnetic constant. The resonant frequency f0 of the loop-gap
resonator is expressed as follows [109]:

f0 ≈
1

2π
√
LCgap

(3.14)

In this study, the loop aperture of the loop-gap microwave resonator was
set to r0 = 6mm for a commercially available diamond up to 5 mm square.
As long as we used an ordinary FR4 printed circuit board as the substrate
material, the resonator size would exceed 1/6λ of the microwave wavelength
because of the shortening effect of wavelength caused by the relative permit-
tivity of the FR4 substrate. Instead of FR4, Fluoroplastic (Nippon Pillar
Packing Co., Ltd. NPC-F260A-0.2) was used as the substrate material.
The resonator was manufactured by Nippon Pillar Packing Co., Ltd. The
inductance and capacitance of the cylindrical loop-gap microwave resonator
with w = 1mm and l = 3.57mm were calculated to be L = 40nH and
Cgap = 0.11pF, respectively, and the resonant frequency was f0 = 2.4GHz.
Since the resonant frequency is increased by the aluminum base for heat
dissipation, the shape of the resonator was designed to have a resonant fre-
quency close to 2.87 GHz using 3D Planar Electromagnetic software (Son-
net) based on the value of w and l above. The thickness of the copper foil
of the resonator was 35µm, the thickness of the substrate was 155µm, the
area through which the laser pass was 3.12mm, the thickness of the film was
50µm, and the thickness of the solder resist was 20µm. The exciter had a
copper foil thickness of 35µm, a substrate thickness of 400µm, and a solder
resist thickness of 20µm. The spacer between the resonator and the exciter
was made of the same material as the substrate material and had a thickness
of 155µm.

3.5.3 Experimental results and discussion

A homoepitaxial diamond (100) film was grown on high-pressure/high-temperature
(HPHT) grown type-Ib crystals with a top (001) surface of 3.5mm×3.5mm
by microwave plasma chemical vapor deposition (MPCVD). The methane
and oxygen concentration to the total gas flow were 10%, 2%, respectively.
Nitrogen concentration (N/C) was 1000 ppm in gas phase during growth.
The substrate temperature, growth duration, and thickness of diamond film
are, 1050±50 ◦C, 171 h and 500µm, respectively. The nitrogen concentration
was expected to be 0.057 ppm. Details of MPCVD growth conditions can
be found elsewhere [110]. After the diamond growth, 2MeV electron beam
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Figure 3.15: (a) Optical setup for CW-ODMR measurements. (b) Optical setup
for Rabi measurement.

irradiation was applied with the total fluence of 1 × 1018 e · cm−2 to create
vacancies in the diamond, being followed by vacuum annealing at 1000 ◦C
for 2 h to form NV center in the diamond crystal. After the electron beam
irradiation process, CVD layer was removed the HPHT substrate to make
a freestanding CVD (100) plate with a dimension of 3mm× 3mm× 0.4mm
by laser cutting. All 100 crystal planes of the freestanding plate were mirror
polished. We used two different optical setups for DW-ODMR and Rabi
measurements. Figure 3.15(a) shows an optical setup for CW-ODMR mea-
surement. The laser is focused by a lens1 and incident on the side of the
diamond in the cavity for optical excitation. The fluorescence from the
diamond is collected by the CPC and focused on the PD by a lens2 af-
ter a long-pass filter(LPF). Figure 3.15(b) shows Rabi measurement optical
setup. The laser is focused with a lens1 and incident on the diamond sur-
face in the resonator for optical excitation an area of 30um diameter. Rabi
measurements are performed at multiple points in the resonator by moving
the XY stage. The fluorescence from the diamond is collected by a lens2
and focused on the PD by a lens after a dichroic mirror (DM) and a long-
pass filter (LPF). The loop-gap microwave resonator was evaluated for reso-
nant frequency, CW-ODMR measurement, and microwave field uniformity.
The resonant frequency was measured using a network analyzer (Keysight
E5080A). The S-parameter transmission coefficient, S21, was measured us-
ing an exciter with a two-port geometry. We confirmed through CW-ODMR
measurements that the NV centers could be driven by microwaves using our
loop-gap resonator. As shown in Figure 3.15(a) the diamond sample was
placed in the center of the resonator and optically excited by laser irra-
diation from the side of the diamond through the hole. The diameter of
the laser was 30µm, and the NV center was optically excited over a 3mm
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length in the width direction of the diamond sample. The laser incident into
diamond simply punched through the diamond. The diamond surface was
bonded with a CPC (Edmund Optics CPC 25DEG2.5MM EXIT UNCTD)
with a laser power of 150mW. The PD current was 106µA. The CW-
ODMR was amplified by a transimpedance amplifier and measured using a
lock-in amplifier (NF LI5660). The modulation frequency, frequency devi-
ation, time constant, and low-pass filter were 30 kHz, 300 kHz, 100ms, and
−24 dB/oct, respectively. The Rabi measurement optical setup is shown
in Figure 3.15(b). The loop-gap microwave resonator and diamond were
moved by an XY stage, the excitation of the NV center and collection of
fluorescence were performed using a lens1 (Thorlabs AC254-030-AB-ML),
and an area of 30µm diameter was excited by a laser power of 10mW.
The obtained photodiode (Thorlabs SM1PD1A) current was amplified by a
transimpedance amplifier (FEMTO DHCPA-100) at 71 nA (gain 106V/A,
bandwidth 1.8MHz). The Rabi frequency becomes faster in proportion to
the strength of the microwave magnetic field; therefore, the uniformity of the
microwave magnetic field in the loop-gap microwave resonator was evaluated
by the distribution of the Rabi frequency. The diamond sample was placed
in the resonator with a crystal axis <100> parallel to the depth direction
of the resonator. A static earth field B0 was applied in the [100] direction
using a permanent magnet.

Figure 3.16 shows the S-parameter transmission coefficient S21 of the
loop-gap microwave resonator. The resonant frequency is 2.86GHz, which
is consistent with the simulation results. The Q-value of the resonator was 95
and the coupling coefficient β was 0.85. The bandwidth of the resonator was
56MHz. This Q is lower and bandwidth is wider compared to the reported
value [101]. The asymmetry in the S21 parameter is due to the increased
reflection before entering the resonator at the high frequency region. Three
resonators with different resonant frequencies were fabricated, and were per-
formed in a manner consistent with the simulation results. This result shows
that we can design a resonator with the desired resonant frequency using a
simulator.

Figure. 3.17(a) shows the ODMR waveform when optical excitation light
was punched through the diamond sample in the width direction, and the
hyperfine structure of 14N nuclear and electron spins can be clearly seen in
all resonances [20, 53, 111]. The S-parameter resonant frequency and CW-
ODMR spectra indicate that this system drives the NV centers near the
resonant frequency. The small fluctuations between the CW-ODMR spectral
peaks were mainly due to laser power fluctuations. As shown in Figure. 3.17,
the intensity of the ODMR spectra was large at the resonance frequency
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Figure 3.16: Loop-gap microwave resonator S21 parameter The resonant fre-
quency was measured with two ports, and a jig for the exciter was
made to allow for two-port measurements. The resonant frequency
f0 is 2.86GHz.

Figure 3.17: CW-ODMR and Rabi oscillation (a) A static magnetic field was ap-
plied to observe the ODMR spectra of the four NV centers. The hy-
perfine structure of the NV centers can be clearly seen. The NV cen-
ters are strongly driven near the resonant frequency of the resonator,
making the ODMR signal strongest at the resonant frequency. (b)
Rabi oscillation data near the center of the loop-gap microwave res-
onator. The applied MW frequency is 2.825GHz. The data were
fitted with damped cosine oscillation.
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and decreased away from the resonance frequency. This confirms that this
resonator is capable of driving NV centers. Fluctuations in the CW-ODMR
signal strength due to the frequency characteristics of the resonator have no
effect when measuring small magnetic fields because there is little frequency
fluctuation. The Rabi oscillation in the NV transition is shown in Figure.
3.17(b). The low Rabi contrast is due to the presence of a relatively large
number of NV0 in the sample. The laser incident power to the diamond in
the Rabi measurement was 8.3mW and the microwave incident power to the
resonator was 40W. The data were fitted with A exp (−t/τR) cos(2πfRt)+D
to determine the Rabi frequency. A is the amplitude, τR is the decay time
of the Rabi oscillation, and D is the offset. The microwave magnetic field B
and the Rabi oscillation frequency fR are expressed in the following equation
[112]:

fR =
geµBB sinβ√

2h
(3.15)

where β is the angle between the NV axis and the microwave magnetic field.
Because the angle between the microwave field in the <100> direction and
the NV center in the [100] crystal is cosβ = 1/

√
3, the microwave field can

be expressed as [113]

B =
√
3
hfR
geµB

(3.16)

The Rabi frequency measurement area was 25 points in a 5mm× 5mm
area, as shown in Figure. 3.18(a). The average Rabi frequency 0.87MHz
and the microwave magnetic field 0.53G were obtained at the 46 dBm in-
put microwave power. The Rabi frequency was slow compared to the value
expected from microwave input power because the applied microwave fre-
quency is 45MHz away from the resonance frequency. The intensity distri-
bution of the microwave field is shown in Figure. 3.18(b). The uniformity of
the magnetic field intensity was evaluated by the standard deviation σ and
peak-to-peak σpp. In the area of 25mm2, σ was within 0.15G, and in the vol-
ume of 1mm3, σpp is within 0.27G. The microwave field strength is weaker
than those reported in Stürner et al., where the diamond is locates just
above the resonator wires [101]. The microwave field strength of the loop-
gap microwave resonator was simulated using commercial 3D electromag-
netic field simulator software (Keysight EMPro). The simulations included
resonators, exciters, and diamonds. A space of 20mm × 40mm × 8.8mm
was analyzed using the finite element method with a tetrahedral adaptive
mesh. Absorbing boundary conditions were used as boundary conditions.
The simulation results shown in Figure. 3.18(c) indicates that, σ was within
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Figure 3.18: Microwave magnetic field uniformity of loop-gap microwave res-
onator (a) The microwave magnetic field was determined by measur-
ing the Rabi frequency while shifting the position of the 3mm×3mm
diamond containing NV centers (5mm × 5mm area at 1mm inter-
vals). (b) Measured microwave magnetic field at the point indicated
in (a). (c) Simulation results of the microwave magnetic field. The
magnetic field becomes stronger moving from the upper left to the
lower right. (d) Simulation results of microwave magnetic field vec-
tors in the XZ cross section shown in (a) with red dashed lines. The
solid line shows the outline of the resonator and the dashed line
shows the area where the diamond is placed. (e) Simulation results
of microwave magnetic field at the XZ cross section shown in (d) by
the dashed line. The area is 5mm× 2.7mm.
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Figure 3.19: Simulation results of microwave differential input to a loop-gap res-
onator with two gaps. (a) Diagram of a loop-gap microwave res-
onator with two gaps. (b) Simulation results of the microwave mag-
netic field, showing a region of 5mm× 5mm. Compared to Figure.
3.18(c), the field distribution is improved.

0.12G in the area of 25mm2 and within σpp is within 0.17G in the 1mm3

volume. From the simulation results, it was found that the microwave field
direction inside the resonator is generated in the Z direction as shown in Fig-
ure. 3.18(d). The microwave field strength of the magnetic field in the XZ
plane (5mm×2.7mm) in Figure. 3.18(e) was 0.83G and σ was 0.23G. The
microwave magnetic field strength in the 2mm× 2mm area was 0.79G and
σpp was 0.43G. The mismatch distribution between the actual measured
value and the simulation result is considered to be caused by the misalign-
ment of the measurement points and the dimensional error of the resonator.
The oblique distribution of the microwave field shown in Figure. 3.18(b) is
due to the unbalanced current flowing in the loop caused by the single-port
microwave input. The field uniformity can be improved by using differential
microwave input and multiple gaps.

The structure of the resonator is shown in Figure. 3.19(a), which has two
gaps with 0.25 mm spacing on the top and bottom. Figure 3.19(b) shows
the simulation results of the microwave magnetic field when microwaves are
input differentially to the resonator. The microwave magnetic field distri-
bution was improved and σpp of 0.093G in 1mm3 volume. The microwave
magnetic field strength is also improved due to the differential input of mi-
crowaves. The results showed that the field uniformity was also improved,
and therefore we would like to perform sensitivity measurements using the
improved diamond. In addition, the microwave field strength can be im-
proved by adding a matching circuit to the exciter and impedance matching
with the resonator. To achieve higher sensitivity, the use of pulsed mea-
surements such as the Ramsey protocol is necessary. The resonator for the
pulsed measurement requires further uniformity and strength of the mi-
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crowave magnetic field [76]. To improve sensitivity, further improvements
of diamond is necessary, such as extending T ∗

2 by improving 12C enrichment
and P1-NV conversion efficiency. The thermal resistance between the di-
amond and the heat sink surface is 13K/W when the heat sink (Sankyo
Thermo-Tech 33BS050-L50) is mounted on the aluminum base of our res-
onator and the heat spreader (AlN ceramic 4mm×4mm×1mm) is mounted
between Diamond and aluminum base in natural air cooling. To further re-
duce the thermal resistance, liquid cooling or forced air cooling is required.
CPC bonded to the diamond surface is used for high photon collection effi-
ciency, expected to excess 60% [67]. The excitation light was injected from
the side of the diamond. The diameter of the laser was 30 µm, and the NV
center was optically excited over a 3mm length in the width direction of the
diamond sample. Large-volume optical excitation can be achieved by pro-
cessing the diamond and injecting the excitation light in such a way that it
undergoes a total internal reflection. This loop-gap microwave resonator can
be fabricated using a common multilayer printed circuit board fabrication
process. The layered structure of the printed circuit board makes it easy
to optically excite the diamond from the side. Since the diamond can be
excited from the side, it is compatible with optical systems that improve the
light collection efficiency, such as CPC. The loop-gap microwave resonator
fabricated on a printed circuit board has a high degree of freedom in terms
of its shape, and there is room for further improvement.

3.6 Conclusion

In this chapter, a long-time stable biomagnetic field measurement system is
proposed by combining CW-ODMR with lock-in and differential measure-
ments and temperature feedback against temperature changes, and magne-
tocardiographic imaging of rats was demonstrated. A microwave antenna
was also proposed to enable a large sensor volume, which is effective in
improving the sensitivity of the CW-OMDR method.

In magnetocardiographic imaging, we exploit a key strength of the solid-
state quantum sensor the ability to bring the NV centres into proximity to
the signal source under ambient operating conditions—to demonstrate the
MCG of living mammalian animals and the associated electric current es-
timation with a spatial resolution smaller than the heart’s feature size. To
achieve the spatial resolution with millimetre-scale, we reduce the stand-
off distance under the thoracotomy procedure (see 3.2.7 and Figure. 3.20).
To reconstruct the high-resolution magnetic image, we also propose an ex-
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Figure 3.20: Side view of the experimental setups. a, Nitrogen-vacancy (NV)
centre. b, Optically pumped magnetometers (OPM). Gray shaded
parts and circles represent the sensor area and the heart, respec-
tively. The drawings are to scale.
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tended current dipole model consisting of vertically distributed dipoles. This
extended dipole method and the current density estimation method deter-
mine the geometric centre of the current in three dimensions and associated
current density distribution on a projected two-dimensional plane as com-
plementary information.

Our resonator can drive NV centers within an area of 5mm square and
the uniformity of the microwave field strength was 0.53G at the 46 dBm in-
put microwave power. The peak-to-peak value at 1mm3 volume was 0.27G.
In the simulation, the peak-to-peak value in the XZ plane (2mm × 2mm)
was 0.43G. By using a loop-gap resonator with two gaps and differential
microwave input, the peak-to-peak value at 1mm3 is improved to 0.093G
in the simulation. In addition, this resonator achieved compatibility both
of the fluorescence collection efficiency which is considered to exceed 60%
and the thermal resistance which is 13K/W. Further improvement of the
microwave magnetic field uniformity and intensity of the resonator will allow
the application of pulsed measurements such as the Ramsey protocol.
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Chapter 4

Development of advanced
quantum protocols based on
Ramsey method toward
brain monitoring

In 3.4.1, we mentioned that for further improvement of magnetic sensitivity,
it is necessary to increase the sensor volume in the CW-ODMR method or to
apply the Ramsey method, in which the optical excitation and microwaves
are irradiated separately. This chapter consists of the following two sections.

1. Development of an antenna capable of generating a strong microwave
field with a wide bandwidth that can be applied to the Ramsey method
with Double Quantum, and evaluation of the antenna by Rabi mea-
surements.

2. A measurement system that enables the Ramsey method combining
Double Quantum and Lock-in detection was constructed using the
developed antenna, and its sensitivity was evaluated.

4.1 Ramsey method antenna
In this section, we report the development of an antenna capable of per-
forming the Ramsey method by applying Double Quantum. The antenna
uses a printed circuit board and an inverted T-shaped bandpass filter struc-
ture [114]. This inverted T-type bandpass filter can generate a strong mi-
crowave field in a wide bandwidth. Furthermore, by drilling holes in the

103
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metal wiring of the inverted T-type part, the attenuation of the microwave
magnetic field intensity due to the distance from the metal line has been suc-
cessfully reduced. This antenna is suitable for applying Double Quantum to
Ramsey measurements using ensemble NV centers.

4.1.1 Introduction

The Ramsey method requires the sensor volume to be exposed to a strong
and uniform microwave magnetic field. A resonant antenna such as a loop
gap resonator [113] can generate a strong and uniform microwave magnetic
field inside the resonator. On the other hand, when Double Quantum [92]
is applied to the Ramsey method, two resonance frequencies of ms = ±1,
split by the magnetic field, are used. The splitting width varies depending
on the strength of the applied bias magnetic field, but when a magnetic
field of 1mT is applied, the splitting width is 56MHz. Therefore, there
is little merit in using a resonator with a high Q value. In addition, when
using 111 crystal diamond, which is advantageous for biomagnetic field mea-
surement, a microwave magnetic field perpendicular to the direction of the
magnetic field generated by the loop gap resonator is required. Coplanar
resonators [99] and double split ring resonators [97] have been used for 111
crystal diamond. However, such antennas have a narrow bandwidth, and the
further away from the metal line of the antenna, the weaker the microwave
field becomes. It has been shown that the bandwidth can be increased by in-
corporating multiple bandpass filter structures used in telecommunications
and other applications. However, it is difficult to generate a broadband mi-
crowave magnetic field at a fixed diamond position because the intensity of
the microwave magnetic field becomes stronger at the design frequency of
each stage of the bandpass filter. Therefore, we focused on a invferted T-
type bandpass filter [114], which is a variant of the side-coupled single-stage
bandpass filter. This filter operates as a parallel-coupled microstrip line.
The antenna has a position where a strong microwave field strength with
a wide bandwidth is generated. By fixing the 111 crystal diamond at this
position, a broadband microwave field perpendicular to the NV center axis
is generated. However, this antenna does not solve the problem that the
microwave magnetic field becomes weaker as the distance from the metal
line of the antenna increases. We have therefore focused on the fact that the
presence of holes in the metal line cancels the microwave magnetic field with
the magnetic field on the back side of the metal line, thereby reducing the
variation in the intensity of the microwave magnetic field in the direction
perpendicular to the line. We thought that by applying this idea, we could
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Figure 4.1: Antenna Geometries. This antenna is composed of two parallel cou-
pled wires with an inverted T-shape.

reduce the variation of the microwave magnetic field strength by drilling
holes at the positions where diamonds are fixed.

4.1.2 Anttena Design

Figure 4.1 shows the appearance and dimensional parameters of the antenna
created in this study. The basic element of this antenna is a parallel-coupled
microstrip line. This antenna consists of two parallel coupled lines with in-
verted T-shape [114]. This antenna is considered to have ideal parallel lines
with an electrical length that is 1/4 wavelength of the design frequency.
And the lines with inverted T-shape have different lengths and widths. The
design parameters L0, L1, L2, L4,W0,W1,W3,W4, and s of this antenna
are shown in Figure 4.1. Two electromagnetic simulators were used to de-
termine the various parameters of the antenna. First, Sonnet was used to
determine the parameters that satisfy the frequency and bandwidth of the
S11 parameters. Next, the parameters were used to determine the magnetic
field strength distribution using EMPro. CS-3376G from RISHO KOGYO
CO., LTD was selected as the substrate material for the antenna because of
its low dielectric constant, high strength, and good workability. A double-
sided substrate with a board thickness of 1.6mm and a copper foil thickness
of 35µm was used. The dielectric constant and loss tangent used in the sim-
ulation were set to 3.35 and 0.005, respectively. The parameter s affects the
bandwidth with respect to the design frequency. In this case, s was designed
so that the bandwidth where S11 is less than -10 dB is 200 MHz. Parameter
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Figure 4.2: Sonnet simulation result. Results of S-parameter simulation with Son-
net to find parameters that achieve the target resonant frequency and
bandwidth. red line is S11, blue line is S21.

W1 affects the characteristic impedance and was set to be well matched at
the design frequency. Parameter L2 affects the insertion loss and the band-
width on the high frequency side. In this case, it was set to a value that
reduces insertion loss while satisfying the bandwidth. Parameter L3 affects
both resonant frequency and bandwidth. In this case, it was set so that the
resonant frequency is around 2.9GHz while satisfying the bandwidth. The
reason for setting the design frequency near 2.9GHz was to place a 30mm
square SiC substrate on the antenna as a diamond heat sink. The resonance
frequency is lowered by the SiC substrate, so the design frequency was set
higher.

Figure 4.2 shows the S11 parameters calculated by Sonnet. The param-
eters shown in Figure 4.1 are L0 = 12mm, L1 = 2mm, L2 = 15.5mm, L3 =
21mm, L4 = 3mm,W0 = 3mm,W1 = 0.5mm,W3 = 2mm,W4 = 12mm, s =
0.5mm. Using these parameters, a three-dimensional electromagnetic field
analysis was used to calculate the microwave magnetic field distribution.
The SiC heat sink was also taken into account in this simulation. Simu-
lations were performed with and without holes in the inverted T-shaped
metal line section, and the vertical distribution of the microwave magnetic
field was compared.
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Figure 4.3: Three-dimensional electromagnetic field simulation model and S pa-
rameter result. (a) Three-dimensional view of the antenna. The blue
area is the SiC heat-dissipating substrate. (b) Three-dimensional view
of the antenna. The pink area is the diamond placement position. (c)
Enlarged view of the diamond placement position. (d) S-parameters
calculated by simulation.

Figure 4.3 shows the simulation model and S-parameter simulation re-
sults. Figure 4.3(a),(b) show the model of the antenna used in the sim-
ulation. The blue area in the figure is a 30mm square 0.2mm thick SiC
heat-dissipating substrate. The pink region is the diamond placement posi-
tion. Figure 4.3(c) is an enlarged view of the diamond placement position.
The left figure shows a model without holes in the inverted T-shaped metal
line. The right figure shows a model with a hole in the inverted T-shaped
metal line. Figure 4.3(d) shows the S-parameters calculated by the simula-
tion. The blue line is S11 and the green line is S21. The simulation without
the SiC heat sink had a resonance frequency of about 2.9 GHz, while the
simulation with the SiC had a resonance frequency of about 2.87 GHz. This
value is equal to the zero field splitting of the NV center.

Figure 4.4 shows the simulation results of microwave magnetic field
strength. Figure 4.4(a) shows the microwave magnetic field intensity dis-
tribution at different frequencies for the case without and with holes in the
metal line. In the upper figure without holes in the metal line, the closer to
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Figure 4.4: Microwave magnetic field strength (a) Microwave magnetic field in-
tensity distribution for the metal wiring without and with holes. (b)
Microwave magnetic field intensity distribution for different hole sizes.
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Figure 4.5: Antenna picture and S11 characteristics (a)Antenna created by a
printed circuit board processor. (b)S11 characteristic of the antenna.
Blue circle is with hole. Red circle is without hole.

the metal line, the stronger the microwave magnetic field intensity is, and
the further away from the metal line, the weaker the microwave magnetic
field is. In the lower figure with holes in the metal lines, the microwave
magnetic field intensity distribution is suppressed in the upper part of the
holes. However, because the size of the hole is small, the distribution of
microwave magnetic field intensity is large. Figure 4.4(b) compares the mi-
crowave magnetic field intensity distribution when there are without holes
in the metal line and when the size of the holes in the metal line is changed.
In the case of without holes, the microwave magnetic field intensity changes
as the distance from the metal line increases. In the case with holes, the
microwave magnetic field intensity above the holes decreases, but the uni-
formity of the magnetic field intensity improves. In this case, a hole with a
diameter of 0.8mm was selected because it has a high degree of uniformity,
although the microwave magnetic field strength is inferior.

4.1.3 Experimental results and discussion

The creation of the antennas for the parameters used in the simulation
was created using a printed circuit board processor. The copper foil on
the surface of the printed circuit board was cut using a drill on a printed
circuit board processor to create the pattern. For comparison, an antenna
without holes in the metal line and an antenna with holes in the metal line
were created. Figure 4.5 shows the appearance and S11 characteristics of
the fabricated antenna. 2.93 ∼ 2.95GHz, which is slightly higher than the
result of 2.92GHz simulated by Sonnet, but the bandwidth where S11 is less
than −10 dB is more than 200MHz.
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Figure 4.6: Rabi measurement results (a) Rabi oscillation at the frequency of
ms = −1. (b) Rabi oscillation at the frequency of ms = +1.

We will check if we can make a Ramsey measurement with Double Quan-
tum using the antenna we created. The Ramsey measurement requires a π/2
pulse of microwaves. The π/2 pulse is obtained from the period of the Rabi
oscillation. Therefore, we will check if the Rabi oscillation can be observed
at a microwave frequency of ms = ±1. Figure 4.6 shows the results of
the Rabi oscillation measurement. Figure 4.6(a) shows Rabi oscillation at
a microwave frequency of ms = −1. Figure 4.6(b) shows Rabi oscillation
at a microwave frequency of ms = +1. If the variation of the microwave
field strength in the photoexcited region is large, the Rabi oscillations decay
quickly and the waveform is not visible. On the other hand, in this antenna,
the Rabi oscillations do not decay immediately. This is thought to be due
to the fact that drilling holes in the metal line improves the uniformity of
the microwave magnetic field strength over the holes.

The microwave amplifiers used for Ramsey measurements can accelerate
the Rabi frequency up to about 4 MHz, but since the width of the 14N
hyperfine splitting is about 2.2 MHz, a Rabi frequency of about 5 MHz is
ideal for all the hyperfine splitting to drive. To accelerate the Rabi frequency
without modifying the antenna, the bias field should be reduced and the
microwave frequency at ms = ±1 should be brought closer to the resonant
frequency of the antenna. The Rabi frequency may also be accelerated
by changing the pattern of the antenna wiring. The reason for making
the microwave field intensity uniform in the vertical direction by drilling
holes in the metal line of the antenna was that the excitation laser was
supposed to be incident on the diamond at Brewster’s angle. In this case,
the uniformity of the microwave field in the vertical direction is important.
On the other hand, when the excitation laser is injected from the side of
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the diamond, the height of the excited area is constant. Therefore, if the
spot diameter of the excitation laser is small, microwave field uniformity in
the vertical direction is not so much of an issue. This method also has the
advantage that fluorescence from the NV center can be focused with high
collection efficiency by combining it with a CPC lens. Thus, the required
characteristics of the antenna also vary depending on the method of optical
excitation. Therefore, it is necessary to design the optimum antenna for the
measurement system.

4.2 Lock-in Double Quantum Ramsey
In this section, we report on a measurement system that enables Ramsey
measurements using Double Quantum. In this system, electrical noise is re-
duced by combining lock-in detection. In addition, a laser noise cancellation
system is realized by combining an auto-balanced transimpedance amplifier
circuit to reduce noise due to fluctuations in the output power of the laser
used for optical excitation of the diamond.

4.2.1 Introduction

The highest sensitivity of magnetic field sensors using NV centers is only
15 pT/

√
Hz [20]. Therefore, a higher sensitivity is needed to detect the mag-

netic field of a living body. The Ramsey method [76], one of the measure-
ment protocols that allows NV centers to operate as magnetic field sensors,
is based on the temporal separation of optical excitation and microwave ma-
nipulation, which allows the use of high optical excitation intensities while
maintaining contrast. On the other hand, pulse measurement like the Ram-
sey method has the following problems.

1. the shot noise sensitivity is not reached due to noise caused by laser
power fluctuation.

2. Pulse measurement is affected by broadband electrical noise due to
high-speed sampling of the optical response of the NV center.

3. Pulsed measurement involves pulsed optical excitation, so the diamond
temperature is not stable.

Laser noise cancel

Laser noise cancellation is essential to achieve high sensitivity measurements
with magnetic sensors using NV centers [20,53]. As shown in section 3.1.13,
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the CW-ODMR method achieves this by using part of the excitation laser as
a reference light. In the CW-ODMR method, the temperature of diamond is
stable because the excitation laser is always irradiating the diamond. There-
fore, the fluorescence intensity does not fluctuate over time, and this method
works well. However, in pulsed measurement such as the Ramsey method,
the temperature of diamond fluctuates because the excitation laser is emit-
ted in pulses. Therefore, the fluorescence fluctuates with time. Therefore,
we have developed a transimpedance amplifier that automatically balances
the PD current between the fluorescence and the reference light to achieve
laser noise cancellation [77]. The output of this circuit is zero as long as the
PD current is balanced, and only the change in fluorescence dependent on
the spin state of the NV center is output, which is the AC signal.

Electrical noise reduction

Pulse measurement requires fast sampling of the temporal response of flu-
orescence. Therefore, broadband electrical noise is picked up. Lock-in de-
tection synchronized with pulsed excitation laser is used to reduce electrical
noise. Since the bandwidth can be changed by changing the time constant
in lock-in detection, electrical noise can be suppressed by focusing on the
bandwidth necessary for the measurement.

Diamond Heat Dissipation

The Ramsey method irradiates a high-power laser with a narrow beam di-
ameter, which raises the temperature of diamond. Therefore, it is necessary
to dissipate the heat from the diamond. In this case, an antenna with a SiC
substrate is used to dissipate the heat of the diamond created in section 4.1.
The diamond and SiC are fixed using a heat-dissipating adhesive.

In pulse measurement using a Digitizer with a fast sampling rate, the
fluorescence intensity changes only a few percent in accordance with the
spin state, so the majority of the fluorescence intensity is offset. This means
that most of the Digitizer’s resolution is consumed by the offset, reducing
the resolution used to detect the spin state. Lock-in detection, on the other
hand, detects only the AC signal, so the offset can be ignored. In addi-
tion, the auto-balanced transimpedance circuit outputs the spin state as an
AC signal, so when combined with Lock-in detection, the resolution of the
Lock-in amplifier can be used at full scale. The measurement using the Dig-
itizer requires post-process analysis of a large amount of acquired data. On
the other hand, lock-in detection has the advantage of real-time detection
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Figure 4.7: Current noise spectral density. Blue line is the measurement result
using Digitizer. Orange line is the measurement result using Lock-in
detection.

because the demodulated data indicates the spin state.
Figure 4.7 shows the results of comparing the current noise spectral

density using Digitizer and Lock-in detection.
As will be discussed later, the Digitizer measurement maximizes the

signal contrast because it extracts only the time in the readout initialization
pulse when the spin state is reflected in the readout initialization pulse. On
the other hand, the Lock-in detection has a lower signal contrast than the
Digitizer measurement because the contrast is based on the signal intensity
of the spin state in the entire readout initialization pulse. The signal contrast
ratio between the Digitizer measurement and Lock-in detection is affected
by the initialization time, and approaches 1:1 when the initialization time
is shortened.

Figure 4.8 shows the prospect of sensitivity enhancement by the Ram-
sey method. The Ramsey method is expected to improve sensitivity by
applying Double Quantum. Furthermore, unlike the CW-ODMR method,
the intensity of the excitation power can be increased, and sensitivity below
1 pT/

√
Hz can be achieved by combining a highly efficient focusing system

such as a CPC lens.
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Figure 4.8: Sensitivity improvement strategies for the Ramsey method and their
effects.

In this study, we first constructed a Ramsey measurement system that
can apply Double Quantum, which performs Digitizer and Lock-in detec-
tion. First, we confirmed that we could achieve the measurements necessary
for magnetic field sensitivity measurements using Digitizer detection. After
that, we applied Lock-in detection and measured the magnetic field sensi-
tivity.

4.2.2 Experimental setup

NV diamond sample

The NV diamond crystal used in this study was prepared by the following
procedure. A single-crystal of diamond was synthesised by a temperature-
gradient method under high-pressure and high-temperature (HPHT) using
a modified belt-type high-pressure apparatus. 12C is enriched to suppress
dephasing by 13C nuclear spins. 13C is 50 ppm. After HPHT diamond
synthesis, the grown crystals were cut parallel to the {111} crystal planes.
Then, electron beam irradiation was conducted at room temperature with
a 2.0 MeV with a total fluence of 1× 1017 electrons cm−2, followed by post-
annealing at 1000 ℃ for 2 h under a vacuum. The concentrations of the
P1 centres and NV− centres in this NV diamond sample were measured by
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Instantaneous Diffusion to be 1.1 ppm and 0.05 ppm respectively.

Optical and electrical setup

Experimental setups of Digitizer detection and Lock-in detection are shown
in Figures 4.9 and 4.10. The optical system shown in Figure 4.9(a) was
installed inside a custom-made 3-layer Permalloy magnetic shield box. 532
nm laser (Coherent Verdi-G20) was installed inside this shield box. The
laser is focused by a lens with a focal length of f = 500mm and passes
through the AOM, after which it returns to its original spot size with a
focal length of f = 500mm. After passing through the AOM, the laser is
focused by a lens with a focal length of f = 200mm after adjusting the
polarization with a waveplate. A dielectric mirror was used as the mirror to
reflect the laser. The laser spot size is 1/e2 Gaussian width ∼ 80µm. The
laser power incident on the diamond is ∼ 70% of the laser power. A portion
of the laser incident on the diamond is monitored by a silicon photodiode
for laser power monitoring via a beam sampler. An achromat 1.25 NA
Abbe condenser lens (Olympus U-AC) collected red fluorescence from the
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Figure 4.10: Lock-in Detection Ramsey Measurement Setup. (a) Optical system
for optical excitation of diamond and detection of fluorescence (b)
Microwave system for spin manipulation (c) Detection system to
read out the spin state from the fluorescence
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NV centres through the top surface. Fluorescence was then passed through
a long-pass filter and directed onto a silicon photodiode. The condenser
lens, the optical filter, and the photodiode were mounted downward on an
XYZ manual translation stage. A square-shaped rare-earth magnet aligned
along the [111] orientation applied a uniform static bias field of B0 = 2.2mT
at the diamond to split the ms = ±1 ground states. The antenna used to
irradiate the microwaves on the diamond was the one described in section
4.1.

The microwave system for spin manipulation is shown in Figure 4.9(b).
The two microwave oscillators are IQ modulated to adjust the microwave
phase. The microwaves output from the microwave oscillators are amplified
by a microwave amplifier and delivered to the microwave antenna via a
circulator. IQ modulation to the microwave oscillator is performed using
the analog output port on the AWG board, and the on/off control of the
AOM is similarly performed using the analog output port on the AWG
board.

Detection system to read out the spin state from the fluorescence is
shown in Figure 4.9(c). The diamond fluorescence is converted to a current
by the photodiode, which is converted to a voltage by the Digitizer board
terminated in 50Ω and transferred to the PC. The photodiode that detects
the diamond fluorescence is applied a reverse bias voltage of 15 V.

The difference between the Lock-in detection system in Figure 4.10 and
the Digitizer detection system in Figure 4.9 is the microwave control system
and the detection system. The lock-in detection system requires a reference
signal. The reference signal is output from the analog port of the AWG
board. The Lock-in detection system uses an auto-balanced transimpedance
amplifier for laser noise cancellation. When the transimpedance amplifier
is input with the diamond fluorescence signal and the laser monitor signal,
it outputs a spin-state dependent signal with the laser noise removed. The
output of the transimpedance amplifier input to the lock-in amplifier is then
demodulated and the demodulated results are transferred to a PC.

Instrument Synchronization

The Ramsey method requires the AOM ON/OFF control and microwave
control to operate in ∼nanoseconds; the Keysight AWG board and Digi-
tizer board are integrated into the PXI chassis in the Ramsey system. The
boards are synchronized in real-time by the Keysight KS2201A PathWave
Test Sync Executive. The KS2201A is capable of real-time synchronization
of the corresponding boards with a time interval of 10ns. On the other
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Figure 4.11: Ramsey fundamental sequence design. The length of a single se-
quence is determined from the sum of the following components.
Read out and initialization time, post-initialization wait time, spin
operation time, free precession time, spin operation time, and read
wait time. Padding time is added so that the sum of these compo-
nents is an integer multiple of 10ns, which is the board synchroniza-
tion time constraint.

hand, signal generators and lock-in amplifiers cannot be synchronized by
the KS2201A. Therefore, we decided to synchronize the signal generator
and Lock-in amplifier via the trigger port on each instrument. Hardware
real-time synchronization of the entire Ramsey system was realized by link-
ing the KS2201A with the trigger port on the instrument. Control of the
instruments, AWG board, Digitizer board and KS2201A was implemented
using Python.

Ramsey sequence

The basic sequence involved in the Ramsey measurement is shown in Figure
4.11. Synchronization between the AWG board and the Digitizer board is
performed when the AOM is turned on and fluorescence is emitted from
the diamond. Since the clock frequency of the FPGA on the board is 100
MHz, the time between the AOM turning on and the next AOM turning on
must be an integral multiple of 10 ns. It is not desirable to change the spin
manipulation time, the free precession time, or the time before readout, as
this will affect the quantum state. On the other hand, after initialization, a
waiting time of a few microseconds is required for the excited electrons to
fall back to the ground state. By adjusting this time, the above constraints
are realized. The Padding shown in Figure 4.11 is this adjustment time.

Figures 4.12 - 4.15 show the Single Quantum Ramsey sequence for Dig-
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Figure 4.12: Digitizer detection Rabi sequence. The Rabi sequence sweeps the
microwave application time. The microwave irradiation time is de-
termined by the pulse input time to the IQ modulation.

itizer detection.
As shown in Figure 4.12, the Rabi sequence sweeps the microwave ir-

radiation time. Taking the microwave sweep time on the horizontal axis
and the normalized fluorescence intensity on the vertical axis, an oscillatory
waveform is obtained. The reciprocal of the oscillation waveform period is
the Rabi frequency, and 1/4 of a cycle time is the π/2 pulse time.

As shown in Figure 4.13, the Ramsey sequence sweeps free precession
time. Taking the free precession time on the horizontal axis and the nor-
malized fluorescence intensity on the vertical axis, a decaying oscillatory
waveform is obtained. The envelope of the decaying waveform represents
the dephasing time, which is the time it takes for the waveform to decay to
1/e. The frequency of the waveform is the difference between the applied
microwave frequency and the NV center resonance frequency.

As shown in Figure 4.14, the Detuning sweep sequence sweeps the mi-
crowave frequency. Taking the microwave frequency on the horizontal axis
and the normalized fluorescence intensity on the vertical axis, an oscillatory
waveform is obtained. The oscillation waveform represents the change in flu-
orescence signal in response to changes in the external magnetic field. The
frequency at which the slope of the tangent line of the oscillation waveform
is at its maximum is the most sensitive to changes in the external magnetic
field.

As shown in Figure 4.15, in the Sensing sequence, the microwave fre-
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Figure 4.13: Digitizer detection Ramasey sequence. Ramsey sequence sweeps free
precession time. The phase of the microwave is changed using IQ
modulation to adjust the axis along which the spins are rotated.
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Figure 4.14: Digitizer detection Detuning sweep sequence. Detuning sweep se-
quences sweep the microwave frequency while keeping the free age
difference time fixed. The phase of the microwave is changed using
IQ modulation to adjust the axis along which the spins are rotated.
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Figure 4.15: Digitizer detection Sensing sequence. In the Sensing sequence, mi-
crowave frequency and free precession time are fixed. The same
sequence is repeated throughout the measurement time to measure
the magnetic field. The phase of the microwave is changed using IQ
modulation to adjust the axis along which the spins are rotated.

quency and free precession time are fixed and the same sequence is repeated.
The above sequence is repeated for the time period for which the magnetic
field is to be measured, and the fluorescence is recorded. The change in nor-
malized fluorescence intensity for each sequence is converted to a change in
frequency using the slope obtained from the Detuning sweep sequence. The
frequency change can be converted to magnetic field using the gyromagnetic
ratio. The value of the magnetic field can be obtained for each sequence
time interval.
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Figure 4.16: Digitizer detection Double Quantum Rabi sequence. The Rabi se-
quence sweeps the microwave application time. The microwave irra-
diation time is determined by the pulse input time to the IQ mod-
ulation.

Figures 4.16 - 4.19 show the Double Quantum Ramsey sequence for Digi-
tizer detection. The difference between Single Quantum and Double Quan-
tum is that Double Quantum uses both microwave frequencies of ms=±1.
In order for Double Quantum Rabi to work, the Rabi frequency of Single
Quantum must be the same at ms = ±1. Therefore, align the Rabi frequen-
cies in Single Quantum and perform Double Quantum Rabi under those
conditions. The frequency sweep direction of Double Quantum Detuning
sweep is opposite for ms = −1 and ms = +1. Otherwise, it is the same as
Single Quantum.
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Figure 4.17: Digitizer detection Double Quantum Ramasey sequence. Ramsey
sequence sweeps free precession time. The phase of the microwave
is changed using IQ modulation to adjust the axis along which the
spins are rotated.
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Figure 4.18: Digitizer detection Double Quantum Detuning sweep sequence. De-
tuning sweep sequences sweep the microwave frequency while keep-
ing the free age difference time fixed. The phase of the microwave
is changed using IQ modulation to adjust the axis along which the
spins are rotated.
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Figure 4.19: Digitizer detection Double Quantum Sensing sequence. In the Sens-
ing sequence, microwave frequency and free precession time are fixed.
The same sequence is repeated throughout the measurement time to
measure the magnetic field. The phase of the microwave is changed
using IQ modulation to adjust the axis along which the spins are
rotated.
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Figure 4.20: Lock-in detection Rabi sequence. The Rabi sequence sweeps the
microwave application time. The microwave irradiation time is de-
termined by the pulse input time to the IQ modulation.

Figures 4.20 - 4.23 show the Single Quantum Ramsey sequence with
Lock-in detection applied, and Figures 4.24 - 4.27 show the Double Quantum
Ramsey sequence with Lock-in detection applied.

The difference between Lock-in detection and Digitizer detection is that
the same sequence is repeated for one sweep parameter; in Lock-in detection,
the same sequence must be repeated until the transient response converges
because of the response delay caused by the low-pass filter after phase sensi-
tive detector. Since the time for the transient response to converge depends
on the setting of the lock-in amplifier, it is programmed to change auto-
matically according to the setting value. The trigger signal is input to the
Lock-in amplifier immediately after the start of the sequence of each sweep
parameter. The trigger delay is set to the time when the transient response
of the Lock-in amplifier converges. Since the same sequence is repeated in
the Sensing sequence, data is collected at time intervals set by the timer in
the Lock-in amplifier. In this case, the frequency bandwidth of the Lock-in
detection is equal to the equivalent noise bandwidth determined by the time
constant of the Lock-in amplifier and the order of the low-pass filter.
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Figure 4.21: Lock-in detection Ramasey sequence. Ramsey sequence sweeps free
precession time. The phase of the microwave is changed using IQ
modulation to adjust the axis along which the spins are rotated.
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Figure 4.22: Lock-in detection Detuning sweep sequence. Detuning sweep se-
quences sweep the microwave frequency while keeping the free age
difference time fixed. The phase of the microwave is changed using
IQ modulation to adjust the axis along which the spins are rotated.



4.2. LOCK-IN DOUBLE QUANTUM RAMSEY 129

AOM

IQ

Lock-in

Time

DAQ

Lock-in
Reference

DAQ duration

Figure 4.23: Lock-in detection Sensing sequence. In the Sensing sequence, mi-
crowave frequency and free precession time are fixed. The same
sequence is repeated throughout the measurement time to measure
the magnetic field. The phase of the microwave is changed using IQ
modulation to adjust the axis along which the spins are rotated.
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Figure 4.24: Lock-in detection Double Quantum Rabi sequence. The Rabi se-
quence sweeps the microwave application time. The microwave irra-
diation time is determined by the pulse input time to the IQ mod-
ulation.
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Figure 4.25: Lock-in detection Double Quantum Ramasey sequence. Ramsey se-
quence sweeps free precession time. The phase of the microwave
is changed using IQ modulation to adjust the axis along which the
spins are rotated.



132CHAPTER 4. DEVELOPMENT OF ADVANCED QUANTUM PROTOCOLS BASED ON RAMSEY METHOD TOWARD BRAIN MONITORING

Lock-in

Trigger

Time

SG 1

frequency1
frequency2

Trigger

SG OUT Trig

SG2 frequency1
frequency2

AOM

SG2 IQ

SG1 IQ

Lock-in
Reference

DAQ

Trigger delay

Figure 4.26: Lock-in detection Double Quantum Detuning sweep sequence. De-
tuning sweep sequences sweep the microwave frequency while keep-
ing the free age difference time fixed. The phase of the microwave
is changed using IQ modulation to adjust the axis along which the
spins are rotated.
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Figure 4.27: Lock-in detection Double Quantum Sensing sequence. In the Sensing
sequence, microwave frequency and free precession time are fixed.
The same sequence is repeated throughout the measurement time to
measure the magnetic field. The phase of the microwave is changed
using IQ modulation to adjust the axis along which the spins are
rotated.
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Time

Figure 4.28: Digitizer detection signal analysis. The time that AOM is ON serves
as spin state readout and initialization. The spin state is determined
by the ratio of the value obtained by integrating a fixed time from
the beginning of the time that AOM is ON to the value obtained by
integrating a fixed time from the end of the time that spin initial-
ization is complete.

Signal Analysis

Here we show how to detect spin states in Digitizer detection. Figure 4.28
shows the procedure for data detected by Digitizer. Let Ssig be the value
obtained by integrating a certain time from the beginning of the time when
AOM is turned on among the data recorded by Digitizer; let Sref be the
value obtained by integrating the time from the time when spin initialization
is completed to the time when AOM is turned off among the data recorded
by Digitizer. The spin state is obtained by Ssig/Sref . At the start of the
sequence, the data recorded by the Digitizer when the first AOM is turned
on is only meaningful for Sref , so Sref and Ssig will shift the sequence by
one. By performing this procedure for each sequence, the Rabi and Ramsey
data described earlier can be obtained.

Sensing parameter determination

Figure 4.29 shows the parameter determination method performed before
the sensitivity measurement. The parameters required for sensing are de-
termined as follows. Determine the resonance frequency by using the CW-
ODMR method as shown in Figure 4.29(a). Measure Rabi at the resonance
frequency as shown in Figure 4.29(b), and determine the π/2 pulse from the
Rabi frequency. As shown in Figure 4.29(c), Ramsey is measured using the
parameters determined in (a) and (b), and T ∗

2 and the free precession time
at sensing are determined. As shown in Figure (d), Ramsey is measured
while sweeping the microwave frequency with the parameters determined in
(b) and (c) to determine the microwave frequency and slope to be used for
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Figure 4.29: Method of sensing paramter determination. (a)CW-ODMR method:
determination of resonance frequency. (b)Rabi measurement: De-
termination of π/2 pulse. (c)Ramsey measurement: Determination
of T ∗

2 and free age difference time. (d)Detuning sweep: Determina-
tion of sensing frequency and slope.

sensing. During sensing, Ramsey measurements are made using these pa-
rameters for the measurement time. The results are converted to a magnetic
field using the slope, and the system can operate as a magnetic sensor.

4.2.3 Result and discussion

Figure 4.30 shows the results of sensing using the parameters determined in
the procedure described in section 4.2.2 Sensing parameter determination.
Laser power was measured at 1W. Figure 4.30(a) shows the Lock-in Single
Quantum Ramsey sensing results. It can be seen that the fluctuation below
10 Hz is large. This is due to the fact that the temperature fluctuation
of the diamond at the beginning of the sequence is seen as a magnetic field
fluctuation, since Single Quantum cannot distinguish between magnetic field
fluctuation and temperature fluctuation. This means that Single Quantum
is not robust against temperature fluctuations of diamond due to changes
in environmental temperature or fluctuations in laser power. Figure 4.30(b)
shows the Lock-in Double Quantum Ramsey sensing result, which shows
that the fluctuations below 10 Hz that were visible with Single Quantum
Ramsey sensing have disappeared. This is because Double Quantum uses
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Figure 4.30: Lock-in sensing result. (a) Lock-in Single Quantum Ramsey sensing
results. (b) Lock-in Double Quantum Ramsey sensing result.

both ms = ±1, which cancels out changes in resonance frequencies that
shift in the same direction, such as temperature and strain. This means
that Double Quantum is robust to temperature fluctuations in diamond due
to changes in ambient temperature or fluctuations in laser power.

As can be seen from the results in Figure 4.30, the sensitivity is not
as high as expected. Furthermore, the sensitivity of Double Quantum is
10 nT/

√
Hz, which is worse than Single Quantum’s sensitivity of 3 nT/

√
Hz.

There are two possible causes.

1. The residual Single Quantum component in Double Quantum is large
and the Double Quantum signal is weak.

2. Weak Lock-in signal due to long initialization time.

Figure 4.31 shows the Double Quantum and Single Quantum contribu-
tions in the Double Quantum Ramsey. Figure 4.31(a) shows the results
of combining the addition and subtraction of signals S1 ∼ S4 of the four
sequences of Double Quantum Ramsey shown in Figure 4.17 to emphasize
Double Quantum and Single Quantum or cancel the signals. It can be seen
that the Double Quantum enhancement in the blue line oscillates faster than
the Single Quantum enhancement in the orange line. Figure 4.31(b) is the
FFT result of the emphasis waveform in (a). It can be seen that the Dou-
ble Quantum enhancement (blue line) oscillates twice as fast as the Single
Quantum enhancement (orange line). Comparing the magnitudes of the
spectra, Double Quantum and Single Quantum are about the same. There-
fore, the residual Single Quantum in the Double Quantum-enhanced line
reduces the slope, which is thought to deteriorate the sensitivity. To solve
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Figure 4.31: Double Quantum Ramsey included in Residual Single Quantum
Ramsey. (a) Single Quantum component in Double Quantum Ram-
sey. The blue line is Double Quantum enhancement. The orange line
is Single Quantum enhancement. The green line shows pre-signal
cancellation. (b) FFT results for each enhancement component.

this problem, the tuning method using Tomograpy proposed by Hart should
be implemented to reduce the residual Single Quantum component.

We determined the initialization time as follows. First, we recorded
the transient response of the fluorescence for the spin states ms = 0 and
ms = 1. The difference between the transient responses was fitted with
an exponential-decaying curve. The difference signal is shown in Figure
4.32. The time at which the difference signal decays to 1/e was defined as
the initialization time constant, and the initialization time was twice the
initialization time constant.

To ensure the effect of laser power density on the initialization time, the
initialization time was measured for different laser powers and focal lengths
of the lens that focuses the excitation light. The results are shown in Figure
4.33. The laser power was set in the range 1-5 W and the focal lengths
were used at f=200 mm and f=50 mm. Regardless of the focal length, the
initialization time became shorter as the laser power was increased. For the
same laser power, the shorter the focal length, the shorter the initialization
time. However, the shortest initialization time was 16 us, which is 4-5 times
slower than the excitation power density in previous studies [76].

In a similar Ramsey measurement [76], the initialization time was 3 us
at 1 W laser power. Based on our results, we estimate that a laser power
of about 14W is required. One possible reason for this is that the beam
shape is Gaussian. The saturation pumping rate for NV center initialization
is 66 MHz, which is very high, and the pumping rate in the ensemble is
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Figure 4.32: Initialization time constant definition. Spin state-dependent fluo-
rescence remains the same over time. Where the difference signal
reaches zero, the spin state is fully initialised to ms = 0.

Figure 4.33: Initialization time dependence on laser power and focal length. The
higher the laser power and the shorter the focal length of the focusing
lens, the shorter the initialization time, but the initialization time
can only be reduced to 16 us at the shortest.
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proportional to the laser intensity. Therefore, in Gaussian, the excitation
rate depends on the distance from the beam center. The peripheral area
with low laser intensity is large in terms of area, so its effect is seen in
the entire ensemble. It has been reported that the intra-beam variation in
initialization time can be as much as 10 times or more depending on the
Gaussian shape, and the use of a top-hat shaped beam has been proposed
as a solution to this problem. The initialization time could not be less than
10 us even when the laser intensity was increased to 16 times of the current
intensity with a short focal length lens. This indicates that the beam shape
is likely to be the cause of the inability to shorten the initialization time.
Therefore, we decided to use a beam with a top-hat shape by using a beam
shaper.
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Figure 4.34: Gap between measured sensitivity and shot noise sensitivity is back-
calculated from measured sensitivity, sensitivity with microwave off,
and sensitivity with microwave and laser off.

The gap between the measured sensitivity and the shot noise sensitiv-
ity was analyzed. The conditions under which the measured sensitivity
was obtained were as follows. Laser output power 1 W, fluorescence cur-
rent 5.62 mA, reference current 3.93 mA, initialization time 30 us, π/2 pulse
71 ns, and free precession time 460 ns. The slope was 4.88 mV/MHz. The
shot noise sensitivity under these conditions is 130 pT/

√
Hz. The measured

sensitivity was 3.73 nT/
√
Hz, 3.68 nT/

√
Hz without microwaves applied, and

3.56 nT/
√
Hz with the laser turned off. The magnitude of noise from each

noise source was estimated from these measurements in Figure 4.34. The
largest noise source is electrical noise. Later measurements revealed that
the main source of electrical noise was the lock-in amplifier. Since the mag-
nitude of this noise is large compared to the input equivalent noise voltage
density of the lock-in amplifier, it is strongly suspected that noise is being
transmitted to the lock-in amplifier. The unbalanced laser intensity noise
was also found to have an effect. This can be reduced by adjusting the time
constant of the auto-balanced transimpedance amplifier.

The extent to which the gap between shot noise and measured sensitiv-
ity can be reduced was investigated. It was assumed that electrical noise,
the main noise source, could be reduced to twice the square root of the
sum of the squares of the input equivalent noise voltage density of the lock-
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Figure 4.35: Result of noise reduction for each noise source and building them
up. Measured sensitivity improved by a factor of 6 compared to
shot noise.

in amplifier and the noise voltage density of the transimpedance amplifier.
Laser intensity noise was also assumed to be reduced to 1.2 times the shot
noise. Amplifier noise was left unchanged as the effectiveness of the coun-
termeasure was unknown. The measured sensitivity of the noise reduction
measures is shown in Figure 4.35, which was calculated by adding up the
noise. These results show that the measured sensitivity can be improved to
about six times the shot noise sensitivity.

From these results, the parameters required to achieve a measured sensi-
tivity of 1 pT/

√
Hz were re-estimated. The results are shown in Figure 4.36.

To achieve a measured sensitivity of 1 pT/h
√
Hz, a T ∗

2 of 28 us is required.
This value is above the limit determined from the P1 and 13C concentrations
in the material. This value can be achieved by combining a new quantum
protocol called P1 decoupling.
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Figure 4.36: Result of noise reduction for each noise source and building them
up. Measured sensitivity improved by a factor of 6 compared to
shot noise.
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4.3 Conclusion
In this chapter, an antenna for Double Quantum is developed and a mea-
surement system combining the Ramsey method with Double Quantum
and Lock-in detection is constructed. With a view to biomagnetic field
measurement, we have proposed an antenna that can generate a uniform
and strong magnetic field in a wide bandwidth for Double Quantum, where
{111} diamond, which is advantageous for biomagnetic field measurement,
is available, and Double Quantum operation is actually confirmed. Al-
though the microwave field strength and uniformity are inferior to those
of three-dimensional loop-gap resonators and dielectric resonators, the an-
tenna achieves both strong optical excitation and highly efficient light fo-
cusing and a wide bandwidth. In addition, the microwave magnetic field is
generated parallel to the antenna, so {111} diamond can be used, which is
advantageous for biomagnetic field measurements. This makes it suitable
for biomagnetic field measurements using the Ramsey method with Dou-
ble Quantum. Furthermore, the combination of the Ramsey method with
Double Quantum and Lock-in detection has enabled long-time real-time
magnetic field measurements of over 600 seconds. Although the measured
sensitivity was low at 3 nT/

√
Hz, the main noise sources and their magni-

tudes were analysed and countermeasures were proposed. This method is
suitable for ecological magnetic field measurements, as the sensitivity can
be further improved as T ∗

2 improves and the magnetic field can be detected
in real-time.
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Chapter 5

Conclusion and outlook

Biomagnetic fields are known to be more advantageous for identifying signal
sources than those using bioelectric potentials, as the magnetic permeability
is constant regardless of the biological tissue. However, the magnitude of
the biomagnetic field is so small that it must be measured using a SQUID
in a magnetically shielded room, and the use of SQUIDs has not become
widespread despite their usefulness. Magnetic sensors based on NV centres
in diamond are attracting attention as quantum sensors that are solid, op-
erate at room temperature and pressure, and exhibit high linearity and high
theoretical magnetic sensitivity.

At first, the author proposed a stable measurement system in which the
biomagnetic field can be measured. The CW-ODMR method using laser
noise cancellation and paired NV centres, combined with lock-in detection
and feedback against temperature fluctuations, enabled a magnetic sensitiv-
ity of 140 pT/

√
Hz and measurement times longer than one hour.

The author applied this measurement system to the measurement of rat
cardiac magnetism and succeeded in the world’s first biomagnetic measure-
ment of rat cardiac magnetism using NV centres. Two-dimensional magnetic
field imaging of cardiac magnetism was performed by changing the mea-
surement position, and cardiac currents were successfully reconstructed. An
antenna that can use a large sensor volume in this CW-ODMR method was
proposed, and it was shown that a volume of 1mm3 can be used as a sensor.
These results will provide a guideline for biomagnetic field measurements
using NV centres.

The CW-ODMR method is a simple method that can achieve a rea-
sonable sensitivity with a simple configuration, but it has not been able to
update the sensitivity of 15 pT/

√
Hz achieved in 2016 [20]. Therefore, the
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author proposed to apply Double Quantum to the Ramsey method, which
is expected to have higher sensitivity than the CW-ODMR method, and to
combine it with lock-in detection. The author also proposed an antenna for
the Ramsey method using Double Quantum, which requires the generation
of a uniform and strong microwave magnetic field for biomagnetic measure-
ments. The antenna differs from conventional loop-gap resonators [113] and
dielectric resonators [104] in that the 111 diamond is placed close to the liv-
ing body. Real-time magnetic field detection was successfully achieved using
this antenna and a lock-in detection system that applies Double Quantum
to the Ramsey method. The achieved magnetic field sensitivity is about
3 nT/

√
Hz, but its noise component is analysed and suggestions for improve-

ment are presented. The Ramsey method is expected to improve sensitivity
with longer T ∗

2 , and further improvement of sensitivity can be expected by
improving the material. It is also possible to extend the T ∗

2 beyond the
limit determined by the material by combining quantum protocols such as
P1 decoupling.

For automotive applications, a 38 dB reduction in the common mode
noise of the magnetic field has been reported by using two NV magnetome-
ters in a gradiometer configuration [50]. Our company measured the mag-
netic field noise by actually driving a car, and found that a noise reduction
of 80 dB is necessary to acquire the driver’s magnetoencephalogram in a car.
We are working on extracting the magnetoencephalography from the noisy
environment by combining multiple NV magnetic field sensors configured as
a gradiometer with AI.
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