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Abstract 

 

 

 

 

 
 

Currently, hot environments, which are caused by climate change and heat island 

effects, have become critical in various climate regions, and thus the rise in temperature results 

in an increase in electricity consumption for space cooling. In particular, the cooling demand 

in hot and humid climate regions tends to be high for an entire year because the daily maximum 

temperature usually exceeds 30 ℃ with a high humidity of 70‒90%. Passive cooling methods 

utilize natural resources by means of architectural elements to reduce the cooling load in 

buildings. Previous studies have recommended the use of a combination of several passive 

cooling methods to improve the cooling effect because single passive cooling method alone is 

difficult to achieve thermal comfort during daytime in the hot and humid climates. Thus, it is 

particularly important to determine an effective combination of passive cooling methods to 

achieve thermal comfort in hot and humid climate regions throughout a year. The main 

objective of this study is to clarify a thermal performance of residential buildings with an 

effective combination of passive cooling methods for hot and humid climates in terms of 

thermal comfort. In particular, this study focuses on the combination of natural ventilation and 

phase change material (PCM), and then evaluates its cooling effect on residential buildings.  

Firstly, the comprehensive overview of the passive cooling methods in hot and 

humid climates was presented using a text mining-based bibliometric analysis method in 

Chapter 2. The results using 39,604 publications showed that natural ventilation took a vital 

role in passive cooling methods improving thermal comfort in hot and humid climates. 

Meanwhile, the increase in thermal storage using PCM in low thermal mass buildings 

improves the cooling effect and is expected to compensate the disadvantage of natural 
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ventilation due to the fluctuations of wind conditions, and a number of studies on PCM has 

rapidly increased since the 2010s. This implies that the combination of natural ventilation and 

thermal storage of PCM is a promising option improving thermal comfort further under hot 

and humid conditions, although the combination of natural ventilation and PCM was not 

observed in the co-occurrence networks and previous research. Based on the results, Chapter 

2 finally proposes a comprehensive floor cooling system that includes window systems, 

window-opening control, and PCMs for naturally ventilated buildings. 

Based on the proposal, a field measurement was conducted to determine the window 

design that optimizes indoor air flow pattern to provide comfort ventilation while maintaining 

thermal storage effect of the proposed system in Chapter 3. The results showed that the 

horizontal pivot window is a preferable window system in the hot and humid climate. The 

horizontal pivot windows led to inflows to the occupied level regardless of the outdoor 

condition, while reducing the heat transfer coefficient on the floor was by 1.5 W/m2K 

compared with that of the simple opening. Nevertheless, the increase in thermal storage owing 

to the PCMs had a greater effect on the retention of the floor cooling effect, compared with 

the effect of the window design.  

Therefore, another field measurement was conducted to clarify the measures to 

ensure the thermal storage effect of the proposed system in Chapter 4. The thermal storage 

effect of latent heat with an appropriate phase change temperature is particularly influential in 

lowering the floor surface temperature. Although calm wind conditions and warm nocturnal 

ambient temperature are common in the hot and humid climate region and they prevented the 

PCMs from solidifying in case of natural ventilation for the underfloor space, forced 

ventilation for the underfloor space was effective in ensuring sufficient solidification.  

Based on the results of the field measurements, a computational fluid dynamics 

(CFD) simulation coupled with a heat balance analysis was conducted to clarify the key 

parameter of thermal storage effect which cannot be investigated in the field measurements in 

Chapter 5. In the proposed floor cooling system, the air velocity that ensures the solidification 

of the PCMs in the underfloor space was found to be a key parameter, and thermal storage was 

maximized when the operational schedule of the underfloor ventilation was controlled by the 

outdoor temperature.  

Referring to the results of the cooling method for the PCMs in Chapter 5, the thermal 

energy simulation (TES) was developed in Chapter 6 to evaluate the annual performance of 

the proposed floor cooling system that considers the hysteresis of PCM and to determine its 

design guidelines and indicators. Regarding the indicator of the phase change of the PCM, the 

daily maximum and minimum ambient temperatures of the PCMs significantly affected the 

maximum and minimum liquid fractions, respectively, and thus it can be a useful guideline for 

selecting a phase change temperature besides the daily average ambient temperature of PCMs. 

Moreover, the maximum liquid fraction strongly influenced the retention of the thermal 

storage effect of the PCM because its cooling effect decreased rapidly after the melted 
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completely. Based on the annual TES, a reasonable annual average utilization rate of 

approximately 70% was determined to maintain a low floor surface temperature throughout 

the year.  

Finally, the annual TES was conducted to determine the optimum window-opening 

control that maximizes annual thermal comfort using the optimum window system and PCMs 

with the optimum operation in Chapter 7. The TES model developed in Chapter 6 was 

modified by coupling with the air flow network model. The resultant annual thermal comfort 

period based on the SET* increased up to 83.3% throughout the year, while the annual 

electricity consumption for space cooling in the test room with the proposed system was 

reduced by 41% compared with that of the control room. In the morning, the thermal storage 

effect of the PCMs using night ventilation extended the thermal comfort period and reduced 

the cooling load. As the outdoor air temperature increased, the outdoor wind speed tended to 

increase, and the ventilative cooling compensated for the increased room temperature. 

Considering the influences of room temperature and air velocity on the SET*, opening the 

windows when the indoor temperature exceeds 27 ℃ with night ventilation can maximize the 

annual thermal comfort in hot and humid climates.  

When the above-mentioned findings for the combination of natural ventilation and PCM 

were applied, occupants in hot and humid climates can spend most of the year comfortably 

without ACs, thereby reducing the energy consumption. The results of the field measurements 

and simulation models constructed in this study can be used as a guideline for the installation 

of PCMs to naturally ventilated buildings in hot and humid climates. 
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Chapter 1  

Introduction 

 

 

 
Abstract  

 

Chapter 1 provides a general background and discusses problems regarding buildings to 

determine the main focus of this thesis. In hot and humid climate regions, the daily maximum 

temperature usually exceeds 30 ℃ with a high humidity of 70‒90% year-round. Chapter 1 

discusses the situation in Indonesia, where typical issues of tropical developing countries, such 

as rapid economic growth and urbanization, have been experienced as an example to find a 

solution. They cause the increase in energy consumption and greenhouse gas emissions such 

as CO2 which impacts the global warming and climate change. The global warming rises the 

monthly mean temperature in Indonesia by 1.4–1.6 ℃ (RCP 4.5) and 2.0–2.4 ℃ (RCP8.0) 

between present and 2065. Consequently, the building sector, which accounts for 19% of all 

global GHG emissions now, has great potential and can be a strong contributor. Passive 

cooling methods that can improve the thermal environment without much energy consumption 

are feasible measures in hot and humid climate regions where the demand for space cooling 

was occurred throughout a year. Based on the limitations and research gaps of the existing 

studies on passive cooling methods, the objective and framework of this study are described.  

 

Key words  

Energy consumption, GHG reduction, Developing countries, Passive cooling methods  
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1.1. Background 

Today, according to the World Population Prospects suggested by the United 

Nations, the global population continues to grow [1.1]. Until 2050, world population is 

expected to reach approximately 10 billion. In particular, tropical regions strongly contribute 

to an increasing population. As the population increases, energy consumption rises, and it is 

projected that global energy consumption will increase by nearly 50% between 2018 and 2050 

[1.2]. Nowadays, the global energy consumption of buildings accounts for more than 40% of 

the total primary energy consumption, and as much as one-third of global greenhouse gas 

emissions [1.3]. As shown in Fig 1.1, the energy consumed in the building sector increases by 

1.3% per year in the reference case from 2018 to 2050 [1.2]. Moreover, due to the rapid growth, 

building energy consumption in non-OECD countries, including developing tropical countries, 

increases at about 2% per year, about five times faster than in OECD countries [1.2].  

The sector of buildings is a significant energy consumer. The IPCC reported that 

greenhouse gas (GHG) emissions from the building sector have more than double since 1970 

to reach 9.18 GtCO2-eq in 2010, representing 19% of all global GHG emissions [1.4]. 

Moreover, approximately 32-34% of the global final energy consumption in both residential 

and commercial buildings were used for room air conditioning. Based on the prediction by the 

IPCC, the use of energy for cooling and heating in commercial and residential buildings would 

increase by 79% and 83%, respectively, from 2010 to 2050. Nevertheless, the building sector 

is considered to have the largest potential for reducing greenhouse gas emissions compared to 

other major emitting sectors [1.5]. 
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Fig. 1.1. Global energy consumption in building sector in OECD countries and non-OECD 

contries [1.2]. 
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The Paris Agreement was proposed in November 2016. Now all the signatory parties, 

a total of 189 parties, including developing countries, need to keep the increase in global 

average temperature below 2 ℃ above preindustrial levels and put forward their best efforts 

to limit the temperature increase by 1.5 ℃ above preindustrial levels after 2020. GHG 

reduction is necessary to cope with climate change and pursue a sustainable low-carbon future. 

 

1.2. Energy consumption and CO2 emission in hot and humid regions 

The rapid increase in population was particularly observed in tropical developing 

countries. Here, the situation in Indonesia, where typical issues of tropical developing 

countries have been facing, is brought up as an example in Chapter 1 to find a solution. 

Population of Indonesia exceeded 250 million and is the fourth-largest nation on the number 

of populations all over the world [1.1]. Moreover, it is projected that the population of 

Indonesia will reach more than 310 million people by 2045 [1.6]. The percentage of urban 

population is projected to increase from 49.8% in 2010 to 66.6% in 2035 [1.6]. 

Owing to the increase in population, urbanization, economic growth and poor 

environmental performance, the energy consumption has rapidly increased. The total final 

energy consumption (without traditional biomass) in 2018 was approximately 114 Mtoe. 

Based on the energy demand projection under three different scenarios, i.e., Business as Usual 

(BaU), Sustainable Development (PB), and Low Carbon (RK), the national energy demand 

will be 548.8 Mtoe (BaU), 481 Mtoe (PB) and 424.2 Mtoe (RK) in 2050 [1.7]. Similarly, GHG 

emissions in Indonesia are projected to increase to 2,869 million tons of CO2 in 2050.  

The use of the air conditioning also increases the GHG emission [1.8]. The IEA 

reported that the number of ACs for households in the Southeast Asia will increase from 40 

million in 2018 to 350 million in 2040 [1.9]. Based on the number of ACs, electricity 

consumption will increase by 250 TWh. Moreover, a higher temperature will accelerate the 

electricity consumption for cooling further. Compared to present weather condition, the 
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monthly mean temperature in Jakarta, calculated by morphing method [1.10], will increase by 

1.4–1.6 ℃ under representative concentration pathways 4.5 (RCP 4.5) and 2.0–2.4 ℃ under 

RCP 8.0 by 2065. Although the cooling demand will become larger due to the higher 

temperature, the GHG reduction is necessary to suppress the temperature rise. To reduce the 

GHG emission, utilization of renewable energy can be a solution. However, the renewable 

energy generation in Indonesia accounted for only 5.5% of total energy generation in 2018 

[1.11]. Therefore, reducing energy consumption on the demand side is necessary for the GHG 

reduction. 

 

1.3. Urban housing in hot and humid regions 

As discussed, the population of Indonesia which can be regarded as an example of a 

developing tropical country is continuously increasing. Most major cities in Indonesia are 

densely populated now. Therefore, the demand for apartments is expected to increase in the 

future because of the increase in the population and the limited capacity of land. Meanwhile, 

the economic growth of Indonesia has been being relatively high and stable growth rates in 

recent years, with an annual average economic growth of around 5%, and it is projected to see 

higher economic growth after recovery from the COVID-19 outbreak [1.12]. The government 

of Indonesia aims to earn its place as one of the world’s developed countries by 2025, with an 

expected per capita income of USD 14,250–15,500 [1.13]. The increase in both population 

and economic growth in Indonesia brings the rise of the middle-class particularly in urban 

areas. Today, more than 150 million people, which is over half of the population of Indonesia, 

live in cities and it is projected that approximately 220 million people will live in urban areas 

by 2045 [1.14]. In 2016, the Indonesian Central Bureau of Statistics reported that nationwide 

housing shortages reached 11.6 million [1.15]. 

Private and public organizations conducted a housing project to meet the rapid 

demands for housing due to the growth of the population and the rise in the middle class. The 

central government developed the rental apartments, Rusunawa (hereafter, public apartments), 

and then managed them by the local governments (Fig. 1.3a,b). Meanwhile, the most owned 

apartments, Rusunami (private apartments), were designed and owned by private companies 

(Fig. 1.3c). Generally, most affordable apartments are constructed with a double-loaded 

corridor to maximize the ratio of occupied areas [1.16, 1.17]. However, double-loaded 

apartments often experience poor environmental conditions, such as daylighting, thermal 

comfort, ventilation, and indoor air quality [1.18–1.20]. 

Alfata et al. [1.21, 1.22] reported that the air temperature in the old public apartment 

under unoccupied condition was 3.1–6.9℃ lower than the corresponding outdoor air 

temperature during the peak hours. However, the air temperature maintained high under 

occupied conditions because of the small room area and heat generation from the occupants 
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[1.7]. Meanwhile, the air temperature in both new public and private apartments was higher 

than the outdoor air temperature for most of the measurement periods [1.21,1.22]. There is a 

positive correlation between the AC ownership and the household income levels [1.23]. The 

rise of middle-class and hot condition in modern apartments can accelerate energy 

consumption for air conditioning. The energy conservation strategy while satisfying thermal 

comfort needs to be investigated.  
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Fig. 1.3. Pictures of exterior and interior of a building and floor plan in (a,b) old and new 

public rental apartments in Indonesia (Rusunawa) and (c) private built-for-sale apartments in 

Indonesia (Rusunami) [1.21] 
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1.4. Passive cooling methods and research scope 

Passive cooling methods utilize natural resources by means of architectural elements, 

thereby reducing the cooling load in buildings [1.24, 1.25]. The determination of effective 

passive cooling methods for hot and humid climates where the demand for space cooling was 

occurred throughout a year can significantly contribute to reducing the energy consumption of 

space cooling while maintaining thermal comfort. Fig. 1.4 depicts representative passive 

cooling methods [1.26]. Several studies have comprehensively reviewed individual passive 

cooling methods under different climatic conditions, including hot and humid climates [1.25, 

1.27, 1.28]. Moreover, researchers have published various review papers on passive cooling 

methods that can adapt to hot and humid conditions, such as the building envelope [1.29–1.32], 

shading devices [1.33–1.35], radiant cooling [1.16, 1.37], evaporative cooling [1.38–1.40],  

 

Fig. 1.4. Framework of passive cooling methods for energy efficient buildings [1.26]. 
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and natural ventilation [1.40–1.43]; and each passive cooling method was systematically 

organized into subcategories based on its characteristics and principles. For instance, regarding 

natural ventilation, previous studies have widely investigated both methods and principles of 

comfort ventilation [1.43], night ventilation [1.44], wind-driven ventilation [1.45], buoyancy 

ventilation [1.46, 1.47], opening systems that assist in improving the ventilation performance 

[1.43, 1.48], and wind catchers [1.49, 1.50]. A tremendous number of studies on passive 

cooling methods have been published in both reviews and original papers. Samtamouris and 

Kolokotsa concluded that passive cooling methods are reaching a phase of maturity [1.40]. 

However, few comprehensive and systematic reviews on passive cooling methods have 

focused on hot and humid climates, although literature reviews of each passive cooling method 

alone have been frequently conducted. In hot and humid climates, such as Southeast Asia, it 

is difficult to achieve the thermal comfort of occupants using a single passive cooling method 

alone because the daily maximum air temperature and relative humidity usually exceed 30 ℃ 

and 70%, respectively [1.21, 1.22]. Previous studies have recommended the use of a 

combination of several passive cooling methods to improve the cooling effect [1.51, 1.52]. 

Therefore, it is particularly important to find an optimum combination of passive cooling 

methods to achieve thermal comfort in hot and humid climatic regions. 
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1.5. Research objective  

The main objective of this study is to clarify a thermal performance of residential 

buildings with an effective combination of passive cooling methods for hot and humid climates 

in terms of thermal comfort. The results of the field investigations in modern apartments in 

Indonesia showed that thermal environments were often out of the comfort zone [1.21, 1.22]. 

Nevertheless, previous studies indicated that single passive cooling method alone was difficult 

to achieve thermal comfort. Given the need to reduce energy consumption, determination of 

effective passive cooling methods to satisfy thermal comfort is required. This study focuses 

on the combination of natural ventilation and phase change material (PCM), and then evaluates 

its cooling effect. This study provides a useful design guideline for naturally ventilated 

buildings installed PCMs. The specific objectives of this study are as follows:  

 To provide the comprehensive overview of passive cooling methods in hot and 

humid climates, and to propose a feasible combination of passive cooling 

methods that have not been investigated in previous studies.  

 To determine window systems that can optimize the indoor air flow pattern for 

achieving better thermal comfort satisfaction of the occupants, while 

maintaining the thermal storage effect during daytime.  

 To clarify the measures to ensure the thermal storage effect of the proposed 

floor cooling system during daytime for naturally ventilated rooms. The field 

measurement was conducted to analyze the relationship between the indoor 

vertical temperature distributions and heat flows of the proposed system. Then, 

the key parameters and effective operation of the proposed system were 

determined. 

 To evaluate the annual performance of the proposed floor cooling system that 

considers the hysteresis of the PCM and to determine its design guidelines and 

indicators for maximizing the thermal storage effect throughout a year.  

 To determine the optimum window-opening control that maximizes the annual 

thermal comfort using the thermal storage effect of the proposed floor cooling 

system using the PCMs and ventilative cooling.  

Fig. 1.6 shows the flow of this research. In Chapter 2, the comprehensive overview 

of passive cooling methods is conducted using 39,604 documents. Based on the 

comprehensive overview, possible combinations of passive cooling methods for hot and humid 

climates are discussed, and then a feasible combination of passive cooling methods are 

proposed. Based on the proposal in Chapter 2, Chapter 3 focus on a window system for comfort 

ventilation. In Chapter 3, the results of the field measurement of the window systems are 
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analyzed particularly in terms of indoor air flow patterns, heat transfer coefficients of the floor, 

and floor surface temperatures. The influence of the window systems on thermal comfort was 

evaluated in the subsequent section. In Chapter 4, another field measurement is conducted to 

evaluate the thermal storage effect which may be combined with comfort ventilation through 

the filed measurement. To determine the parameters affecting the cooling effect of the 

proposed system, several operations of the room windows, louver windows, and exhaust fans 

are considered, and the relationship between the indoor vertical air temperature distributions 

and heat flows of the proposed floor cooling system is analyzed. Chapter 5 clarifies the key 

Fig. 1.6. Flow of this research. 

Chapter 1 Introduction 
• Introducing a general background and determining the main focus of this thesis. 

Chapter 2 Review and proposal of passive cooling methods  
• Comprehensive overview of passive cooling methods is conducted using a large number of documents. 
• A feasible combination of passive cooling methods that is investigated in this study is proposed. 

Chapter 3 Optimum window design for ventilative cooling with radiant floor cooling systems
• A field measurement is conducted to determine an optimum window design that can optimize the indoor air flow

pattern for thermal comfort, while maintaining the thermal storage effect during daytime..

Chapter 4 Field measurement of thermal storage
effect of phase change materials
• Another field measurement is conducted to

evaluate the thermal storage effect.
• The parameters affecting the cooling effect of the

proposed system is determined, and the
relationship between indoor vertical air
temperature distribution and heat flows is
analyzed.

Chapter 5 Numerical simulation of thermal storage
effect through night ventilation
• The CFD simulation coupled with heat balance

analysis is constructed, and validated by comparing
the results of the field measurement.

• The influence of each component of the floor
cooling system on thermal storage effect is
investigated.

Chapter 6 Annual simulation of phase change materials considering phase state with hysteresis
• A thermal energy simulation (TES) considering hysteresis of the PCMs is developed, and it compared with the results

of field measurement and coupled CFD.
• The influential factor of phase state of the PCMs are determined through the annual simulation.

Chapter 7 Thermal comfort evaluation of window-opening control for ventilative cooling and thermal storage effect
• The TES in Chapter 6 is modified by coupling with air flow network (AFN) to analyze the influence of window-

opening control method on thermal comfort.
• The optimum window-opening control method for naturally ventilated buildings installed PCMs is discussed.

Chapter 8 Conclusion
• Concluding this study and recommending a schematic design for future works. 
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parameters of a radiant floor cooling system using PCMs which cannot be investigated in 

Chapter 4 because of the limited time and cost. In Chapter 5, the computational fluid dynamics 

(CFD) simulation coupled with heat balance analysis is constructed, and it is validated by 

comparing with the field measurement results in Chapter 3. The influence of each component 

of the floor cooling system, i.e., ventilation fan, wind fin, and PCM thickness, on the thermal 

storage effect is investigated based on the validated model. In Chapter 6, annual performance 

of the proposed floor cooling system was evaluated using the thermal energy simulation (TES) 

considering hysteresis of the PCM that cannot consider in the coupled CFD (Chapter 5). The 

results of the TES are compared with those of the field measurement (Chapter 3) and coupled 

CFD (Chapter 5) to discuss the validity and applicability of the simulation method for naturally 

ventilated buildings. The influential factors of the phase state of the PCMs which are often 

affected by history in previous days are determined through the annual simulation. 

Furthermore, the TES is coupled with an air flow network (AFN) to analyze the influence of 

the window-opening control method on thermal comfort in Chapter 7. The optimum window-

opening control method for naturally ventilated buildings with PCMs is discussed. Chapter 8 

concludes this study and recommends a schematic design for future studies.  
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Abstract  

 

The comprehensive overview of the passive cooling methods in hot and humid climate was 

shown using a text mining-based bibliometric analysis method in Chapter 2. First, 

comprehensive overview analysis clarifies the trend in the studies on passive cooling methods 

between 1970 and 2022. Second, 15 coding rules are constructed to perform the detailed 

analysis, and possible combination of passive cooling methods are discussed based on the 

comprehensive overview and the coding roles. To obtain the overview of the existing studies 

on passive cooling methods, 39,604 publications are sampled. The increase in the number of 

sampled publications between 1990s and 2010s is 2.6 times higher than that of the publications 

in Construction & Building technology field categorized in Web of Science. The publications 

obtained under 15 coding rules, which comprise only 26 compound words, account for 16.1–

17.9% of the sampled publications between 2015 and 2021, mainly owing to the rapid increase 

in the studies on phase change material (PCM) in recent years. Further analysis of the co-

occurrence network based on the coding rules shows that the recent studies on thermal energy 

storage mainly focus on PCM, which is latent heat storage materials, rather than sensible heat 

storage materials such as concrete. The analysis of the co-occurrence network of natural 

ventilation indicates that natural ventilation maintains the vital role of passive cooling methods 

by improving thermal comfort in hot climates. Moreover, passive cooling methods are 

frequently derived from cultural background and historical experience. Based on the results 

using the constructed method and detailed literature reviews, a feasible combination of passive 
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cooling methods which has not been investigated in previous studies for achieving thermal 

comfort in hot and humid climates was proposed.  

 

Keywords  

Bibliometric analysis, Text mining, Co-occurrence network, Coding rule. 

2.1. Introduction  

Comprehensive reviews are one of the methods used to find an optimum combination 

of passive cooling methods. Passive cooling methods are often constructed based on traditional 

knowledge and experience [2.1]; thus, it is important to analyze long-term references and their 

transitions until recent years. In general, passive cooling methods aim to 1) prevent heat gain, 

2) modulate heat, and 3) dissipate internal heat [2.2]. Based on this principle, passive cooling 

methods have been classified, and researchers have often examined the optimum combination 

of passive cooling methods based on this classification [2.2–2.5]. Historically, such 

comprehensive reviews have also been conducted using qualitative approaches. In 1992, as a 

pioneering attempt, Antinucci et al. [2.6] reviewed 119 references on heat dissipation and 

protection design manually. Tejero-González et al. [2.7] conducted a literature review on 124 

studies in 2016. In 2017, Panchabikesan et al. [2.8] investigated the potential of passive 

cooling methods by reviewing 127 documents. Bhamare et al. [2.3] reviewed 255 studies to 

provide the overview of passive cooling methods. However, Miranda et al. [2.9] indicated that 

the limitations of the previous qualitative literature reviews are time and cost, and a potential 

bias for selecting publications cannot be undeniable. In general, the number of publications 

has dramatically increased in recent years; however, the number of reviewed qualitative 

literature papers cannot dramatically increase because of the limited time and cost. A 

qualitative literature review based on sophisticated researcher knowledge and experience is 

undoubtedly valuable; nevertheless, a quantitative and systematic literature review method is 

required to capture comprehensive overviews of the research trends in response to the recent 

rapid increase in publications. 

Bibliometric analysis using text mining methods can be an effective approach for 

conducting quantitative and systematic literature reviews in a wide range of research fields. 

Nie and Sun [2.10] used a text mining method to identify trends in research design, such as 

product design and information design, over the last 12 years. They concluded that text mining 

can help researchers obtain a comprehensive understanding of the knowledge on a certain field 

that is hidden in a large number of studies [2.10]. Donthu et al. [2.11] handled 5,344 documents 

published in the Journal of Business Research between 1973 and 2017 to analyze prominent 

topics and prolific authors [2.11]. Therefore, a bibliometric analysis using text mining is 

suitable for providing an overview of wide- and long-term information without certain bias. 

Because text mining can organize a considerable amount of text information, it helped doctors 
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to understand medical researches comprehensively [2.12], executives to decide on 

international strategic management [2.13], and marketers to gain insight into market 

advantages regarding consumer behavior [2.14]. Nevertheless, few studies in the building field 

have been conducted on bibliometric analyses using the text mining method [2.15], and an 

effective process for bibliometric analysis that can be applied to passive cooling methods has 

yet to be established. Previous bibliometric analyses categorized publications based on the 

author names, journal names, and existing categories in search engines such as medical science, 

business science, and building technology [2.9, 2.16]. Vanhala et al. [2.14] used single terms 

in a text mining-based bibliometric analysis to clarify latent topics in business research. 

However, a single term cannot express passive cooling methods such as ventilation, and most 

methods consist of multiple terms, such as comfort ventilation and night ventilation. It is 

necessary to determine the type of bibliometric analysis that has a combination of multiple 

terms that are effective for passive cooling field. 

 

2.1.1. Objective 

Chapter 2 aims to provide the comprehensive overview of passive cooling methods 

for buildings that adapt to hot and humid climates through the text-mining-based bibliometric 

analysis and to propose a feasible combination of passive cooling methods that has not been 

investigated in previous studies. First, the bibliometric analysis method using text mining was 

constructed to quantitatively handle the considerable number of publications on passive 

cooling methods for buildings. In this comprehensive review, the overall trends in the passive 

cooling methods that have been investigated since 1970s are analyzed. Second, coding rules 

consisting of compound words are built based on the quantitative overview analysis to find 

possible combinations of passive cooling methods for hot and humid climates. Finally, a 

feasible combination of passive cooling methods, considering traditional knowledge, that was 

focused on this study was proposed.  

 

2.2. Methodology  

2.2.1. Outline of the bibliometric analysis  

Fig. 2.1 presents the research flow for sampling and screening the publications, 

which is the first step in the bibliometric analysis. First, the Web of Science (WoS) and Scopus 

engines were used to find the target publications. These citation indexing platforms are 

regarded as the largest databases for academic journals and conference proceedings in various 
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academic disciplines. Martín-Martín et al. [2.17, 2.18] compared Google Scholar, Web of 

Science, and Scopus to determine the influence of publication coverage on the bibliometric 

analysis. Although Google Scholar had 1.5–1.8 times more publications than WoS and Scopus 

in the engineering and computer science fields, more than 60% of the unique publications in 

Google Scholar comprise dissertations, book chapters, and informally-published papers [2.17–

2.19]. Thus, Scopus and WoS were selected as the suitable search engines for obtaining 

reliable publications. The publications sampled from the two engines were then screened and 

organized using EndNote (Clarivate, USA), a commercial reference management software. 

After screening the publications, KH Coder (Higuchi, Japan), an open-source software for 

bibliometric analysis, was used for text mining the titles and abstracts of the screened papers. 

To provide a comprehensive overview of passive cooling methods, the title of the publications 

was used as the target because using a large number of words would make the analysis difficult 

if the text mining includes the whole article. Moreover, the title often represents an overview 

of the publication. To find potential combinations of passive cooling methods in detail, the 

abstracts of the sampled and screened papers were subjected to text mining. 

Fig. 2.2 shows the constructed bibliometric analysis method, which corresponds to 

the analysis of the title and abstract shown in Fig. 2.1. First, text mining was performed on the 

titles of the sampled publications to provide a comprehensive overview of passive cooling 

Search engine Other method

Duplicated 
records?

Web of Science (n=485,207) Scopus (n=509,962) Total (n=599)

Duplicated 
records?

n=412 n=2,527

Relevant 
journal?

Relevant 
journal?

Combined in EndNote (n=59,418)

n=450,787 n=482,589

Relevant 
content?

Total reference (N=39,604)

Duplicated 
records?

KH Coder

Title (n=39,604)

Abstract (n=27,162)

n=11,664

n=35
Yes Yes Yes

No No

No No

Yes (n=34,008) Yes (n=24,846)

No (n=564)

No

Yes

Sampling and 
screening 

papers

Analysis

Duplicated 
records?

n=8,150
Yes

Fig. 2.1. Research flow for sampling and screening the publications. 
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methods. Based on the co-occurrence network and multidimensional scaling analyses, the 

relationships between the words were obtained and coding rules were constructed to set the 

target compound words for the text mining of the abstracts of the sampled publications. 

Previous studies have used existing categories such as the author name, year, and journal name 

in search engines to quantitatively evaluate the publications [2.9, 2.16]. Meanwhile, the 

advantage of the methods constructed in our study is that they can arrange the effective 

categories using coding rules that respond to recent increases in publications, and can 

quantitatively handle the large number of the publications while reducing the potential bias in 

selecting publications. Using coding rules, the text mining of the abstracts of the sampled 

publications (detailed analysis is shown in Fig. 2.2) was performed to discuss the possible 

combinations of passive cooling methods. 

 

2.2.2. Sampling and screening papers 

The papers were sampled and screened based on the systematic review of the 

guidelines proposed by Pullin and Stewart [2.20] (Fig. 2.1). Three categories of words (as 

listed in Table 2.1), which include possible contextual search words, were set using the 

Boolean search formula, OR and AND, to avoid missing relevant papers. The words 

commonly used in the previous comprehensive literature reviews on passive cooling methods 

were used to create the categories. Categories 1, 2, and 3 represent the architectural objects, 

technologies, methods, climates, and regions, respectively. Miranda et al. [2.9] reported that 

creating categories consisting of a search formula is effective for properly collecting 

publications in the target research field. The search formula consisted of terms from each 

category to screen the publications on passive cooling methods for hot and humid climates. In 

the Scopus engine, the maximum number of exports was up to 20,000 publications in one 

search result; thus, the papers were exported separately for each year. Using the above-

Sampling and 
screening reference

Text mining to title of 
publications

Co-occurrence network analysis, and 
multidimensional scaling analysis 

Constructing coding rule

Evaluation the relation of words
• Jaccard coefficient (CJac)
• Word position (d) based on similarity (δ) 
• Collocation score (SCcol) 

High SCcol but did not 
occur in the analysis

Text mining to abstract 
of publications

Comprehensive 
overviewing

Selecting target words

Detailed 
analysis

Co-occurrence 
network

Evaluation the relation of words with 
the target wards
• Jaccard coefficient (CJac)
• Centrality (BC(n))  

Analysis using modified co-
occurrence network

Include 
unnecessary 

words?

Yes

No

Screening 
• Part of speech
• Symbol

Fig. 2.2. The constructed bibliometric analysis method using text mining. 
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mentioned methods, 485,207 and 509,962 publications from 1970-2022 (until March) were 

exported from the Web of Science and Scopus, respectively. In addition to the publications 

from Web of Science and Scopus, publications referring to papers written in the local language 

and excluded from the two search engines were manually added to the analysis (n=599). 

Although the search formula for passive cooling methods was developed, ineligible research 

fields such as foods and animals were included in the outputted publications. The exported 

papers were screened properly by duplication and the relevance of journal names based on 

preferred reporting items for systematic reviews and meta-analysis (PRISMA) guidelines 

[2.21]. A total of 936,350 publications were removed, and 59,418 publications were combined 

for use in EndNote. In EndNote, the title, abstract, and keywords were checked, and 11,664 

publications were removed for lacking relevancy. Overlapping documents between Web of 

Science and Scopus were also eliminated (n=8,150) to avoid redundancy. Finally, 39,604 

publications were selected as target publications for bibliometric analysis. 

 

2.2.3. Quantitative evaluation of the papers 

To understand the comprehensive overview of passive cooling methods, the top 200 

most frequent nouns, proper nouns, adjectives, and verbs were extracted from the sampled 

publications using the text-mining method (Fig. 2.2). Based on these words, their relationships 

were quantitatively evaluated using the Jaccard coefficient in the analysis of the co-occurrence 

network. The Jaccard coefficient (CJac) was calculated as follows (Eq. 2.1): 

Keywords of the search formula (Field Topic) 

#1 Architectural object apartment* OR architect* OR buil* OR dwelling* OR home* 

OR hous* OR indoor* OR office* OR residen* OR room* 

#2 Technology and 

method  

air OR bioclimat* OR climat* OR cool* OR evaporat* OR 

green OR heat* OR natural* OR passive* OR PCM OR radia* 

OR shad* OR simulation OR solar OR stor* OR sustainab* OR 

system* OR technolog* OR thermal OR tradition* OR ventilat* 

OR vernacular  

#3 Climate and region  “hot and humid” OR “hot climat*” OR “hot dry” OR “hot 

humid” OR “humid climat*” OR “South East Asia” OR 

“Southeast Asia” OR “Sub tropic” OR “Subtropical climate” 

OR area* OR subtropics* OR summer OR thermal OR tropic*  

Search formula used in 

the search engines 

#1 AND #2 AND #3 

*: Unlimited flection, “ ”: Phrase search 

 

Table 2.1. Keywords of the search formula for the sampling publications. 
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𝐶𝐽𝑎𝑐 =
𝐴∩𝐵

𝐴∪𝐵
=

𝐴∩𝐵

𝐴+𝐵−𝐴∩𝐵
        (2.1) 

A high CJac value indicates that the connected words appear frequently in the same document. 

In addition to the co-occurrence network analysis, a multidimensional scaling analysis using 

Kruskal’s algorithm [2.22, 2.23] was applied to provide the comprehensive overview of the 

passive cooling methods. The following relationship (Eq. 2.2) between the similarity of the 

words (δ) and distance between the words (d) must be satisfied by Kruskal’s algorithm to be 

able to determine the position of words in the multidimensional space: 

𝛿𝑖𝑗 > 𝛿𝑟𝑠 → 𝑑𝑖𝑗 ≤ 𝑑𝑟𝑠        (2.2) 

Although the position of words can be determined based on the monotonic-decreasing 

relationship between the similarity of the words and the distance between them, the position 

of words does not always satisfy the monotonic-decreasing relationship due to the relationship 

between other words. In the multidimensional scaling map, incompatibility stress (S) is used 

to evaluate the satisfaction of the monotonic relationship. In this study, 1000 iterations were 

performed using Kruskal’s algorithm to minimize the incompatibility stress (S) when 

determining the position of words, which is expressed by Eq. 2.3: 

𝑆 = √
∑ ∑ (𝑑𝑖𝑗−𝑑𝑖𝑗̂)2𝑛

𝑗=2
𝑛−1
𝑖=1

∑ ∑ 𝑑𝑖𝑗
2𝑛

𝑗=2
𝑛−1
𝑖=1

        (2.3) 

Based on the results of the co-occurrence network and multidimensional scaling 

analyses, a coding rule was constructed to find possible combinations of the passive cooling 

methods. The constructed coding rule consists of two or more words (such as natural 

ventilation and night ventilation) because it was difficult to represent passive cooling methods 

using a single term (such as ventilation). The collocation score (SCCol) proposed by Nakagawa 

et al. [2.24] was used to determine the compound words concerning passive cooling methods, 

which were frequently used. The collocation score (SCCol) was calculated using the frequency 

of the target compound word (f(cw)) and the frequency of the concatenated words before (fl) 

and after (fr) each word (wi) of the target compound word (cw) (Eq. 2.4):  

𝑆𝐶𝐶𝑜𝑙 = 𝑓(𝑐𝑤) × (∏ (𝑓𝑙(𝑤𝑖) + 1)(𝑓𝑟(𝑤𝑖) + 1))𝑘
𝑖=1

1

2𝑘    (2.4) 

𝑐𝑤 = 𝑤1, 𝑤2, ⋯ , 𝑤𝑘   

Using 15 coding rules (see section 2.3.2) that had a high collocation score (SCCol) and were 

based on the words in the co-occurrence network and multidimensional scaling map, the text 
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mining was applied to the titles and abstracts of the publications. Each coding rule consisted 

of several compound words.  

In the following analysis, the co-occurrence network was expressed by Jaccard 

coefficient (CJac) and centrality of the target compound words. The betweenness centrality 

(BC(n)) illustrates the extent to which a target node (n) is between others, and is expressed as 

follows (Eq. 2.5) [2.25]: 

𝐵𝐶(𝑛) = ∑ ∑
𝑃𝑛(𝑠,𝑔)

𝑃(𝑠,𝑔)

𝑠−1
𝑔=1

𝑁
𝑠=1        (2.5) 

where N is the total number of nodes, P(s,g) is the shortest path from s to g, and Pn(s,g) is the 

shortest path from s to g via n. 75 words with the highest CJac were extracted from the top of 

the target compound words. In previous studies, a total of 75 words were determined for the 

co-occurrence network to identify clear co-occurrence relationships [2.26, 2.27]. Based on the 

co-occurrence relationships between the 75 words and BC(n), the co-occurrence networks, 

including the target compound word, are presented.  

 

2.3. Results  

2.3.1. Comprehensive overview of the passive cooling methods  

Fig. 2.3 shows the co-occurrence network with the CJac and multidimensional scaling 

map for words appearing in the titles of papers for the comprehensive overview of the passive 

cooling methods. The words with a CJac of more than 0.08 appeared in the co-occurrence 

network. Building was the most commonly used, with the frequency of 10,389 in 39,604 

references, followed by thermal with the frequency of 9,352. The CJac between thermal and 

comfort was 0.23. The high frequency of thermal and CJac of thermal_comfort imply that 

studies on thermal comfort have been frequently conducted. Phase_change had the highest 

CJac of 0.59 among the top 200 words, and both words were strongly connected with material, 

with the CJac of 0.31 and 0.37 for change_material and phase_material, respectively. Phase 

change material (PCM) had a relationship through heat_storage and thermal_storage, 

indicating that PCM have been frequently studied owing to their thermal storage effect. In the 

multidimensional map, PCM and phase change material were placed near envelope, wall, and 

roof. Natural_ventilation (CJac=0.23), wall_insulation (CJac=0.09), and green_roof (CJac=0.17) 

were passive cooling strategies that appeared in the co-occurrence network. In particular, 

ventilation was located near comfort, hot, and climate in the multidimensional scaling map. 

Natural ventilation can be regarded as a passive cooling strategy expected improving thermal 

comfort in hot climates. Occupant_behavior appeared in the co-occurrence network for 
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passive cooling methods, with CJac of 0.10. Because window, ventilate, and room were 

positioned near behavior, previous studies may have been focused mainly on the window-

opening behavior in ventilated rooms. The co-occurrence network and multidimensional 

scaling analyses can be used to clarify the commonly-studied passive cooling strategies and 

analyze the purposes and applications of previous studies. 

 

2.3.2. Constructing coding rules  

Using the titles of the 39,604 references, the collocation score (SCCol) of 68,127 

compound words was calculated. Based on the words in the co-occurrence network and 

multidimensional scaling maps, coding rules, which were regarded as having relatively high 

SCCol, were constructed (Table 2.2). Thermal comfort had the highest SCCol of 2,676,805 

among the 68,127 compound words because the frequencies of thermal and comfort were 

9,352 and 2,737, respectively. The effect of passive cooling methods has been frequently 

evaluated in terms of thermal comfort [2.28]. Thus, the SCCol of thermal comfort was high. 

Regarding passive cooling methods, *thermal energy storage (* indicates category), including 

thermal storage (SCCol= 149,724), heat storage (SCCol= 14,497), and thermal energy storage 

(SCCol= 768,985), had the fifth-highest SCCol in the high-coding category. In the co-occurrence 

(a) (b)

Frequency

2500 5000 7500 10000

Fig. 2.3. (a) Co-occurrence network and (b) multidimensional scaling map for words in the 

title of papers. 
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network, the word storage was connected to phase_change_material, which has a relatively 

high latent heat storage. The collocation scores of phase change material and phase change 

materials were 99,009 and 98,214, respectively. Natural ventilation (SCCol= 152,725) and 

green roof (SCCol= 16,198), which appeared in the co-occurrence network owing to the high 

CJac, also appeared in the top 200 compound words. If words appear in the co-occurrence 

network owing to a high CJac, the SCCol tends to be high. The high CJac can be a criterion for 

making a suitable coding rule; thus, a CJac of more than 0.08 was used in this study. 

*thermal insulation, *green wall, *cool roof, and *night ventilation were added to 

the coding rules as the derivative words for the above mentioned compound words. Although 

*cool roof 

cool+roof (1,898) OR cool+roofs (2,490) 

*evaporative cooling  

evaporative+cooling (12,489) 

*green roof 

green+roof (16,198) OR green+roofs (12,071) 

*green wall 

green+wall (900) OR green+walls (4,459) OR greenwall 

*natural ventilation 

natural+ventilation (152,725) 

*night ventilation  

night+ventilation (5,831) 

*occupant behavior  

occupant+behavior (4,108) 

*phase change material 

phase+change+material (99,009) OR phase+change+materials (98,214) OR pcm 

*radiant cooling  

radiant+cooling (5,153) OR radiative cooling (1,866) 

*solar shading  

solar+shading (3,097) 

*thermal behavior  

thermal+behavior (92,822) OR thermal+behaviour (61,084) 

*thermal comfort 

thermal+comfort (2,676,805) 

*thermal insulation 

thermal+insulation (221,109) 

*thermal storage 

thermal+storage (149,724) OR heat+storage (14,497) OR thermal+energy+storage 

(768,985) 

*tropical climate  

tropical+climate (28,031) OR hot+humid (4,866)  

*: Classification, +: Collocation 

 

Table 2.2. Coding rules of passive cooling methods and their collocation scores (SCCol). 
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wall and insulation were connected to each other, with the CJac of 0.08, thermal insulation, 

whose SCCol was the twelfth highest (SCCol=221,190) among the 68,127 compound words, was 

more frequently used compound word. Therefore, thermal insulation was added to the coding 

rule instead of wall insulation. Green roof was shown in the co-occurrence network, and roof 

was positioned near wall in the multidimensional scaling map; thus, the green wall was 

selected as a coding rule for further analysis. Among the 15 coding rules, cool roof had a 

relatively low SCCol, with the maximum SCCol of 2,490 for *cool roof. Nevertheless, it was in 

the top 2.2% of compound words. Therefore, cool roofs can be regarded as representative 

passive cooling methods. 

*evaporative cooling and *radiant cooling did not appear in both the co-occurrence 

network and multidimensional scaling maps. Both passive cooling methods considered 

materials, structures, and installation positions [2.28–2.32, 2.33–2.35]; thus, it is difficult to 

be connected with specific words in the co-occurrence network. Interestingly, the words 

radiant and evaporative were out of the 200 most frequently-used words. Nevertheless, 

evaporative cooling and radiant cooling had relatively high SCCol values of 12,489 and 5,153, 

respectively. As discussed above, it is difficult for a single term to represent passive cooling 

methods. Therefore, evaporative and radiant were employed as compound terms using two or 

more words rather than a single term because neither word appeared in the co-occurrence 

network and multidimensional scaling maps despite the relatively high SCCol. Therefore, 

*evaporative cooling and *radiative cooling were added to the coding rules. To construct 

effective coding rules based on the quantitative literature review that can represent passive 

cooling methods, referring the collocation score (SCCol) is recommended as well as Jaccard 

coefficient (CJac) in the co-occurrence network and the position of words in the 

multidimensional scaling map. The 15 coding rules listed in Table 2 were applied for the 

detailed analysis. 

 

2.3.3. Trends in passive cooling methods 

In the following sections, the list of the publications used for creating the co-

occurrence network are referred in the discussion of features of the respective passive cooling 

applications. Fig. 2.4a shows the number of publications in each year from 1970 to 2021 using 

keywords from the search formula. Here, the trend in the sampled publications was compared 

with the number of publications registered in the “Construction & Building technology” 

category, which includes heating and air conditioning, energy system, and indoor air quality 

research as the referential data in the Web of Science (WoS) database. The number of 

referential publications on Construction & Building technology in the WoS increased by 624% 

between 1990 and 2020. The ratio of the number of sampled publications to that of the 

referential publications ranged from 2.8–7.3% from 1991–2000, and increased to 8.1–13.8% 
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and 8.2–16.9% from 2001-2010 and 2011-2020, respectively. Cañas-Guerrero et al. [2.16] 

found the growth in words related to the indoor environment and energy efficiency such as 

simulations, temperature, energy, environment, and thermal comfort from 2006–2011. This 

tendency can affect the recent increase in the number of publications on passive cooling 

methods, which improve the indoor thermal environment and reduce building energy 

consumption. 

Fig. 2.4b presents the number of publications between 1970 and 2021 containing the 

compound words in their title based on the 15 coding rules. The publications obtained under 

the 15 coding rules accounted for 1.5–9.8% of the sampled publications between 1970-1999 

(Table 2.3). This rises to 11.2–17.2% from 2000-2020 mainly owing to the rapid increase in 

the publications related to phase change material (PCM). The number of publications on PCM 

increased by 8150% between 2002 and 2021. Owing to its light weight and high energy density, 

PCM have been installed on the wall [2.36–2.38], roof [2.39], and ceiling [2.40] of buildings 

in hot and humid climate regions, where the diurnal temperature range is less than 10 °C. 

Souayfane et al. [2.41] found that the required PCM ambient temperature range to employ its 

cooling effect is less than 5 °C. The wide applicability of PCM in buildings may have 

contributed to this increasing occurrence in recent studies. 

Among the 15 coding rules, studies on thermal comfort were most frequently 

conducted from 1990-2022 (March). The publications on thermal comfort account for 3.0–

5.9% of the sampled publications. The purpose of the previous studies on thermal comfort can 

be divided into two large categories: developing the thermal comfort ranges of the occupants 
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Fig. 2.4. Annual number of publications in: (a) the Construction & Building technology 

category in Web of Science (WoS) and the sampled publications with the ratio of the sampled 

publication in WoS, and (b) under the 15 coding rules from 1970 to 2021.  
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using thermal comfort indices such as the operative temperature (OT), predicted mean vote 

(PMV), and standard effective temperature (SET*) [2.42–2.44]; and evaluating the cooling 

effect of each method and technique in terms of the indices [2.45–2.48]. The broad scope of 

the research on thermal comfort has led to an increase in the publications. 

Natural ventilation is one of the bases of passive cooling. From 1995-2009, the 

number of papers with natural ventilation in their title was the second largest among the ones 

analyzed under the 15 coding rules. Because the number of publications on natural ventilation 

has steadily increased since the 1980s, natural ventilation can be regarded as a common passive 

cooling method. Previous studies have shown that natural ventilation can be combined with 

building elements such as windows, wind catchers, balconies, and wing walls, as well as other 

cooling methods such as evaporative cooling and radiant cooling [2.49–2.51]. 

Fig. 2.5 depicts the co-occurrence network that connects each decade to clarify the 

trend in the research on passive cooling methods, considering all the sampled publications 

(N=39,604). Construction, materials, and structures, which are regarded as the fundamental 

elements of architecture, were found in the 1970s and 1980s. Meanwhile, the term material 

was also obtained in the 2000s and 2020s. Cañas-Guerrero et al. [2.16] reported that materials 

and structures such as cement, steel, composite, and fiber stood out and continued to be 

important subjects because they were related to the energy, thermal comfort, and ventilation 

of buildings. Moreover, the studies on PCM have rapidly increased since the 2000s. 

Consequently, the PCM was found in the 2010s and 2020s. Materials may play an important 

role in passive cooling methods throughout the whole period. Wind, natural ventilation, 

ventilate, and ventilation, which are associated with ventilation, were linked in the 1970s and 

1990s-2020s. The number of publications with natural ventilation in their title accounted for 

4.4% of the publications obtained in the 2020s under the 15 coding rules (Table 2.3). 

Nevertheless, ventilation is still frequently investigated. 

 1970~ 

1974 

1975~ 

1979 

1980~ 

1984 

1985~ 

1989 

1990~ 

1994 

1995~ 

1999 

2000~ 

2004 

2005~ 

2009 

2010~ 

2014 

2015~ 

2019 

2020~ 

2022* 

Sampled publications 332 748 1,540 1,476 925 971 1,598 3,918 6,681 13,537 7,878 

*cool roof 0 0 0 0 0 0 0 2 26 38 17 

*evaporative cooling 0 0 2 0 2 2 11 17 20 54 24 

*green roof 0 0 0 0 0 1 2 21 61 97 44 

*green wall 0 0 0 0 0 0 0 4 3 17 9 

*natural ventilation 0 1 7 2 2 20 32 97 100 132 61 

*night ventilation 0 0 1 0 0 8 1 13 10 12 8 

*occupant behavior  0 0 0 0 0 0 0 1 14 42 10 

*phase change material 0 1 2 0 0 0 4 59 222 546 363 

*radiant cooling  0 0 0 1 0 3 3 10 17 31 40 

*solar shading  0 0 0 0 1 0 2 0 8 10 5 

*thermal behavior  1 1 6 4 3 10 11 34 45 95 41 

*thermal comfort  1 3 15 12 28 35 71 241 313 736 467 

*thermal insulation  3 2 17 2 4 2 11 32 91 112 71 

*thermal storage 0 15 19 14 8 11 25 52 178 351 200 

*tropical climate 0 0 13 3 7 3 6 29 32 58 41 

        *until Mar 2022 

 

Table 2.3. Number of publications on passive cooling methods for each period. 
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Regarding the tools used for evaluating passive cooling methods, the word numerical 

was obtained in the 2000s and 2010s in the co-occurrence network. Computational fluid 

dynamics (CFD) was first introduced in the ventilation industry in the 1970s [2.52]. In 1980, 

a numerical calculation of the flow related to ventilation over an aerofoil took half an hour 

with a cost of 1000 USD [2.53]. Nowadays, the calculation time and cost are minimal. 

Regarding building energy simulation programs, DOE-2, BLAST and ESP-r were found in the 

1970s [2.54]. EnergyPlus, which combines the advantages of BLAST and DOE-2, was 

developed in 2001 [2.55]. Strachan et al. [2.56] reported that errors in the thermal load 

calculated by simulation programs, including ESP-r, were ±25% in daily values in the 1970s. 

Approximately 30 years later, Fumo et al. [2.57] reported that the error in calculating the 

energy consumption was mostly less than 10% using the EnergyPlus benchmark models. 

Owing to the improvement and dissemination of computers, many researchers can easily 

conduct numerical simulations; thus, the number of studies using numerical simulations has 

increased rapidly since the 2000s. Optimization has been in use since the 2010s. Gassar et al. 

[2.58] conducted a comprehensive literature review on optimization studies for use in building 

fields. They excluded studies published before 2000 because the amount of literature on 

building optimization is not significant [2.58]. Previously, optimization was performed based 

on only one objective, which was used to determine the optimal solution for maximizing or 

minimizing the objective function [2.59]. However, multi-objective optimization problems 

need to be solved using real-world designs [2.60]. The advantage of numerical simulation is 

Fig. 2.5. Co-occurrence network for each decade (※2020s including the publications from 

2020 to Mar 2022). 
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the investigation of several parameters under a limited time and cost owing to its improved 

computing capacity. For these reasons, multi-objective research, such as evaluating the trade-

off relationship between thermal and daylighting environments for shading devices and 

windows [2.61, 2.62], was frequently conducted in the 2010s and the 2020s. The prevalence 

of reliable numerical simulations with a reduced time and cost could be the cause for the 

increase in the number of sampled publications since the 2000s. 

Overall, the text-mining method for the titles of papers and co-occurrence networks 

can be effective in clarifying the trends in the studies on passive cooling methods. In particular, 

the 15 coding rules can be used as a representative research topic on passive cooling methods 

because the co-occurrence network for each decade considered all the sampled publications 

(N=39,604). Most words appearing in the co-occurrence network were related to the 15 coding 

rules because of their similarities. Although the number of sampled publications has 

dramatically increased since the 2000s, the coding rules can capture the recent rapid increase 

and clarify the research trend based on a large number of publications. 

 

2.3.4. Co-occurrence network analysis based on the coding rules  

Using the 15 coding rules, a co-occurrence network analysis, which refers to co-

occurrence relationship, was constructed on the abstracts to find the purposes of application 

as well as the strengths and weakness of each passive cooling method. In particular, the 

potential combination of passive cooling methods for hot and humid climates were uncovered, 

including rapid in the number of publications. Because the abstracts of the publications were 

the objects of text mining, unnecessary terms based on parts of speech were screened (Fig. 

2.2).  

 

2.3.4.1. Natural ventilation, tropical climate, thermal comfort, and 

occupant behavior 

Figs. 2.6 and 2.7 present the co-occurrence network of natural ventilation, tropical 

climate, thermal comfort, and occupant behavior with the minimum spanning tree, which 

minimizes the length of the edges of the tree. In the co-occurrence network of the tropical 

climate, passive_natural_ventilation and comfort, which had relatively high centrality and 

frequency, were observed. Similarly, natural_ventilation was linked to thermal_comfort, with 

CJac of 0.66, in the co- occurrence network of natural ventilation. No words related to energy 

consumption were found. Sakiyama et al. [2.63] reported that 43% of the reviewed papers on 

naturally ventilated buildings are in hot-humid, tropical, and subtropical climates, and 
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concluded that thermal comfort is a vital aspect of natural ventilation performance in their 

comprehensive literature review of natural ventilation. Previous studies on natural ventilation 

focused on improving thermal comfort rather than reducing the energy consumption of 

buildings. In general, the ratios of the heat loss from the human body in indoor spaces is 

approximately 50% through radiation, 30% through convection, and the rest through 

evaporation [2.64–2.66]. Evaporative heat loss from the human body accounts for more than 

50% of the total heat loss in a warm environment, with a relative humidity of approximately 

60% [2.67, 2.68]. Previous studies showed that the convective heat transfer coefficient of the 

human body, which affects the evaporative heat transfer coefficient as well, increases 

significantly when the airspeed exceeds 0.3 m/s [2.69, 2.70]. Under hot and humid conditions 

in naturally ventilated buildings in Indonesia, the results of a questionnaire survey indicated 

that the occupants generally prefer high wind speeds [2.71]. When the operative temperature 

was 30 °C, the minimum preferred wind speed was 0.9 m/s in a hot-humid climate [2.72]. 

Passive cooling methods that employ natural ventilation under hot and humid conditions these 

criteria to improve thermal comfort. The combination of natural ventilation with other passive 

cooling methods, such as roof covers and ceiling insulation [2.48], increases thermal comfort. 

Accordingly, improving the thermal comfort contributes to a reduction in the energy 

consumption. The CJac of comfort_energy and energy_consumption were 0.58 and 0.43, 

respectively. 

Natural ventilation

Frequency

200 400 600 800

Centrality

0 30 60

Frequency

25 50 75 100 125

Centrality

0 12060

Tropical climate

Fig. 2.6. Co-occurrence network of natural ventilation and tropical climate. 
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In the co-occurrence network of the occupant behavior, 

behavior_window_opening_closing, which is related to natural ventilation, had a higher 

centrality than behavior_pattern_ac_on/off, which is related to energy consumption. This 

supports the above-mentioned implication for the preference of thermal comfort in natural 

ventilation studies. Nevertheless, window-opening patterns in hot and humid climates are 

affected by the household size, age of the respondent, household income, and concerns about 

insects more than the thermal sensation of the occupants [2.73]. 

 

2.3.4.2. Thermal energy storage, phase change materials, thermal 

behavior, night ventilation, and radiant cooling 

Figs. 2.8 and 2.9 depict the co-occurrence network of thermal energy storage, phase 

change material, thermal behavior, night ventilation, and radiant cooling with the minimum 

spanning tree. In the co-occurrence network of thermal energy storage, 

material_phase_change and pcm, whose frequencies were 587–801 and 1,277–5,440 in the 

conditional and unconditional occurrences in the network, respectively, are shown. The 

conditional refers to only the co-occurrence, and unconditional indicates all occurrences in the 

detailed analysis. Previous studies on thermal energy storage have mainly focused on PCM, 

which is a latent heat storage material, and there has been a rapid increase in research since 

Thermal comfort

Frequency

1000 2000

Centrality

0 50 100

Frequency

10 20 30

Centrality

0 100 200

Occupant behavior

Fig. 2.7.  Co-occurrence network of thermal comfort and occupant behavior. 
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the 2010s. Moreover, sensible heat storage materials such as concrete have not been frequently 

investigated, although thermal energy storage has been investigated since the 1970s. Devax et 

al. [2.74] reported that a latent heat thermal storage material, i.e., PCM, stored and released 

heat per unit volume 5–14 times as much as a sensible heat thermal storage material such as 

concrete for building applications. Therefore, the PCM is a suitable material for thermal 

storage through night ventilation in hot and humid climate regions, where the diurnal 

temperature range tends to be small. 

Material_phase_change and pcm appeared in the co-occurrence network of thermal 

behavior. Because of the complex phenomena in the phase changes of the PCMs, previous 

studies have investigated the unique thermal behavior of PCM (paraffin) during phase-change 

processes. Liu et al. [2.75] found that the melting time of PCMs (paraffin) exposed to a fixed 

temperature was shorter than that of employing a fluctuating inflow temperature, although the 

average exposure temperatures for both cases were the same. Iten et al. [2.76] reported that the 

latent heat of PCMs (paraffin) was underestimated under a heating rate of 10 ℃/min, 

compared to the slower heating rate of 0.2 ℃/min in differential scanning calorimetry (DSC) 

testing. The differential_calorimetry, which is a common method for measuring the thermal 

properties of PCM, appeared in the co-occurrence networks of the thermal energy storage and 

phase change material. Although PCMs have been employed in radiant cooling systems for 

buildings in hot and humid climates, such as ceilings [2.77], by lowering the surface 

Thermal energy storage Phase change material
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0 30 60

Centrality

0 30 60
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250 500 750 1000 1250

Fig. 2.8. Co-occurrence network of thermal energy storage and phase change material. 
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temperature of the building surface, PCM was not observed in the co-occurrence network in 

radiant cooling. 

Condensation was frequently observed in the co-occurrence network, with the 

frequency of 36 conditional occurrences. When active radiant cooling systems employing 

chilled water with the supply temperature of 17–22 ℃ are applied to buildings in hot and 

Thermal behavior Radiant cooling
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Fig. 2.9. Co-occurrence network of thermal behavior, radiant cooling, and night ventilation. 
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humid climates, the condensation that forms on the panels due to the high humidity, which has 

a CJac of 0.35 in the co-occurrence network, can be a problem [2.78, 2.79]. The annual average 

dew point temperature in the hot and humid climate of Jakarta, Indonesia was 25.0 ℃ [2.80]; 

thus, the active radiant cooling system had a high chance of suffering from condensation. 

For night ventilation, overhung, blind, and PCM were observed in the co-occurrence 

network. Toe and Kubota [2.81] predicted the cooling effect of passive cooling methods for 

Malaysian terraced houses and recommended the combination of night ventilation with the 

roof and ceiling insulations, and continuous low-roof eaves at approximately the window 

height level (650–750 mm depth), to increase the thermal comfort period. Al-Absi et al. [2.36–

2.38] used PCM to increase the thermal storage of Malaysian apartments, thus improving the 

cooling effect through night ventilation in hot and humid climates. Ran and Tang [2.82] 

proposed the use of a combination of a green roof and night ventilation for controlling the 

indoor air temperature in hot and humid regions, which can reduce the temperatures by up to 

2.3 °C compared with the building’s combined night ventilation and walls insulation. Although 

the cooling potential of night ventilation in hot and humid climates was considered low 

compared with that in other climatic regions [2.83], thermal comfort can be improved by 

combining night ventilation with other passive cooling methods. 

 

2.4. Discussion  

2.4.1. Evaluation of the constructed bibliometric analysis methods 

Miranda et al. [2.9] reported that the largest sample size of reviewed research papers 

on passive cooling technology contains a maximum number of 2,859 samples. Nevertheless, 

they referred to publications written by authors who published a large number of publications 

only and concluded that the exclusion of a substantial number of other studies was a limitation 

of their study [2.9]. Cañas-Guerrero et al. [2.16] classified the publications on Construction & 

Building technology in the WoS based on the existing categories, such as research institutes 

and journals, to reduce the bias in selecting papers. However, this method is unable to analyze 

a specific topic because of limitations in the categorization functions of the WoS [2.16]. In 

this study, passive cooling was selected as the target topic, and the use of the coding rules, 

which were composed of the compound words, enabled the limitations in previous studies to 

be overcome in this analysis. 

From the titles of the sampled publications (N=39,604), 68,127 compound words 

were detected in the analysis. Subsequently, 26 compound words were selected based on the 

CJac, that is, the relationship between the position (d) and similarity (δ) of each word, and the 

collocation score (SCCol), to create the 15 coding rules. Nakagawa et al. [2.24] indicated that 
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it is difficult to express technical terms using a single term. In this study, we found that some 

words, such as evaporative and radiant, were employed as compound words rather than single 

terms. Therefore, calculating SCCol, which evaluates the importance of compound words, is 

recommended for constructing effective coding rules. Based on the results of SCCol, each 

coding rule needs to include compound words with a minimum SCCol of approximately more 

than 2,500 to construct effective coding rules. 15 coding rules were employed 26 out of the 

6,8127 compound words that accounted for approximately 15% (n=5,961) of the sampled 

publications (N=39,604) between 1970–2022. Compared to the number of references in 

previous literature reviews [2.3–2.9], the number of the sampled publications based on the 

coding rules was much larger, and the analysis was more comprehensive. Constructing coding 

rules based on quantitative data, such as CJac and SCCol, can reduce the bias when selecting 

publications and efficiently analyzing the commonly-studied passive cooling methods, while 

allowing the consideration of the research trends in a large number of publications. 

 

2.4.2. Potential combinations of passive cooling methods for hot and 

humid climate regions 

The results of the detailed analysis using the coding rule and the further reviews of 

the publications involved in the co-occurrence networks indicate the detailed features of the 

respective passive cooling applications. The above results help find potential combinations of 

passive cooling methods for hot and humid climate regions. For example, in a previous study, 

a strong improvement in the thermal comfort was reported when natural ventilation was 

applied as comfort ventilation [2.69, 2.70]. Correspondingly, our results show that the CJac of 

natural_ventilation_thermal_comfort is more than 0.5 in the co-occurrence network of natural 

ventilation. Nevertheless, opening windows for natural ventilation during the daytime often 

increases the heat gain in the tropics. Several previous studies have proven that roof cover and 

ceiling insulation [2.47, 2.48] which reduce the additional heat gain from solar radiation were 

better to be combined with natural ventilation to reduce the total heat gain of buildings as much 

as possible. On the other hand, previous studies [2.84] have argued that although external 

shading devices such as louvers, shutters, and blinds decrease the heat gain from solar radiation, 

they are not recommended for naturally ventilated buildings due to the wind blockage effect. 

Meanwhile, in the combination with night ventilation, the thermal storage effect has 

been frequently investigated in previous studies. In the present analysis, overhang and blind 

appeared in the co-occurrence network of night ventilation, suggesting that the reduction in 

solar heat gain using these shading devices can be effective in maintaining the coolness 

obtained through night ventilation during the daytime. Similarly, in previous studies, green 

roofs and wall insulation were combined with night ventilation to eliminate the heat gain in 
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indoor spaces [2.82]. Meanwhile, the high occurrence of the words related to PCM in the night 

ventilation and thermal energy storage co-occurrence networks indicates that there is a high 

potential for the use of latent heat thermal storage systems employing PCMs to increase the 

thermal storage effect through night ventilation in hot and humid climates. Considering the 

recent drastic increase in the number of publications on PCMs, this combination is expected 

to be investigated further in future studies. 

2.4.2.1. Combination of natural ventilation with PCM  

Natural ventilation is regarded as a common passive cooling method that improves   

thermal comfort in hot and humid climates because the number of publications on natural 

ventilation has stably increased since 1980s. Meanwhile, the number of publications on PCM 

has been rapidly increased by 8150% between 2002 and 2021. Nevertheless, few study 

investigated the combination of natural ventilation with PCM, and thus the combination was 

not seen in the co-occurrence networks of natural ventilation and PCM respectively. This is 

because natural ventilation during daytime reduces the thermal storage effect and increases the 

heat gain. Existing studies of PCM were conducted under closed window condition during 

daytime to maintain thermal storage effect [2.36–2.40], although night ventilation was applied 

in some studies.  

As discussed, passive cooling methods are often constructed based on traditional 

knowledge and experience [2.1]. In hot and humid climate of Asia, colonial architecture was 

established between 17th and 19th century [2.85, 2.86]. For example, the Dutch colonial 

buildings in Indonesia in the early period were mimic to those in the home country [2.87]. 

Meanwhile, as time proceeded, the Dutch colonial buildings gradually adapted to the hot and 

humid climates that employed larger windows area to allow natural ventilation (Fig. 2.10) 

[2.87, 2.88]. Interestingly, the indoor air temperature profiles measured in the field 

measurement were not significantly different among three ventilation conditions, i.e., full-day, 

Fig. 2.10. Dutch colonial building. 
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day, and night, because of wide corridor space, large windows, and thick walls (350–400 mm). 

The indoor air in the Dutch colonial building maintained lower temperature than the 

corresponding outdoors [2.86]. Alfata [2.86] firstly recommended high thermal mass (more 

than 2,600 kg/m2) and comfort ventilation, although structural load needs to be considered if 

it is applied to the modern houses. The light weight and high energy density is the advantage 

of PCM compared to sensible heat storage materials. These imply that the natural ventilation 

during the daytime, i.e., comfort ventilation can be compatible with the thermal storage effect 

using PCM.  

 

2.4.2.2. Application of PCM in buildings  

The PCM can conserve a relatively higher amount energy in small temperature range 

than sensible heat storage materials, and thus it can be a suitable for hot and humid climate 

Stored heat

Temperature
Sensible heat

Sensible heat

Latent heat

Sensible heat

Adjust phase change 
temperature 

①

②

③

① Solid phase ②Multi phase ③ Liquid phase

Fig. 2.11. Characteristics of PCM. 

Classification  Advantage  Disadvantage 

Organic PCM 1.Availability in a large 

temperature range 

1. Low thermal conductivity  

 2.High latent heat in phase change  2. Relatively large volume change 

 3.No supercooling  3. Flammability 

 4.Chemically stable and recyclable   

 5.Good compatibility with other 

materials 

 

Inorganic PCM 1. High thermal conductivity 1. Supercooling  

 2. Low volume change  2. Corrosion  

 3. Availability in low cost   

Eutectics  1. Sharp melting temperature  Lack of currently available test data 

of thermos-physical properties  2. High volumetric thermal storage 

density 

 

Table 2. 4. Comparison of three types of PCMs. 
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regions, where diurnal temperature range tends to small (Fig. 2.11). In 1983, Abhat [2.89] first 

wrote a review on the low temperature latent heat storage system. Following, several reviews 

on the PCM and the building applications have been carried out. Based on the reviews, Zhou 

et al. [2.90] classified PCMs an summarized characteristics of them, as listed in Table 2.4; 

PCM can be divided into three group, i.e., organic, inorganic, and eutectics. Wide availability 

for phase change temperature, no super cooling, high latent heat capacity of organic PCM is 

suitable features for hot and humid climate regions, although it is flammable. Moreover, 

Shukla et al. [2.91] conducted thermal cycling test for organic and inorganic PCMs and the 

organic PCM tended to have better thermal stabilities than inorganic PCMs.  

Regarding the installation methods of PCM in buildings, three types of the method 

were proposed by Hawes et al. [2.92]. First, liquid or powdered PCMs are directly added to 

building materials. This method does not need extra equipment but leakage and incompatible 

with construction material may be the biggest problems. Second, building components, such 

as gypsum, brick or concrete, are immersed in melted PCMs and they absorb PCMs into their 

internal pores. However, some researchers indicated this method cause a leakage problem 

which may not be suitable for long-term use. Third, encapsulation, i.e., macroencapsulation 

and macroencapsulation, can solve the leakage problem. The macroencapsulation is a method 

that PCM particles are enclosed in a thin high molecular weight polymeric film and 

microencapsulated PCM was mixed in gypsum and concrete. Meanwhile, in case of 

macroencapsulation, PCMs are packed into a container, such as tubes, spheres and panels. In 

particular, macroencapsulated PCM is easy to install building. Nevertheless, the encapsulation 

of PCMs need to consider thermal conductivity to ensure phase changes. The thickness of 

PCMs and cooling methods for PCMs during nighttime will be discussed in the following 

chapters (Chapters 5 and 6).  

 

2.5. Proposal of floor cooling systems using PCMs 

Fig. 2.12 shows the basic concept of the proposed floor cooling system for naturally 

ventilated buildings. The main idea is to utilize the thermal storage effect of a floor structure 

by attaching macroencapsulated PCMs to the backside of floor panels and employing forced 

ventilation for the underfloor space to cool the floor structure with PCMs at night. As discussed 

before, the application of PCMs to buildings can be a feasible cooling strategy for hot and 

humid climates. First, a relatively constant nocturnal temperature, attributed to the narrow 

annual temperature range, ensures solidification throughout the year. Therefore, PCM can be 

utilized year-round, unlike other climate regions, where PCM function in a specific season 

[2.93]. Second, in some countries, including Indonesia, typical modern apartments are often 

constructed of materials with relatively low thermal mass, such as aerated lightweight concrete 

panels of approximately 430–800 kg/m3, compared to a normal concrete of 2400 kg/m3 [2.94]. 
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Nevertheless, the nocturnal wind condition in the tropical region is calm most of the 

time, which is disadvantageous for adopting free cooling to buildings. If cool nocturnal air 

does not enter a room effectively, the solidification time of the PCMs will be limited [2.95]. 

Moreover, the low thermal conductivities of PCMs may prolong the solidification time [2.90]. 

To address these limitations, we adopted forced ventilation for the heat dissipation in the 

underfloor space with the assistance of exhaust fans that is regarded as free cooling [2.95, 

2.96]. Previous study classified the free cooling as a passive cooling method according to the 

natural source from where the cooling energy is derived [2.96]. As shown in Fig. 2.12, 

windows are designated at the inlets of the underfloor space, whereas exhaust fans are installed 

at the outlets. The exhaust fans contributed to inducing cool nocturnal outdoor air to the 

ventilation space continuously, regardless of the outdoor wind conditions. Moreover, PCMs 

can solidify quickly at higher air velocities near PCMs [2.3, 2.95, 2.97]. In the proposed system, 

a contraction panel (i.e., wind fin) was installed in the underfloor space to accelerate the 

convective heat transfer by narrowing the ventilation space, that is, the underfloor space.  

The exhaust fans are turned on during the nighttime, while the louver windows are 

opened (Fig. 2.12a). Although the occupants in Indonesia tend to close windows during 

nighttime because of the security [2.73], the forced ventilation for the underfloor space 

effectively dissipate the heat from the PCMs. Meanwhile, the exhaust fans are turned off 

during the daytime, and the louver windows are closed (Fig. 2.12b). Windows tend to be 

opened during daytime based on a typical window-opening pattern in the tropics [2.73]. In the 

tropics, the diurnal outdoor temperature usually exceeds 30 ℃, and the PCM melts with an 

increase in temperature. When the PCM melts, the PCM absorbs the surrounding heat. 

Therefore, the proposed system is expected to provide a cooling effect to the living space 

through radiation even when the room windows are opened for comfort ventilation because 

latent heat thermal storage (PCM) is likely to maintain a relatively constant temperature during 

the melting periods. Moreover, people tend to stay directly on the floor structure, frequently 

Inlet

(Louver open)

Outlet

(Fan on)
PCM

(a) Night-time (b) Daytime

Outlet

(Fan off)
Inlet

(Louver close)

Concrete 

floor panel

Wind 

fin

Fig. 2.12. Concept of the proposed floor cooling system using PCM during (a) nighttime and 

(b) daytime.  
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constructed of ceramic tiles, in bare feet in tropics [2.98, 2.99]. Installing PCM on the floor is 

expected to feel the coolness when occupants contact with floor surface.  

In the following chapter, window design for ventilative cooling (Chapter 3), cooling 

methods of the PCMs (Chapters 4 and 5), application of the PCM (Chapters 4 and 6), and 

window-opening control for the combination of natural ventilation and thermal storage effect 

of the PCMs (Chapter 7) will be discussed.  
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Chapter 3  

Optimum window design for ventilative 

cooling with radiant floor cooling systems  

 

 

 
Abstract  

 

The combination of ventilative cooling and thermal storage effect is a feasible approach for 

improving the cooling performance of buildings, thus achieving better thermal comfort of 

occupants in hot and humid climates. As discussed in Chapter 2, the novel radiant floor cooling 

system using phase change materials (PCMs) for hot and humid climates was proposed. 

Chapter 3 aims to determine the window design that optimizes indoor air flow pattern to 

provide ventilative cooling, while maintaining theproposed floor cooling system during 

daytime. Chapter 3 analyzed several window types through a field measurement using an 

experimental building in Tangerang, Indonesia. The performance of the windows was 

analyzed with an air flow pattern and was assessed in convective heat transfers on the floors 

and by the standard effective temperature (SET*) at the center of the room. The results showed 

that the horizontal pivot windows led to air inflows to the occupied level (FL+1.1 m) regardless 

of the outdoor wind conditions. The heat transfer coefficient on the floor was reduced by 

approximately 1.5 W/m2K compared with that of the simple opening. Nevertheless, the 

increase in thermal storage owing to the PCM had a greater effect on the retention of the floor 

cooling effect compared with the effect of the window type. Consequently, the SET* was 

reduced by approximately 0.8 ℃ during the daytime, showing that the proposed window 

design with the radiant floor cooling system achieved better thermal comfort in a hot and 

humid climate. Particularly, the horizontal pivot windows contributed to thermal comfort 

mainly because of the ventilative cooling effect. 
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3.1. Introduction  

Under hot and humid conditions, window-opening during daytime would often result 

in the increase in the indoor temperature, although the indoor air flow will be improved. 

Ventilative cooling involves cooling the occupants directly through sweat evaporation and 

convective heat transfer, which is considered to be a traditional ventilation strategy as a 

comfort ventilation in the tropics [3.1]. Recent studies have shown that even in modern houses 

across tropical Southeast Asia, most occupants tend to open their living room windows during 

the daytime to allow for comfort ventilation because AC is mainly installed in their bedrooms 

for use at night [3.2‒3.4]. Therefore, enhancing the comfort ventilation is important to improve 

thermal comfort through the sweat evaporation and convective heat transfer.  

In hot and humid climate, the ratio of the heat loss from the human body in indoor 

space sometimes reaches approximately 50% [3.5, 3.6]. Ogawa [3.7] reported that upper body, 

such as face, chest, back, and waist, tends to sweat a lot, compared with other body parts, in 

hot condition. According to ASHRAE Standard 55 [3.8], the height of abdomen and head is 

0.6 m and 1.1 m for a seated position, and 1.1 m and 1.7 m for a standing position, respectively. 

Consequently, in general, the thermal comfort is often evaluated between 0.6 m and 1.7 m 

above the floor which is defined as an occupied level. Controlling indoor air flow vertically 

toward the upper bodies of occupants can be effective to enhance the comfort ventilation.   

However, in the tropics, where the outdoor temperature is often higher than indoors 

during daytime, if a building is naturally ventilated during daytime, the inflow of hot outdoor 

air would increase not only indoor air temperature but also release the thermal storage effect 

of the building structure [3.9]. Moreover, a higher wind speed for ventilative cooling may 

increase the convective heat transfer near the floor surface unintentionally during the daytime 

and thus accelerate the heat accumulation of the building structure. Hence, it is particularly 

important to determine an optimum window design to maximize the cooling effect of comfort 

ventilation without diminishing the thermal storage effect. 

The influence of an opening design on ventilation performance and indoor air flow 

pattern was often investigated in previous studies. Shetabivash [3.10] investigated the 

influence of opening position and shape on cross ventilation, and ventilation performance was 

evaluated in terms of flow rate and flow circulation. Liu and Lee [3.11] studied the influence 

of window types on flow rate in residential building. Gao and Lee [3.12] clarified the influence 

of opening configurations on mean air age. Tantasavasdi et al. [3.13] proposed effective 

opening configurations to improve thermal comfort through comfort ventilation in the hot and 
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humid climate of Thailand. Although opening configurations, shape, and window types have 

been frequently studied to improve natural ventilation performance, such as flow rate, few 

studies evaluated the vertical indoor air flow pattern by focusing window types and its pane to 

improve comfort ventilation, while maintaining thermal storage effect.   

 

3.1.1. Objective 

Chapter 3 aims to determine a window design for the living room to achieve the diurnal 

thermal comfort of occupants with ventilative cooling in the hot and humid climate, while 

maintaining the thermal storage effect through the novel floor cooling system using phase 

change materials (PCMs) which proposed in Chapter 2. For ventilative cooling, Chapter 3 

determines a window system that vertically controls the indoor air flow to increase the wind 

speeds at the occupied level while reducing the air velocity near the floor surface during the 

daytime. For the floor cooling system, this chapter attempts to reinforce the thermal storage 

effect during daytime, by using PCM with a high latent heat thermal storage. Thermal 

performance of various window designs for ventilative cooling and radiant floor cooling 

systems is evaluated based on the results of a field measurement conducted in a full-scale 

experimental building in Tangerang, Indonesia.  

Fig. 3.1. Experimental building in Tangerang, Indonesia 
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3.2. Methodology 

3.2.1. Experimental building 

A field measurement was conducted in Tangerang, Indonesia (6.22°S, 106.57°E). The 

experimental building has two identical rooms (Rooms A and B), and both rooms have the 

same side of 4.98 m × 5.15 m, with a floor to ceiling height of 3 m, representing a typical 

living room of Indonesian high-rise apartments (Fig. 3.1). The experimental building is 

constructed of aerated lightweight concrete (ALC) walls and a concrete structure, which also 

represents a typical construction of high-rise apartments, as explained before. The thickness 

of external wall is 140 mm, comprising the ALC panel of 100 mm, plaster of 40 mm, and GRC 

board of 6 mm. Only the external wall facing the east and west was installed with glass wool 

thermal insulation boards of 50 mm to eliminate the thermal influences from the outdoors. The 

original floor is composed of a steeled deck slab and reinforced concrete slab of 125 mm thick. 

To exclude the influence from the ground, the original floor was lifted up by 2.4 m from the 

ground. For the roofs, zincalume panels (0.4 mm thick) are laid on the steel frame. GRC boards 

(10 mm thick) were adopted for the ceiling with steel frames. As shown in Fig. 3.1, each of 

the rooms has adjustable panels on the center of northern (front) and southern (rear) external 

walls to carry out measurements with various windows. The position, size, and type of 

windows can be changed within the adjustable panels of 2.4 m × 5.0 m. 

In both Rooms A and B, the concrete floor panels (500 mm × 500 mm × 30 mm) were 

laid 500 mm above the original floor (Fig. 3.2a-c). The back side of the floor panel is divided 

into four sections. The PCM (paraffin) was packed into an aluminum package of 210 mm × 

Room A
(Test)

PCM
Concrete 

floor panel
Exhaust 

fans

Wind fin

Louver

Windows

Simple

opening

N

500 mm
500 mm

Concrete floor panel

30 mm

Backside of floor panel 

attached Aluminum packs 

with PCM

(b)(a) (c) (d)

0.5 m

Room B
(Control)

3 m

Simple

opening

4.98 m

GL+2.4 m

Fig. 3.2. Description of experimental building: (a) Section of Room A, (b) Section of Room 

B, (c) Detail of concrete floor panel, and (d) Photo of PCM.  
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210 mm, and 16 aluminum packages per square meter (2.54 kg/m2) were attached on the back 

side of the temporal floor panels using an epoxy adhesive (Fig. 3.2d). Table 3.1 summarizes 

the thermal properties of the PCM used in this measurement. The thermal properties of the 

PCMs were measured by differential scanning calorimetry (DSC). The phase change 

temperature of the PCM was set to 28‒29 ℃ [3.14]. The solidification temperature range was 

1‒2 ℃ lower than the melting temperature range due to the supercooling, which is one of the 

main features of the PCM. Room A was used as a test room. Thus, the PCMs were installed 

only in Room A. Although three exhaust fans (south) and louver windows (north) were 

installed in the underfloor space of Room B as well, we completely closed them throughout 

the measurement period. Therefore, there was no influence from the underfloor cooling system 

for Room B. The exhaust capacity of the fans was 0.95 m3/s. In addition, the wind fin was 

installed inside the underfloor space for Room A to further increase the air velocity near the 

PCMs. In contrast, Room B was set as the control room without installing the radiant floor 

cooling system using a PCM.  

 

5
,1

5
0

Room B

(Control)

Room A

(Test)

4,980 4,980

1
,5

0
0

Window

100
300

600

1100

1700

2400

2900

N2

(d) Indoor space (e) Opening of Room B

(k) Opening of South

(f) Case 1 (g) Case 2

(h) Case 3 (i) Case 4

(a) Plan (b) Section-1

C2 S2

(c) Section-2

C1,3

3
,0

0
0

3
,0

0
0

(j) Case 5

C3

N2

C1 C2

S2

C1

N2

C3 C2

S2
100
300

600

1100

1700

2400

2900

Measurement points

Air temperature

Heat flux sensors

Globe temperature

Wind speed/ 

Wind direction

Air velocity

Air temperature/

Relative humidity

Floor panel

PCM

Surface temperature 

Heat flux 
+

-

Legends

Fig. 3.3. (a) Layout of experimental units, (b, c) sensor/measurement setting, (d) weather 

station, (e) outside view of the experimental building, (f) indoor measurement setting, (g) 

opening (inlet) in Room B, (h) opening (outlet) in Room A and B, and (i-m) opening (inlet) in 

Room A for each case. 
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3.2.2. Experimental design 

A field measurement was carried out to determine an effective window system under 

natural ventilation conditions. The measurement was conducted from November 15, 2019 to 

January 23, 2020. Data were collected over a span of five periods, and 2‒3 continuous sunny 

days were selected from each period to evaluate air flow patterns and the resultant thermal 

comfort. On the north (front) side of the building, which is the prevailing wind direction, 

different window systems were installed for the two rooms. Here, we compared several types 

of windows (Room A) with the simple opening (Room B) to evaluate the indoor air flow 

pattern, standard effective temperature (SET*) at the center of rooms (FL+1.1 m), and the 

convective heat transfer on the floor. As listed in Table 3.2, five different types of windows 

were chosen for the measurement cases. Room A, which changed the window types as the test 

room, was equipped with a radiant floor cooling system to improve the indoor thermal 

environment by the combination of structural cooling and ventilative cooling. The floor 

cooling system was operated by opening the louver windows of the underfloor space 

throughout the day and turning on the exhaust fans at night. Meanwhile, Room B was set to 

Parameter  Description   

Type of material  Paraffin   

Melting temperature range  29‒30 (main peak: 29) [℃] 

Solidification temperature range 27‒28 (main peak: 28) [℃] 

Latent heat capacity (at 25 ℃) 220 [kJ/kg] 

Specific heat capacity 2 [kJ/kgK] 

Density of solid (at 25 ℃) 870 [kg/m3] 

Density of liquid (at 25 ℃) 790 [kg/m3] 

Heat conductivity (both phases) 0.2 [W/mK] 

Installed amount 2.54 [kg/m2] 

 

Table 3.1. PCM properties. 

Case 
Room A (Test room) Room B (Control room) 

Window type Opening size [mm] Window type Opening size [mm] 

Case 1 Top-hung (45°) 1200 × 1200 Simple opening 1200 × 1200 

Case 2 Casement (90°) 1200 × 1200 Simple opening 1200 × 1200 

Case 3 Horizontal pivot (90°) 
with pane height of 1200 mm 

1200 × 1200 Simple opening 1200 × 1200 

Case 4 Horizontal pivot (90°) 2400 × 600 Simple opening 2400 × 600 

Case 5 Horizontal pivot (90°) 
with pane height of 600 mm 

1200 × 1200 Simple opening 1200 × 1200 

 

Table 3.2. Case design of the field measurement. 



Optimum window design for ventilative cooling with radiant floor cooling systems 

43 

 

be the control room with a simple opening (1200 mm × 1200 mm) on the north side of the wall 

throughout the field measurement (Fig. 3.3e).  

In Case 1, Room A was installed with top hung window with a 45° opening angle, 

which is commonly used for apartments in Indonesia (Fig. 3.3f). In Case 2, a casement window 

(90°) was employed, assuming that the window panes will act as a wind catcher that induces 

crosswind to the room (Fig. 3.3g).  Prianto and Depecker [3.15] reported that the horizontal 

louver with and opening angle of 90° brought 4.8‒5.6 times higher air velocity to the occupied 

level than that with others angle, including 30°, 45°, and 60°. In Cases 3‒5, this study focusses 

on the horizontal pivot windows of various aspect ratios with an opening angle of 90°. The 

horizontal pivot windows in Cases 3 and 5 had the same opening ratio of 1200 mm × 1200 

mm, that is, square type, but the size of window panes was different as shown in Fig 3.3h and 

3j. The window in Case 3 consisted of two long vertical panes with a height of 1200 mm, 

whereas the window in Case 5 was divided horizontally into two short window panes with a 

Measured variables  Instrument model  Accuracy  

Indoor measurement    

Air temperature and relative 

humidity 

T&D TR-72nw-S ±0.3 ℃, ±2.5%RH at 10‒

85% RH, ±3.5%RH at 0‒10 

and 85‒95%RH 

Air and surface temperature  Thermocouple type-T, φ0.35 

mm 

±0.1%+0.5 ℃ plus ±0.5 ℃ 

for cold junction 

compensation 

Air velocity  Kanomax 6332D with Probe 

9065-3 

±0.15 m/s at 0.1‒4.99 m/s  

Wind speed and direction  Young CYG-81000 ±0.05 m/s and ±2° 

Globe temperature  PGT-01 ±0.15 ℃ 

Heat flux Prede PHF-100 ±0.05 

Outdoor measurement (weather station)  

Air temperature and relative 

humidity  

Onset, S-THB-M002 ±0.2 ℃, ±2.5% (10‒

90%RH) 

Wind speed and direction  Onset, S-WSET-B ±0.5 m/s, ±5° 

Global horizontal solar 

radiation  

Onset, S-LIB-M003  ±10 W/m2 or ±5% 

Rainfall  Onset, S-RGB-M002 ±1% (<20 mm/h) 

Barometric pressure  Onset, S-BPB-CM50 ±3 mbar 

Outdoor measurement (front of the northern external wall) 

Wind speed and direction 

(Room A) 

Young CYG-86000 ±0.1 m/s, ±2° 

Wind speed and direction 

(Room B) 

Young CYG-05103 ±0.3 m/s, ±3° 

 

Table 3.3. Description of measurement instruments. 
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height of 600 mm each. In Case 4, the horizontal pivot window with a different opening ratio 

of 2400 mm × 600 mm, i.e. horizontally wide window, was applied (Fig. 3.3i). The opening 

area in all cases was set to be 1.44 m2.  

 

3.2.3. Data collection  

As shown in Fig. 3.3, parameters were measured at the five horizontal points. 

Detailed measurements of physical thermal comfort variables including air temperature, 

relative humidity, air velocity, and globe temperature were measured at the center of each 

room at 1.1 m above the floor. Air temperatures were measured vertically at 0.1 m, 0.3 m, 0.6 

m, 1.1 m, 1.7 m, 2.4 m, 2.9 m above the floor based on the guideline of architectural institute 

of Japan (AIJ) [3.16]. In addition to the vertical distribution of air temperature, air velocity 

also measured at also measured at 0.3 m, 0.6 m, 1.1 m, 1.7 m, 2.4 m (plus 0.1 m only at the 

center of the room) above the floor simultaneously to investigate the indoor air flow pattern. 

In front of the northern wall of the experimental building, as shown in Fig. 3.3, two-

dimensional anemometers were installed to distinguish direction of incoming flow. After 

inflow passed opening, three-dimensional sonic anemometer detected the air velocity and 

elevation angle of the inflow to investigate indoor air flow pattern. For the evaluation of the 

thermal storage effect, surface temperature and heat flux of the concrete floor panel and PCM 

were measured mainly at the center. During the measurement, the outdoor weather condition 

was recorded with a weather station that was placed in an open space approximately 10 m 

away from the building. All measurements were logged automatically at two-minute intervals. 

Table 3.3 presents the measurement instruments used during the field measurement.  

Before analyzing indoor thermal environment, some variables such as mean radiant 

temperature were calculated using equation in order to make the data processing consistent 

throughout this thesis. Mean radiant temperature is defined as the uniform temperature of an 

imaginary enclosure in which radiant heat transfer from the human body equals the radiant 

heat transfer in the actual non-uniform enclosure [3.17]. The mean radiant temperature is 

calculated based on the globe temperature, which is in case of the natural convection is 

expressed by the following equation [3.18].  

𝑇𝑟 = [(𝑇𝑔 + 273)4 +
1.1×108×𝑣0.6

𝜀𝑔×𝐷0.4 (𝑇𝑔 − 𝑇𝑎)]

1
4⁄

− 273    (1) 

where Tr is the mean radiant temperature [℃], Tg is the globe temperature [℃], v is the wind 

speed (measured at the level of the globe) [m/s], ɛg is the emissivity of the black globe [-] and 

D is the diameter of the globe [m]. The emissivity of the black globe is taken as 0.98 in all the 

calculation in this thesis. 
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3.3. Results  

3.3.1. Outdoor weather conditions  

The recent weather data (2005-2019) at the nearest weather station (Tangerang) 

indicate that the monthly mean outdoor air temperature during the daytime ranged from 28.5–

30.7 ℃, while that at night ranged from 25.5–26.4 ℃ [3.19]. Meanwhile, the average wind 

speeds ranges from 2.6–3.4 m/s. Fig. 3.4. shows the outdoor weather conditions with the 
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Fig. 3.4. Temporal variation of the measured air temperature in the experimental building and 

the corresponding outdoor conditions in Case (a) Case 1; (b) Case 2; (c) Case 3; (d) Case 4; 

(5) Case 5. 
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corresponding indoor air temperature in Rooms A and B during the field measurement. The 

outdoor air temperature ranged from 24.1–35.3 ℃ with the diurnal and nocturnal averages of 

29.5–31.7 ℃ and 25.4–26.9 ℃, respectively. Since the field measurement was carried out 

from the beginning to the middle of the rainy season, solar radiation in most cases was uneven. 

Moreover, the air temperature in Case 5, which was card out in the middle of rainy season, 

was relatively lower with a diurnal average of 29.5 ℃, compared with the other cases. The 

main direction of prevailing wind was from north and south during the daytime and nighttime 

respectively. The average outdoor wind speeds at the weather station, which was placed in the 

open space approximately 10 m away from the buildings were 1.0 m/s (Case 1), 1.5 m/s (Case 

2), 1.9 m/s (Case 3), 1.6 m/s (Case 4), and 1.6 m/s (Case 5), respectively, during the daytime. 

In general, the measured outdoor wind speeds in Case 1 were slightly lower than the other 

cases. The inflow coming from the north (±45°) measured in the front of the north external 

wall, with a distance of 1.5 m, was used for the following analysis of the air flow patterns. The 

inflow velocities at the corresponding measurement point were 0.6 m/s (Case 1), 0.5 m/s (Case 

2), 0.6 m/s (Case 3), 0.5 m/s (Case 4), and 0.5 m/s (Case 5). This implies that the inflow 

conditions for the indoor airflow pattern analysis were almost the same in Cases 1–5.  

As mentioned above, Room A was equipped with the floor cooling system using the 

PCMs. However, air temperature followed corresponding outdoor temperature due to large 

ventilation rate. During the daytime, the air temperatures in Room A and Room B measured 

at the center of room were 29.4–31.4 ℃ and 29.1–31.2 ℃, respectively. In Indonesia, the 

national standard SNI 6390:2011 recommends an indoor air temperature at 25.5 ℃ [3.20]. The 

indoor thermal environment, based on air temperature, in the experimental building was very 

hot, compared with the recommended air temperature. In the following section, indoor thermal 

environment was evaluated comprehensively, i.e., effect of radiation and ventilative cooling.  
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For evaluation on the ventilation performance, naturally ventilated buildings concern 

two types of ventilation, i.e., the buoyancy-driven ventilation and wind-driven ventilation, and 

the buoyancy-driven ventilation affects indoor air flow pattern as well as the wind-driven 

ventilation. Thus, it is important to examine this possibility under current measurement 

condition for each case [3.21]. Archimedes (Ar) number is the dimensionless index describing 

the flow field characteristics and it is defined as a ratio of external forces to internal viscous 

form. The Ar number during the measurement period was calculated using following equations 

(Eq. 3.2, 3.3) [3.22].  

𝐴𝑟 =
𝑔𝛽ℎ∆𝑇

𝑣2          (3.2) 

∆𝑇 = 𝑇𝐹𝐿+1,100 − 𝑇𝑜𝑢𝑡        (3.3) 

where Ar is the Archimedes number [-], g is the gravitational force, β is the thermal expansion 

coefficient [1/K], ΔT is the temperature difference [℃], v is the wind speed of the external 

flow [m/s], TFL+1,100 is the indoor air temperature measured at 1.1 m above the floor [℃], Tout 

outdoor air temperature [℃] 

The calculated Ar number during the daytime ranged from 0.0008 to 0.98 with the 

average of 0.05–0.08 (Case 1), 0.06 (Case 2), 0.02–0.03 (Case 3), 0.03–0.04 (Case 4), and 

0.03 (Case 5) (Fig. 3.5). Because the Ar numbers were much less than one for each room in 

Cases 1-5, natural convection due to the buoyancy force was much smaller than forced 

convection through the wind force. In this measurement, the airflow inside and wind flow 

outside the experimental building was wind dominant, and the influence of buoyancy force on 

the indoor air flow pattern can be ignored.  

 

3.3.2. Indoor air flow pattern 

Fig. 3.6 presents the frequency of inflow elevation angle measured immediately 

inside the windows (N2), while Fig. 3.7 shows the vertical distribution of average air velocity 

at the windward side (N2), the middle of the room (C2), and the leeward side (S2) respectively. 

As shown in the results from Room B (control), the air flow through the simple opening mostly 

went downward, accounting for approximately 54–61% of the total time, because when the 

wind reaches the outer wall, it diverges from a stagnation point [3.23]. The highest air velocity 

in Room B was observed at FL+0.1 m at the middle of the room (C2). Although the outdoor 

wind conditions were different in each case, the indoor air flow patterns were mostly similar 

in Room B.  

In Room A (test) by contrast, it is apparent that the indoor air flow patterns varied, 

depending on the window type (Figs. 3.6 and 3.7). In Case 1, the top-hung window led to air 

flow towards the upper space of the room, and 73% of the inflow passed straight or upward. 
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Owing to the small effective opening area, Room A generally obtained low air velocity, 

although some influences of the window types on the air flow pattern can be observed. The 

highest air velocity at the middle of Room A (C2) was measured at FL+2.4 with an air velocity 

of 0.4 m/s, although that in Room B as observed near the floor at the same position. In Case 2 

(casement), the frequency distributions of the inflow elevation angle for both Rooms A and B 

were similar, but the vertical air flow distributions were slightly different. In both rooms, 

approximately 50% of the inflows went downward and the highest air velocity was recorded 

in the middle of the rooms at FL+0.1 m. When the outdoor wind speed was more than 0.8 m/s, 

the air velocity at FL+0.1 m in Room A was approximately 0.3 m/s higher than that in Room 

B. It is presumed that a casement window created horizontal air flows.  

In Cases 3–5, the horizontal pivot windows brought air velocities 1.7–2.6 times 

higher to the occupied level (FL+1.1 m) than to the space near the floor surface (FL+0.3 m) at 

the middle of the room, regardless of the inflow direction with air velocities of 0.6–0.9 m/s 

(FL+1.1 m) and 0.3–0.4 m/s (FL+0.3 m), respectively. These results indicate that the 

horizontal pivot windows could provide relatively high air velocities to the occupied level 

while maintaining relatively lower air velocity near the floor, showing the potential of reducing 

the convective heat transfer on the floor during the daytime. This implies that a horizontal 

pivot window may contribute to the improvement of thermal comfort at the occupied level, 

while retaining a certain degree of the thermal storage effect.  

As mentioned above, the field measurement involved three types of the horizontal 

pivot windows. The height of the window pane was 1,200 mm in Case 3, while, that of Case 

5 was 600 mm with a change in the position of the rotation axes. The results of a CFD 

simulation in a previous study showed that the horizontal louver (90° opening angle) with a 

depth of 1,440 mm induced 1.5 times more air flow than that with a depth of 480 mm [3.24]. 
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Fig. 3.6. Frequency of inflow elevation angle measured at windward side of FL+1.1 m. 
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Similarly, Case 3 (1,200 mm) generally obtained higher air velocities than those in Case 5 

(600 mm). Although the air velocities at the occupied level (FL+1.1 m) at the windward side 
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Fig. 3.7. Vertical distribution of air velocity at (a) windward side; (b) middle; (c) leeward side 

in Room A and Room B. 
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(N2) were similar between Case 3 (1.4 m/s) and Case 5 (1.3 m/s), those at the middle of the 

room (C2) were 0.9 m/s and 0.6 m/s respectively. In particular, in Case 3, approximately 40% 

of the inflows went straight, and relatively strong air flows reached the occupied level until 

the leeward side (S2) with an air velocity of 0.8 m/s. As such, the length of the window pane 

could affect the indoor air flow pattern due to the Coandă effect. Since Cases 4 and 5 adopted 

shorter lengths of window pane, the percentage of the straightforward inflows was lesser than 

Case 3, about 24–34%. As depicted in Fig. 3.7, the wide horizontal pivot window in Case 4 

obtained relatively lower air velocities not only near the floor surfaces, but also at the upper 

level, mainly because the height of the window pane was reduced to 600 mm.  

Fig. 3.8 depicts the horizontal distributions of wind speeds and wind ratios, showing 

the ratios of the measured air velocities at the occupied level (FL+1.1 m) to those near the 

floor surface (FL+0.3 m/s). As the top-hung window (Case 1) and the horizontal pivot 

windows (Cases 3–5) mainly control the vertical air flow patterns, there was no significant 

differences in the horizontal distributions for each case. The casement window with a 90° 

opening angle (Case 2) generally  let the wind flow horizontally straight. Comparing Room A 

with B in Case 2, the wind speeds in the middle of Room A (C2) were higher than those in 

Room B, whereas the other measurement points, that is, C1 and C3, recorded relatively lower 

wind speeds in Room A. This indicates that the casement window helped change the horizontal 

inflow angle.  

Cases 4 and 5 employed the same window type with the same length of window pane, 

i.e. horizontal pivot with a window of 600 mm, but its aspect ratio was different: 4:1 for Case 

4 and 1:1 for Case 5. As described above, the average outdoor wind speed in Case 4 was the  

same as that in Case 5, but the air velocities at the occupied level (FL+1.1 m) in Case 4 were 
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on average 0.1–0.5 m/s higher than those in Case 5. The wide horizontal pivot window was 

found to be more effective in supplying air flows to the occupied level, while lowering air 

velocities near the floor surfaces, compared with the square horizontal pivot window.  

 

3.3.3. Heat transfer coefficient on floor 

As discussed above, the daytime ventilation can diminish the nocturnal cooling 

storage due to the daytime heating effect. Therefore, the heat transfer which influences the 

retention of structural cooling effect was analyzed. Following equations (Eq. 3.4 and 3.5) are 

the calculation of the heat transfer coefficient using the surface temperature on the floor, the 

air temperature near the floor surface, and the heat flux on the floor. When the temperature 

difference between the floor surface temperature and the air temperature was small or the 

errors caused by response delay of sensors was observed, the calculated heat transfer 

coefficients were removed from the results because these values overestimate the heat transfer 

coefficient [3.25, 3.26]. To compare the experimentally measured values with the values using 

the results of the air velocities, the heat transfer coefficient was estimated using the Jürges 

equation (Eq. 3.6 and 3.7).  

𝛼 =
𝑞

∆𝑇
          (3.4) 

∆𝑇 = 𝑇𝑠 − 𝑇𝑎         (3.5) 

 Estimated values Measured values  

 Range [W/m2K] Average [W/m2K] Range [W/m2K] Average [W/m2K] 

Case 1     

Room A 10.7–12.4 11.3 4.2–19.1 9.5 

Room B 10.7–15.1 12.0 2.4–21.3 9.4 

Case 2     

Room A 10.7–16.2 12.0 4.1–22.3 9.8 

Room B 10.7–13.9 11.5 5.5–21.7 10.3 

Case 3     

Room A 10.8–12.6 11.4 4.0–18.8 9.5 

Room B 10.8–14.6 11.7 5.5–26.8 11.0 

Case 4     

Room A 10.8–12.6 11.4 3.3–21.0 9.7 

Room B 10.7–14.5 11.8 5.1–24.1 10.4 

Case 5     

Room A 10.8–12.6 11.3 4.0–23.7 11.0 

Room B 10.9–14.5 11.9 5.2–24.1 11.2 

 

Table 3. 4. Estimated and measured heat transfer coefficients. 
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ℎ𝑐 = 5.6 + 3.9𝑣  (𝑣 ≤ 4.9 m s⁄ )     (3.6) 

ℎ𝑐 = 7.2𝑣0.78   (𝑣 > 4.9 m s⁄ )     (3.7) 

where 𝜶 is the heat transfer coefficient [W/m2K], q is the heat flux [W/m2], ΔT is the 

temperature difference between Ts is the surface temperature on floor and Ta is the air 

temperature. measured at FL+0.1 m [℃], hc is the convective heat transfer [W/m2K], v is the 

air velocity near the floor surface [m/s].  

Firstly, the validation on the measured heat transfer coefficients were conducted 

based on literature reviews. Regarding convective heat transfer, there are three convection 

modes, i.e., natural convection, forced convection, and mixed convection. In general, under 

naturally ventilated condition, the convective heat transfer is regarded as the mixed convective 

heat transfer with the convective heat transfer coefficients of approximately 5–20 W/m2K 

[3.26–3.28]. The radiant heat transfer coefficients for a cooled radiant floor often adopts 4.9–

5.5 W/m2K [3.29, 3.30]. The heat transfer coefficients were estimated using the Jürges 

equation with a radiant heat transfer coefficient of 5.0 W/m2K [3.31]. The resultant heat 

transfer coefficients were averaged at 11.3–12.0 W/m2K for Room A and 11.5–12.0 W/m2K 

for Room B (Table 3.4). Meanwhile, as shown in Fig. 3.9, the heat transfer coefficients were  

measured at 2.4–26.8 W/m2K in this measurement, with average values of 9.5–11.0 

W/m2K (Room A) and 9.4–11.2 W/m2K (Room B). The average measured heat transfer 

coefficients were slightly lower than the average estimated values. Although the measured 

heat transfer coefficients were reflected by the air velocities near the floor, turbulence and 

direction of heat flux can be possible causes of the above-mentioned inconsistencies with the 

estimated values.  

As illustrated in Fig. 3.9, the heat transfer coefficients in Room A (test)obtained 

relatively lower than those in Room B (control), owing to the lower air velocities near the floor, 

especially in Case 3. In Case 1(Top-hung, 45°), the maximum heat transfer coefficient in 
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Room B (Simple opening) was 2.2 W/ m2K higher than that in Room A (Top-hung), 

nevertheless the average heat transfer coefficient was similar in both rooms (around 9.4 

W/m2K). Meanwhile, in Case 2 (Casement, 90°), the maximum heat transfer coefficient in 

Room A was higher than that in Room B even though average heat transfer coefficient in 

Room A was lower than that in Room B. This is because the analysis of the heat transfer 

coefficient considered both inflows from the north and south, and the inflow of simple opening 

on south side influenced the results of the heat transfer coefficient. However, in the afternoon, 

when the wind speed was relatively strong, the prevailing wind direction was mainly from the 

north. Therefore, the maximum heat transfer coefficient was affected by those wind condition.  

In Cases 3–5, Room A was equipped with the horizontal pivot window with 90° 

opening angle. In Case 3 (square, 1,200 mm), the average heat transfer coefficients were 9.5 

W/m2K (Room A) and 11.0 W/m2K (Room B). Moreover, the difference of the maximum heat 

transfer coefficient between in Room A and in Room B was up to 8.0 W/m2K. Regarding the 

aspect ratio, in Case 4, the wide horizontal pivot window (aspect ratio of 4:1) worked to reduce 

the heat transfer coefficient as well. The average heat transfer coefficient in Room A was 0.8 

W/m2K lower than that in Room B. Lowering the air velocity near the floor surface affected 

the reduction of the heat transfer coefficient. Nevertheless, in Case 5, the average heat transfer 

coefficient in Room A was almost the same as that of Room B. As depicted in Fig. 3.7, the air 

velocities near the floor in Case 5 were generally lower than those in the other cases. However, 

lager heat transfer coefficients were recorded in Rooms A and B in Case 5 compared with the 

other cases. This is probably because the relatively small temperature differences between the 

air temperature at FL+0.1 m and floor surface temperature in Case 5 increased the values 

[3.26]. The results indicate that the horizontal pivot window in particular the square type with 

long window panes or wide types, can reduce the convective heat transfer on the floor, and it 

may influence the retention of structural cooling effect of the proposed system during the 

daytime.  

 

3.3.4. Floor surface temperature  

Radiant cooling is useful for improving the thermal comfort of occupants even with 

relatively small temperature differences between the room temperature and surface 

temperature [3.32]. Fig. 3.10 illustrates the temperature differences between the air 

temperature and the floor surface temperature in Rooms A (test room) and B (control room) 

for Cases 1–5. The temporal average floor surface temperatures in Rooms A and B were 0.8–

1.7 ℃ and 0.1–0.8 ℃ lower than the air temperatures (FL+1.1 m) measured in the middle of 

the room during the daytime. Owing to the increased thermal mass by the PCMs and the forced 

ventilation to the underfloor space during the nighttime, the durations of thermal storage effect 

(when the surface temperatures were lower than the ambient temperature) in Room A was 
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approximately two hours longer than that in Room B. In Case 1, the temperature difference 

was up to 2.7 ℃. In Cases 3 and 5, a sudden variation in the temperature difference was caused 

by a light shower. During the periods, the air temperature dropped by up to 3.2 ℃ in an hour, 

although the corresponding surface temperature was almost constant due to thermal inertia. 

Meanwhile, in the case of sunny periods with high indoor air temperatures, the temperature 

difference varied within a range of 1–2 ℃. The floor cooling system maintained a cooler floor 

surface temperature than the corresponding air temperature for most of the afternoon period.  

Fig. 3.11presents the surface temperature differences between Rooms A and B. The 

floor surface in Room A was cooler than that in Room B during most of the measurement 

period, with daytime average differences of 0.24–0.51 ℃, due to the increased thermal storage 

of the floor structure and the forced ventilation of the underfloor space at night. In the peak 

temperature hours (12:00–15:00), when the temperature of the PCMs reached 29 °C, the 
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Fig. 3.11. Temporal variation in temperature difference between FL+1.1 m and floor surface 

in Room A (test room) and Room B (control room). 

-1.5

-1

-0.5

0

0.5

0:00 3:00 6:00 9:00 12:00 15:00 18:00 21:00

Te
m

p
er

at
u

re
 d

if
fe

rn
ec

e 
[℃

]

Time

Case 1 Case 2 Case 3 Case 4 Case 5

Room A (PCM) was cooler ↓

Room A (PCM) was hotter ↑

Fig. 3.10. Floor surface temperature difference between Rooms A and B. 



Optimum window design for ventilative cooling with radiant floor cooling systems 

55 

 

temperature differences tended to be larger than those in the morning (9:00–12:00) and the 

late afternoon (15:00–18:00) because of the latent hear thermal storage of the PCMs. Fig. 3.12 

shows the surface temperatures of the bottom side of the PCMs for each case. Between 12:00 

and 15:00, the surface temperature variation of the PCMs was gentle within the melting 

temperature range; therefore, the floor surface temperature in Room A was reduced by up to 

1.0 ℃ due to the large latent heat storage. When the exhaust fans were on (18:00), the 

temperature difference of the floor surface rapidly became larger despite the increased thermal 

storage in Room A. During the nighttime, the floor surface temperatures in Room A were still 

0.2–0.6 ℃ lower than those in Room B. This result implies that the exhaust fans contributed 

to heat dissipation from the floor structure and enhanced the thermal storage effect. As shown 

in Fig. 3.12, the surface temperatures of the PCMs dropped further than the solidification 

temperature range (27–28 ℃) after midnight, indicating that the PCM solidification was 

completed under the given weather conditions.  

Although the lowered air velocities near the floor surface affected the reduction of 

the convective heat transfer particularly in the case of the horizontal pivot windows (Case 3), 

the influence of the lowered convective heat transfer on the differences in surface temperature 

between the cases cannot be seen clearly. For instance, the floor surface temperature reduction 

in Case 3 was 0.1 ℃ lower than that in Case 1 (top-hung window). In general, the temperature 

of objects with little thermal mass, for example, leaves, is dominantly influenced by air 

velocities near the surface [3.33]. This implies that the thermal storage effect was influenced 

more by its thermal mass and the cooling strategy for the floor structure with the PCMs (e.g., 

exhaust fans) at night, than by the convective heat transfer.  
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3.3.5. Evaluation of indoor thermal comfort at the occupied level 

The influence of the window types on the indoor thermal comfort was evaluated 

using the operative temperature (OT) and standard effective temperature (SET*) in the middle 

of the rooms at 1.1 m height above the floor. The data from the field measurement was used 

in the thermal comfort. The OT express the uniform temperature of an imaginary black globe 

enclosure in which an occupant would exchange the same amount of heat by radiation plus 

convection as in the actual non-uniform environment [3.8]. The OT was calculated based on 

the air temperature, mean radiant temperature and air velocity, using the following formula 

(Eq. 3.8) [3.18].  

𝑇𝑜𝑝 =
𝑇𝑎√10𝑣+𝑇𝑟

1+√10𝑣
         (3.8) 

where Top is the operative temperature [℃], Ta is the air temperature [℃], v is the air velocity 

[m/s], and Tr is the mean radiant temperature [℃]. 

The SET* is defined as the equivalent air temperature of an isothermal environment 

at 50% of relative humidity in which a subject, wearing clothing standardized for the activity 

concerned, has the same heat stress and thermoregulatory strain as in the actual environment 

[3.8]. Based on the ANSI/ASHRAE Standard 55-2020, the SET* was calculated [3.8]. In 

calculating SET*, the metabolic rate was assumed to be 1.0 met, which indicates seated 

position. Meanwhile, clothing insulation was estimated to be 0.5 clo, which express typical 

clothing worm when the outdoor condition is warm [3.34]. The convective, evaporative, and 

radiant heat transfer coefficients of 3.0–12.8 W/m2K, 49.5–211 W/m2kPa, and 4.4–4.8 W/m2K, 

respectively, were used to calculate SET*.  

The following equations give quantitative information on calculating heat exchange 

between people and the environment. In the heat balance equations, mathematical statements 

for various terms of the heat exchange clarify the influence of factors on thermal comfort. 

Fundamental heat transfer theory is used to describe the various mechanism of sensible and 

latent heat exchange, and empirical expressions are used to determine the values of coefficients 

describing these rates of the heat exchange. The heat losses from a human body were 

calculated as follows [3.34–3.36].  

𝑀 = 𝐶 + 𝑅 + 𝐸 + 𝑅𝑒𝑠 + ∆𝑆       (3.9) 

𝐶 = ℎ𝑐(𝑇𝑠𝑘 − 𝑇𝑎)𝐹𝑐𝑙𝑓𝑐𝑙        (3.10) 

𝑅 = ℎ𝑟(𝑇𝑠𝑘 − 𝑇𝑟)𝐹𝑐𝑙𝑓𝑐𝑙        (3.11) 

𝐸 = 𝐿𝑅𝑤ℎ𝑐𝐹𝑝𝑐𝑙𝑓𝑐𝑙(𝑝𝑠𝑠𝑘 − 𝑝𝑎)       (3.12) 

𝑅𝑒𝑠 = 0.0014𝑀(35 − 𝑇𝑎) + 0.0173𝑀(5.624 − 𝑝𝑎)    (3.13) 

𝑓𝑐𝑙 = 1 + 0.31𝐼𝑐𝑙        (3.14) 
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𝐹𝑐𝑙 =
1

1+0.155𝐼𝑐𝑙(ℎ𝑐+ℎ𝑟)𝑓𝑐𝑙
       (3.15) 

𝐹𝑝𝑐𝑙 =
1

1+
0.155𝐼𝑐𝑙

0.34ℎ𝑐𝑓𝑐𝑙

        (3.16) 

where M is metabolic rate [W/m2], C is convective heat loss [W/m2], R is radiant heat loss  

[W/m2], E is evaporative heat loss [W/m2], Res is Total heat loss by respiration [W/m2], ΔS is 

heat storage at a given moment [W/m2], hc is convective heat transfer coefficient [W/m2K], hr 

is radiant heat transfer coefficient [W/m2K], Fcl is Intrinsic clothing thermal efficiency [-], fcl 
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(a) Case 1 – Top-hung, 45°
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(b) Case 2 – Casement, 90°
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(d) Case 4 – Horizontal pivot, aspect ratio of 4:1
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(c) Case 3 – Horizontal pivot, window pane of 1,200 mm
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(e) Case 5 – Horizontal pivot, window pane of 600 mm
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Fig. 3.13. Temporal variation of OT and SET* in (a) Case 1; (b) Case 2; (c) Case 3; (d) Case 

4; (e) Case 5 with the upper comfort limit.  
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is clothing area factor [-], Fpcl is permeation efficiency of clothing [-], LR is Lewis ratio (16.5) 

[kPa/K], w is skin wittedness [-], pssk is saturated vapor pressure at a skin temperature [kPa], 

pa is water vapor pressure [kPa], Ta is air temperature [℃], Tr is mean radiant temperature [℃], 

Tsk is skin temperature [℃], Icl is clothing insulation [clo]. 

According to the ASHRAE standard [3.8], a thermal environment can be considered 

as an acceptable condition if more than 80% of occupants feel it acceptable. For the evaluation 

on the OT, the comfortable ranges were evaluated on the basis of an adaptive comfort equation 

(ACE) for naturally ventilated buildings in the hot and humid climates. Toe and Kubota [3.37] 

determined the ACE based on the statistical meta-analysis of the ASHRAE RP-884 database. 

The suggested ACE for naturally ventilated buildings was proven to have a coefficient of 

determination of 0.6, which is more than twice the existing standards. The 80% of the upper 

comfortable OT limit was calculated using the following equation (Eqs. 3.17 and 3.18). The 

resulting limit ranged from 28.9–30.0 ℃. 

𝑇𝑛𝑒𝑢𝑡𝑜𝑝 = 0.57𝑇𝑜𝑢𝑡𝑑𝑚 + 13.8       (3.17) 

𝑇𝑢𝑝𝑝𝑒𝑟 = 𝑇𝑛𝑒𝑢𝑡𝑜𝑝 − 0.7        (3.18) 

where Tnuetop is the neutral operative temperature [℃], Toutdm is the daily mean outdoor air 

temperature [℃], i.e. the 24-hour arithmetic mean for the day in question, and Tupper is upper 

comfort operative temperature [℃].  

 OT [℃] Thermal comfort 

period [%] 

SET* [℃] Thermal comfort 

period [%] 

Case 1     

Room A 30.7–31.4  26–28 29.7–30.3 26–40 

Room B 30.9–31.6  25–28 29.2–29.8 40–64 

Case 2      

Room A 29.8–30.9  22–32 29.6–30.0 39–61 

Room B 29.9–31.0  22–31 29.9–30.3 22–42 

Case 3      

Room A 29.9–30.7  24–31 29.6–29.9 38–85 

Room B 30.1–30.9  19–29 29.5–30.4 22–63 

Case 4      

Room A 30.2–30.8  22–28 28.9–29.9 64–78 

Room B 30.2–30.6  22–28 29.6–30.2 39–47 

Case 5      

Room A 29.0–29.1  54–56 29.0  71–79 

Room B 29.1–29.3  53–56 29.3–29.5  76 

 

Table 3. 5. Evaluation of the OT and SET* during the daytime. 
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Regarding the acceptable condition on the SET*, in general, the 80% acceptavle 

upper limit on the warm side of thermal sensation vote (TSV) is 0.85 [3.38]. A following 

equation (Eq. 3.19) presents the correlation between the TSV and the SET* for naturally 

ventilated buildings in the hot and humid climates [3.39]. Upper comfort SET* limit was set 

to be 29.9 ℃.  

TSV = 0.195𝑆𝐸𝑇∗ − 4.97       (3.19) 

Fig. 3.13 shows temporal variation of the OT and SET*, calculated using the 

measured data at 1.1 m above the floor in the center of the rooms, with above mentioned upper 

comfort limit. The OT in Room A was 0–0.4 ℃ lower than that in Room B during the daytime 

for Cases 1–4 because the corresponding floor surface temperature in Room A was 0.3–0.5 ℃ 

lower than that in Room B. The floor cooling system using the PCMs contributed to lowering 

the floor surface temperature, and thus reduced the OT in Room A, compared with that in 

Room B. However, the acceptable thermal comfort period, based on the measured OT, was 

only 22–32% of the day because the maximum outdoor temperature often exceeded 34 ℃. It 

implies that it is difficult to satisfy the thermal comfort by employing the structural cooling 

effect alone. Meanwhile, in the daytime of Case 5, the mean daytime outdoor temperature 

ranged from 29.4–29.5 ℃ which was around 1.5 ℃ lower than that in the other cases. That 

temperature was insufficient to let the PCMs melt. Consequently, the difference of the floor 

surface temperature was slight, and the improvement of the OT could not be observed. In the 

daytime of Case 5, more than half period of the daytime could meet the acceptable range. Since 

the difference of the OT reduction effect was mainly from the effect of the floor cooling system, 

it can be said that the influence on the window system improving OT was small.  

In contrast with the OT, the window type strongly affected the improvement of the 

SET*. As shown in Fig. 3.13, the temporal variation of the SET* depended on the window 

types. In Case 1 (top-hung, 45°), the SET* in Room A was 0.5–0.7 ℃ higher than that in 

Room B (simple opening). This is because the corresponding air temperature in Room A was 

0.3 ℃ higher than in Room B, whereas Room A received 0.1–0.2 m/s lower air velocities 

compared with Room B due to the smaller effective opening area. Consequently, in Case 1 the 

thermal comfort period (i.e. SET* was less than 29.9 ℃) ranged only between 26–40% of the 

daytime in Room A (Table 3.5). In Case 2 (casement, 90°), as described before, the air 

velocities at the middle of Room A were 0.1–0.2 m/s higher than those of Room B. As a result, 

the diurnal SET* in Room A was reduced by 0.3–0.6 ℃, compared with Room B. 

As shown in Fig. 3.7, the horizontal pivot windows (Cases 3–5) provided preferable 

indoor air flow patterns. This chapter analyzed the thermal components in the SET* 

calculation in detain and found that in Cases 3–5, the daytime average evaporative and 

convective heat losses from the human body in Room A were higher than those in Room B 

with respective values of 0.1–9.0 W/m2 and 0.2–3.8 W/m2, owing to the higher air velocities 

at the occupied level. Meanwhile, the radiant floor cooling system contributed to the increase 
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in the radiant heat loss from the human body with a diurnal average of 2.6–4.2 W/m2 in Cases 

3–5. Consequently, in the daytime of Case 3 (window pane of 1,200 mm), the diurnal average 

SET* in Room A was 0.5–0.8 ℃ lower than Room B (simple opening), and the thermal 

comfort period in Room A extended more than half of the daytime (Fig. 3.13 and Table 3.5). 

In particular, on the third day of Case 3, the thermal comfort period in Room A was very high, 

which was 85% of the day, mostly because of the high outdoor wind speeds (2.3 m/s on 

average), while the corresponding period in Room B was 39%. This implies that thermal 

comfort is improved largely due to the increased air velocities at the occupied level. In Case 4 

(aspect ratio of 4:1), the daytime SET* in Room A was 0.3–0.8 ℃ lower than Room B, and 

the thermal comfort period in Room A and B was 64–78% and 39–47% of the day, respectively. 

Comparing Room A with B in Case 5 (window pane of 600 mm), the reduction of the SET* 

was by 0.3–0.4 ℃ during daytime. Because Case 5 measured lower diurnal outdoor air 

temperature (29.5 ℃ on average), the thermal comfort period was more than 70% of the 

daytime in both rooms.  

 

3.4. Discussion  

3.4.1. Thermal comfort evaluation  

In a previous study on night ventilation with the PCM in Iran, the wall surface 

temperature was 0.5–0.6 ℃ lower than the room temperature during the daytime, bringing the 

improvement of thermal comfort through radiation [3.40]. During the field measurement in 

this study, the floor surface temperature in Room A (test) was 0.8–1.7 ℃ lower than the 

corresponding room temperature (Fig. 3.10). This implies that the proposed floor cooling 

system has a positive impact on thermal comfort even under the daytime ventilation conditions.  

In Indonesia, the results of a questionnaire survey showed that occupants generally 

prefer a higher air velocity [3.41]. Cândido et al. [3.42] determined the minimum preferred 

wind speed in a hot-humid climate, which was 0.9 m/s for an operative temperature of 30 ℃. 

The outdoor wind speeds, which were recorded at 10 m above the ground in this study, were 

approximately 1–2 m/s lower than those observed at the official weather station. Nevertheless, 

the measured wind speeds at the middle of Room A (FL+1.1 m) in Case 3 (i.e., horizontal 

pivot window) were 0.9 m/s on average, satisfying the above-mentioned criterion (Fig. 3.7). 

A horizontal pivot window especially with a long window pane, is found to induce sufficient 

air flows to the occupied level. As discussed above, the inflow elevation angle for a building 

is preliminarily determined by the positions of the stagnation point and opening. Nevertheless, 

a horizontal pivot window can lead to the straight inflow of air, regardless of the inflow 

elevation angle.  
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A top-hung window is commonly used for urban houses, for example, in Australia and 

Indonesia. In the temperate climate of Australia, it was reported that a small angle of the top-

hung window can be effective for achieving thermal comfort by reducing the influence of 

outdoor air [3.43]. However, in the tropical climate of Indonesia, it is difficult to achieve the 

required thermal comfort without utilizing sweat evaporation assisted by a sufficient air flow. 

Even though the highest surface temperature reduction was observed in Case 1 (top-hung), 

positively affecting the thermal comfort, the thermal comfort period in Room A was 14–31% 

shorter than that in Room B (simple opening). In this case, a top-hug window may diminish 

the cooling effect through ventilative cooling. On the contrary, in Case 3 (i.e. horizontal pivot 

window), the thermal comfort period in Room A was 15–22% longer than that in Room B 

during the daytime. Under hot and humid conditions, adequate air movements can compensate 

for the increased air temperature and humidity [3.44]. Consequently, the horizontal pivot 

window is found to be a better option than the top-hung window for ventilative cooling in the 

tropics.  

In Case 3 (horizontal pivot window), the thermal comfort period was increased up to 

85% when the outdoor wind speed was satisfactory, which was approximately 2.3 m/s. In a 

previous study in the tropical humid regions, the horizontal pivot window (45°) achieved 

thermally neutral conditions when the outdoor wind speed was 2.4 m/s [3.45]. To achieve 

thermal comfort by ventilative cooling through the horizontal pivot window, outdoor wind 

speeds more than 2.0 m/s may be required. Meanwhile, Case 4 recorded a higher diurnal mean 

outdoor temperature than the recent weather data, which was 31.3 ℃. However, the thermal 

comfort period in Case 4 reached approximately 70%. The weather data at the nearest official 

station show that the diurnal mean outdoor temperature ranges from 8.5–30.7 ℃ with an 

average wind speed of 2.62–3.38 m/s [3.19]. The field measurement was conducted at the 

higher temperature (29.5–31.7 ℃) than the weather data at the nearest station. Moreover, 

compared with the weather data in other major cities of Indonesia, the air temperature at the 

nearest weather station tends to be higher. These implies that indoor thermal comfort can be 

achieved for most of the daytime even under natural ventilation conditions in the radiant floor 

cooling system with the horizontal pivot windows.  

 

3.4.2. Limitation  

As indicated in Fig. 3.12, the difference in the floor surface temperatures between 

Room A (with PCM) and B (no PCM) in Cases 5 was 0.1–0.3 ℃ smaller than in the other 

cases. This is primarily because the average diurnal outdoor air temperature of 29.5 ℃ did not 

exceed the melting temperature range of 29–30 ℃. The long-term weather data at the nearest 

station indicated that the diurnal outdoor temperature ranged from 28.5–29.9 ℃ during the 

rainy season [3.19]. This means that the melting temperature set in this measurement was not 
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suitable for the rainy season, although it is preferable for the weather conditions during the dry 

season. The subtle outdoor temperature change can affect the thermal storage effect of the 

PCMs. Therefore, the annual performance of the PCMs would be investigated in Chapter 6. 

Meanwhile, the nocturnal outdoor air temperatures were relatively stable (i.e., 25.5–26.4 ℃) 

throughout the year, as discussed above. On the first day of Case 1, the outdoor temperature 

was 26.4 ℃, which was the same as the upper value of the recently averaged nocturnal outdoor 

temperature, and the PCM completely solidified. Based on this result, the solidification 

temperature may be appropriate.  

Although the phase states of the PCMs were evaluated in terms of the PCM 

temperature, the heat balance analysis of the PCMs was absent. To clarify the relationship 

between the thermal storage effect and temperature field, it may be necessary to analyze how 

much the PCMs stored and released the heat quantitatively. The heat balance of the PCMs 

would be investigated in Chapters 4 and 5.  

 

3.5. Summary 

A field measurement was conducted to determine the effective window design for 

ventilative cooling with a floor cooling system in the hot and humid climate of Indonesia. To 

achieve thermal comfort of the occupants, while maintaining the thermal storage effect in the 

daytime, several window systems, in particular three types of the horizontal pivot windows 

were evaluated based on the measurements using the experimental building. In the proposed 

system, the PCMs increased thermal mass of the floor structure, while the ventilation fans 

enhanced the nocturnal cooling effect through night ventilation. Consequently, the floor 

surface temperature in the room with the floor cooling system was 0.3–0.5 ℃ lower than that 

without it. Regarding the indoor air flow patterns, the horizontal pivot windows brought air 

velocities 1.7–2.6 times higher to the occupied level (FL+1.1 m) than to the space near the 

floor surface (FL+0.3 m) in the middle of the room. Moreover, the horizontal pivot window 

with a long window pane (Case 3) brought relatively strong air flows to the occupied level 

even until the leeward side. As for the aspect ratio, the wide horizontal pivot window (Case 4) 

obtained 0.1–0.5 m/s higher air velocities at the occupied level than the square horizontal pivot 

window (Case 5), even when the outdoor wind speed was almost the same. Further analysis of 

indoor thermal comfort showed that the horizontal pivot window with a long window pane of 

1,200 mm (Case 3) and the radiant floor cooling system reduced the average diurnal SET* by 

up to 0.8 ℃ at the middle of the room, in comparison with the simple opening without the 

cooling system. In this case, the average heat transfer coefficient was reduced by 1.5 W/m2K. 

The horizontal pivot windows were able to improve thermal comfort that is lowering the SET* 

at the occupied level and preventing the heat transfer coefficient on the floor from increasing, 

in a naturally ventilated building of the tropics. However, the reduced convective heat transfer 
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coefficient did not strongly influence the retention of the thermal storage effect in the high 

thermal mass floor. If the floor structure stores the “coolness” sufficiently through night 

ventilation, then the increased thermal mass by the PCMs could maintain a low surface 

temperature on the floor during daytime, regardless of the window type. The results of this 

chapter suggest that the most essential point of window design in the proposed system is not 

to reduce the air flow near the floor structure, but to improve the ventilative cooling at the 

occupied level.  
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Chapter 4  

Field measurement of thermal storage effect 

of phase change materials  

 

 

 
Abstract  

 

Chapter 4 aims to clarify the measures to ensure the thermal storage effect of the proposed 

system during daytime for a naturally ventilated room within a relatively narrow diurnal 

temperature range, mainly focusing on the heat balance of the PCMs. Another field 

measurement was conducted to analyze the relationship between the indoor vertical air 

temperature distributions and heat flows of the proposed system using an experimental 

building in Tangerang, Indonesia, as with Chapter 3. The results confirmed that the thermal 

storage of the PCMs and the cooling strategy for the floor structure at night strongly 

contributed to maintaining a low floor surface temperature during the subsequent daytime. 

Calm wind conditions and warm nocturnal ambient temperature, which was 0.7‒3.2 ℃ lower 

than the set-point solidifying temperature and are common in the tropics, prevented the PCMs 

from solidifying in case of natural ventilation for the underfloor space. In contrast, forced 

ventilation for the underfloor space attaching the PCMs was effective in ensuring sufficient 

solidification. Furthermore, 95% of the thermal storage capacity of the PCMs might be utilized 

when the ambient temperature was 2‒3 ℃ higher than the set-point melting temperature during 

the daytime. The phase change temperature for PCMs can be determined based on the average 

ambient temperature, whereas a relatively wide diurnal ambient temperature range at least 

4.7 ℃, was required to ensure the latent heat thermal storage effect caused by the supercooling.  
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4.1. Introduction  

As shown in Chapter 2, recently, phase change materials (PCMs) have been widely 

used in buildings owing to their high energy density and thermal storage capacities in a 

constant temperature phase change process [4.1]. Latent heat thermal storage can be used 

within a relatively narrow temperature range [4.2]. For example, Wonorahardjo et al. [4.3] 

conducted a field measurement in Indonesia and results showed that the indoor temperature 

using a passive air conditioner employing PCMs was 0.2 ℃ lower than that using sensible 

heat storage materials.  

The reduction of the peak daytime indoor temperature is typically required in the 

tropics [4.4]. Hence, it is important to sufficiently complete the phase changes of PCMs within 

a day to maximize the thermal storage effects for cooling. As shown, thermal storage effects 

using PCMs have been observed even in hot and humid climates where the diurnal temperature 

range is relatively narrow (e.g., approximately 6.3 ℃ in Malaysia) if the solidification process 

of the PCMs during the previous nights was completed [4.5]. Nevertheless, it is still uncertain 

how the thermal storage effects can be maximized by optimizing the thermal properties of 

PCMs and cooling methods during nighttime, especially in naturally ventilated buildings under 

the conditions of such narrow diurnal temperature ranges. Most of the existing studies on the 

application of PCMs for buildings mainly focused on the resultant reductions in indoor 

temperature and cooling loads [4.5–4.8]. However, few studies have analyzed the phase state 

of PCMs and the resulting amounts of heat stored and released by the PCMs, that is, heat 

balance, although these analyses are required to determine the optimum settings for PCMs as 

well as the entire cooling system. Previous studies investigated the influence of inlet airflow 

temperature [4.9, 4.10] and airflow rate [4.9–4.11] on air-PCM heat transfer and the duration 

of the melting process of the PCM under warm-hot conditions (more than 25 ℃). In most of 

these studies, the inlet temperature and flow rate were set to a constant value, which were 

different from the conditions in the natural environment, and few studies analyzed the 

influential factors under transitional conditions. The radiant floor cooling system using PCMs 

with night ventilation was proposed in Chapter 2, and the relationship between the heat transfer 

coefficient on the floor and the cooling effect was investigated in Chapter 3. Although the 

results in Chapter 3 implied that the thermal storage effect was influenced more by thermal 

storage and the cooling method for the floor structure with the PCMs at night than by the 

convective heat transfer, the quantitative evaluation of the thermal storage of PCM, i.e., heat 

balance, was absent.  
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4.1.1. Objective  

The annual outdoor temperature ranges are often very narrow in hot-humid tropical 

climates, for example, approximately 1.7 ℃ in Jakarta. This implies that if optimum settings 

are adopted for the cooling system in the hot-humid tropics, there is a high possibility of 

obtaining a high cooling effect stably throughout the year, even under naturally ventilated 

conditions. Chapter 4 aims to clarify the measures to ensure the thermal storage effect of the 

proposed system during daytime for a naturally ventilated room in the hot and humid climate 

of Indonesia, focusing especially on the heat balance of the PCMs and cooling strategies during 

nighttime. The cooling effect of the proposed system under closed/open window conditions 

and different ventilation conditions of the underfloor space was evaluated based on the results 

of a field measurement conducted in the full-scale experimental building in Tangerang, 

Indonesia, as with Chapter 3. The field measurement was conducted to analyze the relationship 

between the indoor vertical temperature distributions and heat flows of the proposed system. 

This study also analyzed the relationship between the phase change state of the PCMs and the 

amount of the heat stored and released by the PCMs, that is, heat balance, to clarify the 

influence of the thermal storage of the PCMs on the overall cooling effect of the proposed 

system. Finally, the factors influencing thermal storage were investigated.  

 

4.2. Methodology  

4.2.1. Experimental design 

A field measurement was conducted from March 6 to May 25, 2019, to analyze the 

thermal storage effect of the proposed cooling system. The case design of the field 

Room A
(Test)

PCM
Concrete 

floor panel Exhaust 

fans

Wind fin

Louver

Windows

N
Backside of floor panel attached

Aluminum packs with PCM

(b)(a) (c)

0.5 m

Room B
(Control)

3 m

4.98 m

GL+2.4 m

Concrete floor panel and 

wooden platform

PCM PCM

500 mm

30 mm

Attached using epoxy adhesive
Concrete floor 

panel

Fig. 4.1. Description of experimental building: (a) Section of Room A, (b) Section of Room 

B, (c) Details of the concrete floor panel and PCM packs. 



Chapter 4 

68 

 

measurement is listed in Table 4.1. For the evaluation, consecutive sunny days were chosen 

from each case. As shown in Fig. 4.1, we compared Room A (test) with B (control) to evaluate 

the thermal storage effect of the proposed system under different operating conditions. In 

particular, this chapter analyzed the factor affecting the indoor temperature fields and the 

thermal storage effects of the proposed cooling system. As a result, the thermal storage effect 

of the PCMs can be calculated using the following formula (Eq. 4.1).  

𝑇𝑆 = ∫{𝐻𝑙𝑜𝑤𝑒𝑟(𝑡) − 𝐻𝑢𝑝𝑝𝑒𝑟(𝑡)}𝑑𝑡      (4.1) 

where TS is the thermal storage [kJ/m2], Hlower is the heat flux of the lower side of the PCM 

[W/m2], and Hupper is the heat flux of the upper side of the PCM [W/m2]. 

In Case 1, natural ventilation was employed in the underfloor space (Table 4.1). The 

louver windows (inlet) for the underfloor space were opened, and the exhaust fans (outlet) 

were turned off throughout the day. In Case 2, the exhaust fans were turned on at night (18:00–

7:00), and thus the PCMs were cooled with the assistance of forced ventilation in the 

underfloor space. In both cases, the room windows were closed for an entire day, that is, no 

ventilation condition, to reduce the influence of outdoor air on the indoor temperature fields. 

In contrast, the subsequent cases (Cases 3‒5) were carried out under the full-day ventilation 

condition with opening room windows during the day and night. In Cases 3 and 4, the 

operational conditions of the louver windows and exhaust fans were the same as those in Cases 

1 and 2, respectively. Case 5 is considered to be the optimum operation condition of the 

proposed cooling system, where the louver windows were opened, and exhaust fans were 

turned on only at night. The exhaust fans were turned on and off automatically, whereas the 

louver windows were opened and closed manually.  

Case  
Operating 

device 

Room A (test) Room B 

(control) Description 

Day Night Day & Night 

Case 1 

Room windows  Close Close Close 
Room window: No ventilation 

Underfloor space: Natural ventilation 
Louvers Open Open - 

Fans  Off Off - 

Case 2 

Room windows  Close Close Close 
Room window: No ventilation 

Underfloor space: Forced ventilation 
Louvers Open Open - 

Fans  Off On - 

Case 3 

Room windows  Open Open Open 
Room window: Full-day ventilation 

Underfloor space: Natural ventilation 
Louvers Open Open - 

Fans  Off Off - 

Case 4 

Room windows  Open Open Open 
Room window: Full-day ventilation 

Underfloor space: Forced ventilation 
Louvers Open Open - 

Fans  Off On - 

Case 5 

Room windows  Open Open Open 
Room window: Full-day ventilation 

Underfloor space: Forced ventilation 
Louvers Close Open - 

Fans  Off On - 

 

Table 4.1. Case setting. 
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4.2.2. Data collection  

The details of the equipment used in the experiments are listed in Table 4.2. The 

parameters in the outdoor space and both rooms were measured simultaneously every 10 min. 

During the experiment, the outdoor weather conditions were recorded at a weather station that 

was placed in an open space approximately 10 m away from the experimental building. As 

shown in Fig. 4.2, the air temperature and floor surface temperature were measured at nine 

horizontal points (3×3 points). To evaluate the thermal storage effect, the surface temperature 

and heat flux of the concrete floor panels and PCMs were measured at three points (C1‒C3). 

To clarify the influences of the thermal storage on the indoor temperature fields, the vertical 

distribution of air temperature was measured at 0.1 m, 0.6 m, 1.1 m, 2.4 m, and 2.9 m from 

the floor surface at the center of the rooms (C2). All sensors measuring air temperature and 

Ｎ

Room A

(PCM)

Room B

(Control)

Insulation

Movable panel

4,980 4,980

5
,1

5
0

Heat flux sensors

Floor panel

PCM

Surface temperature 

Heat flux sensor+

-

100 

600 

1100 

2400 

2900 

Wind speed

Air temperature

Measurement points

Legends

3
,0

0
0

N1 N2 N3

C1 C2 C3

S1 S2 S3

N1 N2 N3

C1 C2 C3

S1 S2 S3

C2C1 C3

100 

600 

3
,0

0
0

N,S2N,S1 N,S3

(a) Plan (b) Vertical section

Surface temperature

Air temperature and relative humidity

Fig. 4.2. Layout of experimental units and sensor/measurement setting in (a) Plan and (b) 

Section. 

Measured variables  Instrument model Accuracy  

Indoor measurement    

Air temperature and relative humidity  TR-72nw-S (T&D Corporation, Japan) ±0.3 ℃, ±2.5% (30-80%RH)  

Air and Surface temperature  Thermocouple type-T φ0.35 mm ±0.1%+0.5 ℃ plus ±0.5  ℃ for cold 

junction compensation 

Wind speed  6332D with probe 9065-3 (KANOMAX, Japan) ±0.15 m/s (0.1-4.99 m/s) 

Heat flux  PHF-100 (Prede, Japan) ±0.05% 

Outdoor measurement (Weather station)  

Air temperature and relative humidity  S-THB-M002 (Onset Computer Corporation, USA) ±0.2 ℃, ±2.5% (10-90%RH) 

Wind speed and direction  S-WSET-B (Onset Computer Corporation, USA) ±0.5 m/s, ±5° 

Global horizontal solar radiation S-LIB-M003 (Onset Computer Corporation, USA) ±10 W/m2 or ±5% 

Rainfall S-RGB-M002 (Onset Computer Corporation, USA) ±1% (<20 mm/h) 

Barometric pressure  S-BPB-CM50 (Onset Computer Corporation, USA) ±3.0 mbar 

Data logger  HOBO RX300 (Onset Computer Corporation, USA)  

 1 

Table 4.2. Sensors for the measurement. 
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relative humidity were validated in advance of the experiment by comparing with an Assman 

psychrometer.  

 

4.3. Results  

4.3.1. Outdoor weather condition and indoor air temperature.  

The recent weather observation data (2005‒2019) at the nearest official station 

(Tangerang) have shown weather conditions similar to those of other coastal cities of Java 

Island, with with monthly diurnal and nocturnal averages of 28.5–30.7 °C and 25.5–26.4 °C, 

respectively [4.12]. Although there are two seasons in Indonesia, i.e., rainy season and dry 

season, the seasonal temperature variation is relatively small. Fig. 4.3 shows the outdoor 

weather conditions with the corresponding indoor air temperature measured at the center of 

Rooms A and B (FL+1.1 m, C2) during the field experiment. The outdoor temperature range 

was 24.0–35.3 °C with diurnal (7:00~18:0) and nocturnal (18:00~7:00) averages of 28.1–

31.9 °C and 24.8–27.3 °C, respectively. The data were averaged every single day and night. 

Although the daytime temperatures on April 20 and May 1 with diurnal averages of 28.9 °C 

and 28.1 °C, respectively, were slightly lower than the other cases, there was no precipitation, 

and the maximum temperatures exceeded 32 °C. The wind conditions were similar among 

Cases 3–5, which were conducted under full-day ventilation conditions. The prevailing wind 

direction was north in the afternoon due to the sea breeze, whereas it was south at night. The 

average outdoor wind speeds measured at the weather station were 1.4–1.9 m/s and 0.3–0.5 

m/s during the daytime and the nighttime, respectively, in Cases 3–5. 

For indoor temperature (Fig. 4.3), when the PCMs in the underfloor space of Room 

A were cooled by the natural ventilation (Cases 1 and 3), the cooling effect of the proposed 

system cannot be seen at the center of the rooms (FL+1.1 m, C2). The average diurnal 

temperatures at the center of Rooms A and B were measured at 29.0–30.5 °C and 28.8–30.4 °C, 

respectively, during the daytime. In contrast, when the PCMs were cooled by the forced 

ventilation (Cases 2, 4 and 5), a temperature reduction was observed for most of the period. 

Case 
Daytime Nighttime 

Room A Room B Reduction Room A Room B Reduction 

Case 1 29.0–30.4 ℃ 28.8–30.4 ℃ (-0.2)–0.0 ℃ 28.6–28.8 ℃ 28.6–29.1 ℃ (-0.1)–0.3 ℃ 

Case 2 28.1–29.9 ℃ 28.5–30.5 ℃ 0.4–0.6 ℃ 27.3–28.7 ℃ 27.9–29.5 ℃ 0.6–0.8 ℃ 

Case 3 30.4–30.5 ℃ 30.3–30.4 ℃ (-0.1)–0.0 ℃ 28.5–29.0 ℃ 28.5–29.1 ℃ 0.0–0.1 ℃ 

Case 4 29.1–30.0 ℃ 29.4–30.3 ℃ 0.3 ℃ 27.1–27.6 ℃ 28.1–28.3 ℃ 0.5–1.0 ℃ 

Case 5 29.9–30.7 ℃ 30.2–31.2 ℃ 0.4–0.5 ℃ 27.4–27.9 ℃ 28.4–29.1 ℃ 0.1–1.2 ℃ 

 1 

Table 4.3. Room air temperature in Rooms A and B. 
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The nighttime air temperature in Room A was 0.5–1.2 °C lower than that in Room B. This is 

primary because, in Room A, the floor temperatures were reduced further by the cooled 

underfloor space with the assistance of forced ventilation, in addition to the thermal storage 

effect.  

In Case 2, the average diurnal temperature at FL+1.1 m in Room A was lower than 

Room B, primarily due to the latent heat thermal storage of the PCMs. Similarly, in Cases 4 

and 5, although the room windows were opened, the corresponding temperature difference 
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Fig. 4.3. Temporal variations of outdoor weather conditions and corresponding air temperature 

in the experimental building in (a) Case 1, (b) Case 2, (c) Case 3, (d) Case 4, and (e) Case 5. 
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was 0.2–0.5 ℃ during the daytime. This implies that if an appropriate amount of PCMs is 

installed in the proposed floor cooling system and sufficient thermal storage during nighttime, 

air temperature reduction is possible during daytime, even under the window-opening 

conditions.  

 

4.3.2. Vertical temperature distribution and heat flux 

Figs. 4.4 and 4.5 show the vertical distribution of temperatures, including air, floor, 

and PCM, and the heat flux on the floor surface at the center of Room A (C2) during the 

nighttime and daytime with the corresponding temperatures of Room B and the outdoor 

temperatures (Tout_time) on a representative day for each case. The representative day was 

chosen because the average nocturnal temperatures were almost identical to the recent weather 

data at the nearest official weather station, which was 25.7–26.9 ℃ among all cases. 

Meanwhile, the diurnal outdoor temperature during the measurement period was 31.0–31.6 ℃, 

which was slightly higher than that measured at the nearest official station.  

In the most nighttime of Cases 1 and 3 (natural ventilation for the underfloor space), 

the air temperature difference between Rooms A and B was less than 0.2 ℃ at the most 

measurement points (FL+0.1–2.9m). Although Room A was equipped with the floor cooling 

system, the heat flux on the top of the floor surface (Fs) was 4.0–11.3 and 2.4–8.9 W/m2 in 

Rooms A and B, respectively. In case of the natural ventilation for the underfloor space, the 

influence of the proposed system on the indoor temperature field was small. In Case 3, the 

heat flux on the floor surface in Room A was 1.3 times as large as that in Case 1, when the 

room window was opened (Case 3), because the cool nocturnal air entered the lower part of 

the room (Fig. 4.4c). Lee et al. [4.13] reported that the thermal storage changed about 1.5 times 

depending on the temperature condition near the PCMs. Although the room temperature 

contributed to increasing heat flux in this study, the heat dissipation was insufficient to cause 

the phase change, and thus the cooling effect of the proposed system could not be observed 

during the daytime (Fig. 4.5c). Because the PCMs of the proposed system is attached to the 

backside of the floor panel, the heat flux on the floor surface may not strongly affect the 

thermal storage of the PCMs. Meanwhile, the air temperature in the underfloor space remained 

2.5–3.9 ℃ higher than the outdoor temperature due to the small ventilation rate, and the 

average air temperature was only 0.1–0.6 ℃ lower than the average surface temperature of the 

backside of the floor panel, i.e., PCM surface temperature in Cases 1 and 3. As a result of that, 

the heat flux on the backside was 3.7–7.1 W/m2 and smaller than that on the floor surface. The 

heat flux on the backside of the floor panel was also so deficient that the phase change of the 

PCM occur.  
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Unlike Cases 1 and 3, the increase in the heat flux on the backside of the floor panel 

was observed in Cases 2, 4 and 5 due to the forced ventilation by the exhaust fans. In Case 2, 

the heat flux on the floor surface was 0–6.8 W/m2 and 2.4–4.4 W/m2 in Rooms A and B, 

respectively. The heat flux on the floor surface in Case 2 was similar to that in Cases 1 and 3. 

As the floor surface temperature in Room A decreased, the room temperature became lower. 

Therefore, the heat flux on the floor did not increase. In contrast, the heat flux on the backside 

of the floor panel was 4.6–22.9 W/m2 in Room A. Owing to the continuous ventilation for the 

underfloor space during the nighttime, the cool nocturnal air entered the underfloor space and 
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Fig. 4.4. Vertical temperature distribution and heat flux on the floor surface in Rooms A and 

B during nighttime; (a) Case 1, Apr. 18; (b) Case 2, May 2; (c) Case 3, May 18; (d) Case 4, 

May 11; (e) Case 5, May 22. 
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the temperature difference between the air and PCM surface was 0.5–1.5 ℃. Moreover, the 

air velocity at the C2 was 1.0–1.3 m/s during the nighttime. The increased temperature 

difference and air velocity near the PCM surface strongly contributed to the increase in the 

heat flux on the backside of the floor panel.  

The heat flux in Cases 4 and 5 showed similar tendency. The heat flux on the floor 

surface in Cases 4 and 5 was 1.6–2.5 times as large as that in Case 2, nevertheless the heat flux 

on the floor surface was not strongly contributed to the heat dissipation from the floor structure. 

Meanwhile, because of the exhaust fans, the heat flux on the backside of the floor panel in 

Cases 4 and 5 was 6.8–20.0 W/m2 and 7.2–29.6 W/m2, respectively. For the vertical 

temperature distribution in Cases 2, 4 and 5, the temperature reduction was observed at all 

measurement, nevertheless the shape of the vertical temperature distribution was different. In 

Case 2 (closing room windows), the indoor temperature tended to be uniform. The air 

temperature was 27.3–28.9 ℃ (FL+0.1 m) and 27.5–29.1 ℃ (FL+2.9 m). Kobayashi [4.14] 

indicated that the temperature gradient was small when the circulating airflow was weak and 

the direction of heat flux on the floor was upward. In this study, closing window and higher 

floor surface temperature might influence the shape of the vertical temperature distribution in 

Case 2. When the room windows were opened, the temperature reduction became larger 

compared to Case 2. In Case 2, the temperature reduction was 0.7 (FL+2.9 m) –1.1 ℃ (FL+0.1 

m), meanwhile that was 0.7 (FL+0.1 m) –1.6 ℃ (FL+2.9 m) in Cases 4 and 5. The larger 

temperature reduction was observed at the upper part of the room because of the difference of 

shape of the vertical temperature distribution. Although the air temperature in Room B 

increased as the increase in the floor level, the air temperature in Room A (Cases 4 and 5) was 

almost the same regardless of the floor level. In Room B, the cool outdoor air entered the room 

and accumulated at the lower part of the room. Meanwhile, the outdoor air may not accumulate 

at the lower part of Room A because the air which was cooled by the proposed floor cooling 

system had already accumulated at the lower part of the room.  

The heat dissipation during the nighttime strongly affected the cooling effect during 

the daytime. When the underfloor space was naturally ventilated at night (Cases 1 and 3), as 

the outdoor temperature increased, temperature reductions compared with Room B were 

observed near the floor in Room A (Fig. 4.5 a,c). In Case 1, the temperatures in Room A were 

almost identical to those in Room B at all measurement points in the morning (10:00). 

Meanwhile, in the afternoon (14:00 and 16:00), the temperatures at FL+0.1 m and floor surface 

temperature (FL+0 m) in Room A were 0.4 °C and 0.5 °C lower than Room B because the 

proposed system (Room A) absorbed the heat by 1.6–2.0 times that of the concrete floor panel 

alone (Room B). When the PCMs in the underfloor space was cooled by the natural ventilation, 

the temperature reduction was observed only at the lower part of the room (Room A) because 

of the small heat absorption of 4.1–7.2 W/m2. The small heat absorption of the proposed 

system did not affect the temperature reduction in the upper parts of the room, especially when 

the room windows were opened in Case (Fig. 4.5c). Although the heat absorptions in Room A 
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were 1.7 W/m2 and 2.6 W/m2 higher than those in Room B at 14:00 and 16:00 in Case 3, a 

clear temperature reduction was not seen in Room A even near the floor surface. The 

corresponding air velocities at FL+0.1 m (V0.1) in Room A were 0.24 m/s (14:00) and 0.34 m/s 

(16:00), respectively. It is presumed that the air flow dissipated the temperature reduction near 

the floor surface.  

When the forced ventilation was applied to the underfloor space at night, and the 

room windows were closed throughout the day (Case 2), an apparent temperature reduction 

was observed at all measurement points for an entire day (Fig. 4.5b). At 10:00, the temperature 

reduction were 0.1 °C (FL+2.9 m) –0.5 °C (FL+0 m). Owing to the closed window condition, 
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Fig. 4.5. Vertical temperature distribution and heat flux on the floor surface in Rooms A and 

B during daytime; (a) Case 1, Apr. 19; (b) Case 2, May 2; (c) Case 3, May 19; (d) Case 4, May 
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a considerable temperature reduction during the nighttime was maintained in the morning. 

Meanwhile, in Case 2, the thermal storage of the PCMs contributed to the temperature 

reduction in the afternoon. The temperature reductions were 0.4 °C (FL+2.9 m) –0.9 °C (FL+0 

m) at 16:00. The heat absorption in Room A was 3.8 W/m2 higher than that in Room B at 16:00 

in Case 2. This indicates that under the no ventilation condition, that is, Case 2, when the 

PCMs sufficiently dissipated the heat with the assistance of the forced ventilation during the 

nighttime, the thermal storage effect reached the upper part of the room.  

The room windows were fully opened in Case 4. Although the heat absorption of the 

proposed system was up to 27.2 W/m2 in Case 4, the air temperature in Rooms A and B was 

almost constant above FL+0.1 m in the afternoon, with the temperature differences between 

FL+0.1 m and FL+2.9 m Room A at 0.1–0.2 ℃ (Fig. 4.5d). In Room A, the V0.1 at 14:00 was 

relatively high (0.48 m/s); thus, the air near the floor surface mixed well with that of the upper 

parts. Meanwhile, in Case 5, the V0.1 in Room A was less than 0.2 m/s for a whole day despite 

the same full-day ventilation condition, and thus the temperature difference between FL+0.1 

m and FL+2.9 m increased to 0.7 ℃ at 14:00 when the extensive heat absorption was observed 

(23.5 W/m2) (Fig. 4.5e). In particular, the temperature gradient from FL+0.1–0.6 m was 

0.9 ℃/m even under the full-day ventilation condition. Nevertheless, the air temperature in 

Room A at all measurement points at 14:00 were still 0.2 ℃ (FL+2.9 m)–1.5 ℃ (FL+0 m) 

lower than those in Room B. 

As shown in Fig. 4.5, overall, the temperature ranges of the PCMs in the afternoon 

are generally much narrower than those of the corresponding ambient air temperatures. In 

particular, in Cases 2, 4 and 5, the PCM temperatures maintained relatively low values (less 

than 30 ℃), primarily because of the assistance of the forced ventilation. For example, in Case 

3, the difference in heat absorption between Rooms A and B was only 0.5–2.8 W/m2 because 

the PCMs did not solidify the previous night. On the other hand, in Cases 4 and 5, the PCMs 

reached the melting temperature range between 12:00 and 16:00, and thus the heat absorption 

in Room A became 5.6–17.5 W/m2 higher than that in Room B. As a result, the floor surface 

temperature in Room A was reduced by 0.7–1.6 ℃, compared with Room B. Particularly in 

Cases 4 and 5, the proposed system increased the heat absorption in the afternoon owing to 

the latent heat thermal storage and contributed to the room air temperature reduction at both 

the lower and upper parts of the room even when the room windows were opened.  

 

4.3.3. Influential factor of vertical temperature distribution  

Based on the results of the vertical temperature distribution, the factors influencing 

indoor temperature fields during the daytime were investigated. The temperature differences 

were analyzed in four different layers, i.e., FL+0.1–0.6 m, FL+0.6–1.1 m, FL+1.1–2.4 m, and 

FL+2.4–2.9 m, respectively. The diurnal hourly averaged data were used in the analysis. In 
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Cases 1 and 2, the buoyancy force can be a dominant factor affecting the vertical temperature 

distribution because the room windows were closed. The buoyancy force (F) in Room A was 

the calculated using the Boussinesq approximation (Eq. 4.2): 

𝐹 = −𝜌0𝑔𝛽(𝑇𝑠 − 𝑇0)        (4.2) 

where 𝐹 is the buoyancy force [N], 𝜌0 is the density of the reference temperature [kg/m3], 𝑔 

is the acceleration due to gravity [m/s2], 𝛽 is the coefficient of thermal expansion of the fluid 

[1/K], 𝑇𝑠 is the floor surface temperature [K], and 𝑇0 is the reference temperature [K].  

Fig. 4.6a shows the correlation between air temperature difference in each layer 

(Thigher height-Tlower height) and the buoyancy force (F) in Room A during Cases 1 and 2 (no 

ventilation). The temperature differences show proportional relationships to the buoyancy 

force at all layers, with a correlation coefficient of 0.52–0.80. A strong relationship (R>0.7) 

was not obtained for all the cases because the buoyancy force by the walls also influenced the 

indoor temperature distributions. Under the open-window conditions, such as Cases 3–5, the 

outdoor condition directly influenced the indoor thermal environment. Fig. 4.6b shows the 

correlation between the air temperature difference of each layer and the outdoor-indoor 

temperature difference (Tout-Tin) in Cases 3–5. Tout-Tin was proportional to the air temperature 

differences of each layer, with a moderate correlation of 0.5–0.7. This is primarily because the 
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Fig. 4.6. Correlation between air temperature difference of each layer (Thigher height-Tlower height) 

and (a) buoyancy force (F), (b) outdoor-indoor temperature difference (Tout‒Tin), (c) wind 

speed at FL+0.1 m (V0.1) in Room A during daytime. 
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smaller ventilation rates, attributed to the relatively lower outdoor wind speeds, prevented 

indoor air from mixing. Fig. 4.6c presents the correlation between the air temperature 

difference of each layer and V0.1 in Cases 3–5. The correlations with V0.1 showed weak or no 

correlation, less than 0.33, because the indoor flow was turbulent, and one measuring point 

was difficult to represent in the overall indoor flow patterns. Nevertheless, it should be noted 

that a large temperature difference was not observed below FL+0.6 m when V0.1 was more 

than 0.2 m/s, as discussed in Section 4.3.2. 

 

4.3.4. Phase state of PCM and floor surface temperature reduction 

Fig. 4.7 shows the surface temperatures of the PCMs for each case. Moreover, Fig. 

4.8 shows the relation between the heat flux and the surface temperature of the lower side of 

the PCM. When the underfloor space was naturally ventilated to cool the PCMs (Cases 1 and 

3), the surface temperature ranges of the PCMs were 28.1–30.8 ℃ with liner relationships 

with the heat flux (Fig. 4.8a, c). This result implies that phase change states of the PCMs were 

regarded as a liquid state in most periods in Cases 1 and 3, and the sensible heat mainly 

contributed to the heat flux because the above-mentioned PCM temperatures were not 

necessarily lower than the solidification temperature range of 27–28 °C. Although the outdoor 

temperature dropped to 24.0–25.9 ℃ in these cases, natural ventilation was insufficient to cool 

the PCMs because nocturnal outdoor wind speed was very low, i.e., 0.1–0.8 m/s in Case 1 and 

0.2–0.3 m/s in Case 3, respectively. The resultant average air velocity in the underfloor space 

was less than 0.1 m/s at night. Meanwhile, in Cases 2, 4, and 5, the heat flux of the PCM 

reached the peal levels at the solidification temperature ranges, resulting in non-liner 
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relationships, i.e., hysteresis, caused by influences of the latent heat (Fig. 4.8b, d, e). In the 

morning, the surface temperature of the PCM dropped to 25.2–26.9 °C, which was likely to 

be lower than the solidification temperature range of 27–28 °C. On the other hand, the forced 

ventilation for the underfloor space was very effective in cooling the PCM with air velocity of 

0.91–0.98 m/s, regardless of the calm wind conditions. Thus, the PCMs appeared to be in a 

solid-state in these cases.  

Fig. 4.9 shows the reduction in the floor surface temperature in Room A compared 

with Room B. The floor surface temperature reduction was averaged for the nine horizontal 

measurement points. Furthermore, Fig. 4.10 presents the temporal variations of the PCM 

surface temperature with the corresponding integrated thermal storage of the PCMs. In Cases 

1 and 3, the floor surface temperatures in Room A were cooler than those in Room B for barely 

58% of the daytime, with a floor surface temperature reduction of 0.1–0.2 °C (Fig. 4.9). The 

phase state of the PCMs was presumed to be in the liquid state for most of the period. In fact, 

the diurnal range of the PCM temperature was found to be only 1.3–2.1 °C (see Fig. 4.7). As 
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shown in Fig. 4.10a, the variation in the thermal storage was small because the phase change 

of the PCMs did not occur. Therefore, the sensible heat thermal storage with a small 

temperature fluctuation of the PCMs hardly affected the floor surface temperature reduction.  

In Case 2, the PCM solidified on day 1 (April); nevertheless, the PCM did not reach 

the melting temperature during the daytime on the following day because of the relatively 

lower outdoor temperature (28.1 °C on diurnal average); thus, the latent heat thermal storage 

was not sufficient (Fig 4.10b). On day 1 (April 30), the heat dissipation accelerated by the 

forced ventilation reduced the surface temperature by 1.2 °C in the morning, whereas the floor 

surface temperature reduction was approximately 0.4 °C in the afternoon. Meanwhile, when 

the PCMs reached the melting temperature range in the afternoon, the floor surface 

temperature in Room A was 0.6–1.2 °C than that in Room B, indicating the latent heat thermal 

storage effect. In Case 4, the average floor surface temperature reduction was 0.8–0.9 °C 

during the daytime. 

In Case 5, the minimum PCM temperature in the morning was higher than that in 

Cases 2 and 4 (see Fig. 4.7). However, the diurnal mean floor surface temperature reduction 

in Case 5 was 0.4 °C higher than those in Cases 2 and 4 (Fig. 4.9). This is primarily because 

more latent heat thermal storage was utilized in Case 5 than in the other cases. On day 2 (May 

24), which was the hottest outdoor condition during the entire experimental period (31.9 ℃ 

on diurnal average), the floor surface temperature reduction was higher than that on the other 

days, with an average of 1.5 ℃. The maximum PCM temperature reached 30.1 ℃ (see Fig. 

4.7), which was almost the same value as the upper melting temperature range showing that 

the latent heat thermal storage of the PCMs seemed to be fully utilized. As shown in Fig. 4.10c, 

the thermal storage decreased sharply between 14:00 and 18:00, whereas the thermal storage 

increased by 487 kJ/m2 with a small PCM temperature difference during the solidification 

period between 1:00 and 4:00. Although the surface temperature of the PCM decreased by 
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1.1 ℃ between 5:00 and 7:00, the variation in the thermal storage was small compared with 

that at the phase change period. Because the influence of latent heat of the PCMs is much 

larger than that of sensible heat, the minimum PCM temperature in the morning did not 

strongly influence the floor surface temperature reduction.  

Comparing Cases 4 and 5 (opened room windows) with Case 2 (closed room 

windows), the floor surface temperature was reduced by 0.8–1.5 ℃ (Cases 4 and 5) and 0.7–

1.1 ℃ (Case 2) during the daytime on average. This indicates that although the window-

opening conditions affected the indoor temperature fields, as discussed above, they might not 

strongly affect the floor surface temperature reduction. This is primarily because the effect of 

the thermal storage and heat dissipation from the PCMs during nighttime can be a dominant 

factor in floor surface temperature reduction during daytime.  

 

4.3.5. Evaluation of thermal storage effect 

Fig. 4.11 shows the average thermal storage of the PCMs with the maximum and 

minimum PCM surface temperatures during the daytime (D) and nighttime (N), respectively. 

The thermal storage capacity of the PCMs was estimated to be approximately 1,100 kJ/m2 

based on the volume of the aluminum package containing the PCM. However, the measured 

values sometimes exceeded the estimated value because the thickness of the PCM package 

became uneven. In Cases 1 and 3, where the underfloor space was naturally ventilated, the 

PCM surface temperature indicated that its phase state was in the liquid state, and the PCMs 

did not sufficiently dissipate and absorb the heat. As shown, the thermal storage (positive side) 

was less than 400 kJ/m2 in most of the period in Cases 1 and 3, which was only 12–36% of the 

estimated capacity. In contrast, the thermal storage of the PCMs in Cases 3 and 4 was larger 

than that in Cases 1 and 3 owing to the forced ventilation in the underfloor space. Consequently, 
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the heat absorption ranged from 454–909 kJ/m2, except on May 1. On May 1 (day 1 of Case 

2), the PCM surface temperature did not reach the melting temperature range, therefore, the 

heat absorption was 326 kJ/m2, and the PCMs did not dissipate the heat in the following night. 

In Case 5, the largest thermal storage among the five cases resulted in the largest heat 

absorption. The thermal storage ranged from 1,042–1,284 kJ/m2 (95–117% of the estimated 

capacity) at night. During the daytime, the heat absorption of the PCMs was 649–1,050 kJ/m2. 

Therefore, approximately 59–95% of the thermal storage may be employed for the heat 

absorption during the daytime in Case 5. Overall, the larger thermal storage contributed to 

increasing the heat absorption on the following day.  

Fig. 4.12a presents the correlation between the diurnal floor surface temperature 

reduction in Room A compared with Room B and the thermal storage of the PCMs in the 

previous nights. As expected, as the PCMs dissipated more heat, the floor surface temperature 

reduction increased in the following day. In Cases 1 and 3, the thermal storage was less than 

400 kJ/m2 during most of the period. On the other hand, in Case 5, the floor surface temperature 

reduction was larger than in Cases 2 and 4 because the PCMs dissipated more heat than the 

other cases with the thermal storage of 966–1,373 kJ/m2. Although the thermal storage was 

influenced by the weather conditions and phase state of the PCMs, there was the strong 

proportionate correlation (R=-0.71) with the floor surface temperature reduction.  

Fig. 4.12b shows the correlation between the diurnal floor surface temperature 

reduction and the heat absorption on the floor surface in Room A. As the heat absorption on 

the floor surface increased, the diurnal floor surface temperature reduction increased, with a 

correlation coefficient (R) of -0.76. In Cases 1 and 3, the heat absorption on the floor was less 

than 300 kJ/m2 during most of the period. Meanwhile in Cases 4 and 5, the heat absorption on 

the floor increased to 337–685 kJ/m2 because the PCMs sufficiently dissipate the heat with the 
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assistance of the forced ventilation. Therefore, the floor surface temperature reduction in Cases 

4 and 5 was higher than in Cases 1 and 3. Approximately 49–73% of the thermal storage in 

the PCM was transferred to the floor structure. The rest is considered to transfer to the 

underfloor space. The ratio of the heat absorbed from the underfloor space in Case 5 was 5–

15% lower than that in Cases 2 and 4 because closing louvers and turning of the fans 

suppressed the increase in the air temperature in the underfloor space. In summary, forced 

ventilation for the underfloor space increased the thermal storage of the PCMs at night. During 

the daytime, closing the louver and turning off the fans can be effective to increase the heat 

absorption of the floor.  

 

4.4. Discussion  

4.4.1. Influence of temperature and air velocity on thermal storage 

effect 

As analyzed above, the heat absorption on the floor affected the temperature 

reduction. To improve the thermal storage effect, the influential factors of the heat absorption 

are discussed. Fig. 4.13a shows the influence of the temperature difference between FL+0.1 

m and the floor surface (T0.1–Tfloor), V0.1, and indoor air temperature (Tin) on the heat absorption 

during daytime in Room A. Fig. 4.13b shows the influence of V0.1, Tout‒Tin and buoyancy force 

(F) on T0.1–Tfloor. T0.1–Tfloor was found to have a strong correlation (R=0.93) with heat 

absorption. In the tropics, the diurnal outdoor temperature usually exceeds 30 °C. Therefore, 

minimizing ventilation with hot outdoor air can reduce the indoor air temperature during the 

daytime [4.15]. As shown in Fig. 4.3, the maximum Tin in Case 2 (no ventilation) was 1.2–

2.0 °C lower than in Cases 4 and 5 (full-day ventilation). Although the increase in T0.1–Tfloor 

increased F, the cooler Tin in Case 3 contributed to maintaining T0.1–Tfloor to be less than 1 °C 

throughout the measurement period (Fig. 4.13b). Consequently, the hourly heat absorption on 

the floor was less than 15 kJ/m2 in Case 2 (Fig. 4.13a). 

Even under the full-day ventilation condition (Case 5), when V0.1 was less than 0.2 

m/s, the temperature gradient of 0.9 °C/m was observed at the lower part of Room A (Fig. 

4.5e). The previous study on indoor thermal conditions of the courtyard houses with a high 

thermal mass in the hot-humid climate of Malaysia showed that the air temperature in the 

courtyard and the adjacent living hall maintained relatively low values when the indoor air 

flow was less than 0.2 m/s [4.16]. If the PCMs sufficiently dissipate the heat during nighttime 

and air velocity bear the floor surface is low (i.e., less than 0.2 m/s), the cool air will 

accumulate at the lower part of the room. However, V0.1 influenced the floor surface 
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temperature (Tfloor) less because the PCM maintained a relatively constant temperature through 

melting (Fig. 4.13b).  

Iten et al [4.10] reported that the cooling effect diminished dramatically after the 

phase change process. This implies that the thermal storage effect of the floor was influenced 

more by the phase change of the PCMs than by convective heat transfer unless the PCMs 

melted completely. This result was consistent with that of Chapter 3 obtained through the 

different analysis. When Tout–Tin was large, T0.1–Tfloor became larger, and thus the proposed 

system absorbed more heat. Tout–Tin tended to be larger in a building with a high thermal mass 

during the peak temperature period [4.15]. Lee et al [4.13] reported that the thermal storage 

tended to change approximately 1.5 times depending on outdoor air temperature in the case of 

natural ventilation. Similarly, in this study, the influence of the outdoor temperature on heat 

absorption might be large. 

As shown in Fig. 4.4, the heat flux on the lower side of the PCM pack was much 

larger than the floor surface. The outdoor temperature during the nighttime and air velocity in 

the underfloor space may influence the thermal storage of the PCMs during the nighttime. Fig. 

4.14a shows the correlation between the thermal storage of the PCMs during the nighttime and 

air velocity bear the PCMs (left) and mean nocturnal outdoor temperature (right) in case of the 

natural ventilation (Cases 1 and 3). Although the air velocity near the PCM when the exhaust 

fans were off was very weak, that is less than 0.1 m/s, the PCMs dissipated more heat as the 
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air velocity hear the CPMs increased because the increase in the air velocity affected the 

convective heat transfer. The outdoor temperature influenced the thermal storage with a strong 

correlation (R=-0.88). This result consistent with the previous study of the PCM in naturally 

ventilated house. Fig. 4.14b shows the correlation in case of the forced ventilation (Cases 2, 4 

and 5). When the underfloor space was ventilated using the exhaust fans, the air velocity near 

the PCMs did not show the relationship with the thermal storage during the nighttime. 

Meanwhile, the outdoor temperature shows a clear relation with the thermal storage of the 

PCM. As the outdoor temperature decreased, the amount of the thermal storage of the PCM 

rose. These imply that if air velocity near the PCMs reaches a certain level, the air velocity 

may not strongly contribute to the increase in thermal storage during nighttime, and ventilation 

rates to introduce the cool outdoor air to the underfloor space may be more important to 

increase the thermal storage of the PCM.  

 

4.4.2. Utilization and retention of latent heat thermal storage  

In this chapter, when the PCMs were cooled by forced ventilation, the PCMs seemed 

to solidify completely (Figs. 4.7 and 4.11). Consequently, the thermal storage effect was 

maintained in the afternoon, even under full-day ventilation conditions. Waqas et al. [4.9] 

reported that a major proportion of thermal storage (more than 90%) was extracted around 

melting temperature when the PCM completely solidified. In contrast, if the PCM partially 

solidified, the extracted thermal storage was reduced to less than 75% at the melting 

temperature [4.9]. Therefore, ensuring a complete solidification is important for using the 

thermal storage effect at a specific temperature, that is the melting temperature. This implies 

that selecting an appropriate phase change temperature influences the retention of the thermal 

storage effect more than the window-opening condition. 
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Lizana et al. [4.18] carried out a simulation in the hot summer of Spain. They 

reported that although the minimum daily temperature often dropped to less than 20 °C, the 

stored heat of PCM (phase change temperature at 28 °C) cannot be released at night under 

natural ventilations with a window size of 2 m2 and air change rates ranging from 3 to 6.5 h-1. 

According to the recent weather data in Tangerang [4.12], the daily minimum temperature 

ranged from 24.5–25.3 °C with calm wind conditions. Therefore, there is little possibility that 

the PCM solidifies under natural ventilation condition. As proposed, forced ventilation for the 

underfloor space is probably necessary to ensure the solidification of the PCMs if the set-point 

solidification temperature is close to the average ambient temperature, which is often the case 

in hot and humid climates. The recent weather data [4.12] and the weather conditions at the 

experimental site indicate that the set-point solidification temperature of the PCMs was 

probably appropriate for the proposed system under these climatic conditions.  

When the PCMs reached the melting temperature range, the heat absorption 

increased because of the latent heat, thus, the surface temperature and air temperature near the 

surface were reduced. For example, on day 2 of Case 5 (May 24), the mean floor surface 

temperature reduction was 1.65 °C in the afternoon, which was the largest reduction 

throughout the measurement period. This was primarily because 95% of thermal storage 

capacity of the PCM could be solidified (Fig. 4.11). Day 2 of Case 5 (May 24) had the hottest 

outdoor condition during the entire experimental period, with a diurnal mean temperature of 

31.9 °C. This condition resulted in an air temperature increase in the underfloor space to 

32.0 °C, which was the highest temperature in the underfloor space during the measurement 

period. Based on the above results, the ambient temperature of PCMs, which is 2–3 °C higher 

than the set-point melting temperature (29–30 °C), can be roughly recommended to 

sufficiently utilize the thermal storage effect during the afternoon. To clarify the detailed 

relationship between the temperature condition and phase state, a long-term evaluation of the 

PCMs is necessary because PCM is often influenced by the history.  

It can be concluded that the thermal storage effect of the latent heat with an 

appropriate phase change temperature is particularly influential in lowering the floor surface 

temperature. Neeper [4.19] conducted a simulation in a cold climate and recommended that a 

phase change temperature can be determined by an average room temperature. However, the 

recommendation mentioned above may not be insufficient to utilize the thermal storage effect 

of PCMs in tropics. The daily average air temperatures in the underfloor space were 

approximately 29.2 °C (Cases 1 and 3) and 28.3 2 °C (Cases 2,4, and 5), and they correspond 

to the melting and solidification temperatures of the PCM, respectively. Although the mean 

ambient temperatures of the PCM in all cases corresponded with the phase change temperature 

of the PCM, the PCM in Cases 1 and 3 (natural ventilation) did not solidify because of low air 

velocities near the PCMs at night. In Cases 2, 4, and 5, the forced ventilation allowed the cool 

nocturnal air to enter the underfloor space; therefore, the average diurnal air temperature 

ranges in the underfloor space increased to 4.7 °C (Cases 2, 4, and 5), compared with the 
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corresponding temperature range of 3.5 °C in Cases 1 and 3. The present result suggest that 

when nocturnal forced ventilation was applied in the underfloor space, at least, the diurnal 

ambient temperature range of 4.7 °C may be required to employ PCMs for a latent heat thermal 

storage effect. Even though a latent heat thermal storage can be used in small daily temperature 

ranges in general [4.2], the required diurnal ambient temperature range is approximately 1.5 °C 

wider than the phase change temperature range of the PCM. Moreover, it can be said that the 

set-point solidification temperature should correspond to daily average ambient temperature 

of PCMs, that is, air temperature in the underfloor space, to ensure solidification even under a 

warmer night and avoid melting in the early part of the day.  

 

4.4.3. Limitation  

In the field measurement with the measurement period of three days for each case, 

some parameter was set to be a constant value. For instance, the flow volume of the fans was 

set to constant value, that is 0.95 m3/s, and the operation schedule of the fans and the ventilation 

rate for the underfloor space were constant. Therefore, further study is necessary to clarify the 

influence of the ventilation rate of the fans considering the operational schedule. It would be 

investigated in Chapter 5. Although this chapter clarified the appropriate set point temperature 

using the results of short-term evaluation and recent weather data, long-term evaluation may 

be necessary to determine the best operational condition, such as the relationship between 

temperature and phase state, and would be conducted in Chapter 6. 

 

4.5. Summary 

Another field measurement was carried out to clarify the measures to ensure the 

thermal storage effect of the proposed floor cooling system during the daytime for a naturally 

ventilated room within a relatively narrow diurnal temperature range in the hot and humid 

climate of Indonesia. To evaluate the influence of each parameter on the cooling effect of the 

proposed system, the operation of room windows, louver windows, and exhaust fans were 

changed in the analysis. The findings are summarized as follows:  

 In the hot and humid climates, warm nocturnal outdoor temperatures with calm 

wind conditions would prevent PCMs from solidifying. However, even when the 

nighttime outdoor temperature was 0.7–3.2 °C lower than the set-point 

solidifying temperature and nocturnal wind speed was low (i.e. 0.1–0.8 m/s), 

forced ventilation for the space attaching PCMs (i.e., underfloor space) was found 

to be effective to ensure the sufficient solidification of PCMs.  
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 The floor surface temperature reduction was approximately 0.7–1.5 °C when 

forced ventilation was adopted for the underfloor space. Cooled air accumulated 

below FL+0.6 m in the room when the wind speed near the floor surface was less 

than 0.2 m/s. Nevertheless, the floor surface temperature reduction was obtained 

stably regardless of window-opening conditions because the thermal storage 

effect of the floor was influenced more by phase change of PCMs than by 

convective heat transfer unless the PCMs melt completely.   

 In case that the louver windows were opened, and exhaust fans were turned on 

only at night, the average diurnal outdoor temperature was the highest during the 

entire experimental period, i.e., 31.9 °C, and the air temperature in the underfloor 

space, that is, the ambient temperature of the PCMs, reached up to 32.0 °C. 

However, the mean floor surface temperature reduction was observed at 1.7 °C 

in the afternoon because 95% of the thermal storage capacity of the PCMs might 

be utilized. This result suggests that the ambient temperature of PCMs should be 

2–3 °C higher than the set-point melting temperature to sufficiently utilize the 

thermal storage effect during the afternoon. 

 The thermal storage effect of latent heat with an appropriate phase change 

temperature was found to be particularly influential in lowering the floor surface 

temperature. The phase change temperature for PCMs can be determined based 

on the average ambient air temperature. A relatively wide diurnal ambient 

temperature range, at least 4.7 °C, was found to be required to ensure the latent 

heat thermal storage caused by the supercooling, although the required diurnal 

ambient temperature range was smaller than typical diurnal temperature ranges 

in hot and humid climates, such as 8 °C and 6.3 °C in Jakarta (Indonesia) and 

Penang (Malaysia), respectively. 
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Numerical simulation of thermal storage 

effect through night ventilation  

 

 

 
Abstract  

 

Chapter 5 clarifies the key parameters of the radiant floor cooling system using PCMs which 

cannot be investigated in Chapter 4 because of the limited time and cost. To conduct a 

sensitivity analysis, Chapter 5 constructed a coupled simulation model of heat balance analysis 

and computational fluid dynamics (CFD) for naturally ventilated buildings with installed 

phase change materials (PCMs), and demonstrate a modeling method for the thermal storage 

effect of PCM in the simulation. The results were validated with field measurements in Chapter 

3. The results showed that the coupled simulation model can evaluate both the temperature 

and heat balance of PCMs in naturally ventilated buildings, where air temperature and air flow 

distribution are not uniform, with higher accuracy. The temperature and heat flux on the floor 

surface showed good correlations between the simulation and measurement, with the root 

mean square errors of 0.3–0.5 ℃ and 4.0 W/m2, respectively. In particular, coupling with 

radiative heat transfer calculation increased the simulation accuracy in terms of floor surface 

and PCM temperatures by 0.3 ℃ when the surface temperature difference between the floor 

and the other surfaces, i.e., the wall and ceiling, was considerable owing to the thermal storage 

effect of the PCMs. The following sensitivity analysis which can calculate convective heat 

transfers owing to the consideration of spatial air flow distribution showed that the air velocity 

that ensures the solidification of the PCMs in the underfloor space was found to be a key 

parameter in the proposed system. In addition, the thermal storage of the proposed system was 

maximized when the operational schedule of the fans was controlled by the outdoor 

temperature. A PCM thickness of 6 mm and high ventilation rate in the underfloor space during 
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nighttime are the optimum settings for the radiant floor cooling system under the given hot 

and humid conditions.  

 

Key words  

Thermal storage effect, Night ventilation, Coupled simulation, CFD simulation, Heat balance 

simulation. 

 

5.1. Introduction  

As shown in Chapter 4, to effectively utilize latent heat thermal storage, phase change 

is required. Previous studies have investigated the factors affecting the melting and 

solidification process of PCMs, including inlet air temperatures [5.1–5.3], inlet air flow rates 

[5.1–5.5], thermal properties of PCMs [5.5], and the shape of PCMs [5.4, 5.6]. However, in 

most of the previous studies, temperatures of inflow were set at a fixed value, such as 29–

40 ℃ and 15–24 ℃ for melting and solidification, respectively [5.1–5.6]. Furthermore, the 

inflow temperature fluctuation over an entire day was rarely considered [5.7]. Liu et al. [5.5] 

reported that the melting time of PCMs exposed to a fixed inflow temperature was shorter than 

that when employing a fluctuating inflow temperature. In the field measurement presented in 

Chapters 3 and 4, the temperature fluctuation was considered through three days evaluation. 

Although the thermal storage of the PCMs, i.e., heat balance of the PCMs, was evaluated in 

Chapter 4, a sensitivity analysis considering the thermal storage of the PCMs was limited. 

Pandey et al. [5.8] indicated that most studies on the thermal storage effect of PCMs focused 

on evaluating cooling systems incorporating PCMs, such as hear exchanger alone. Few studies 

investigated the interaction between the heat balance of PCMs, whose response time is much 

longer than the adjacent fluid, and indoor air temperature and wind distribution in naturally 

ventilated rooms, owing to the limitations of the measurement methods. Therefore, a modeling 

method for simulation-based analysis that calculates the thermal storage of the PCMs and their 

cooling effect on the indoor thermal environment by considering the heat balance and wind 

distribution is necessary to compensate for the limitation of the measurement method 

(Chapters 3 and 4).  

The results of Chapter 4 showed that the air temperature near the PCMs influenced the 

heat absorption of the floor cooling system using PCMs more than the room temperature 

measured in the center of the rooms. Computational fluid dynamics (CFD) considers the 

ununiformity of airflow and temperature, and thus CFD simulation can calculate convective 

heat transfer more accurately than thermal energy simulation (TES) which considered one air 

node in each zone to represent airflow and temperature [5.9]. Nevertheless, heat balance 

analysis, which considers the influence of radiation, has rarely been conducted in previous 

studies on CFD simulation, to avoid excessive calculation load [5.10, 5.111]. Owing to the 

lack of heat balance analysis, including radiant heat transfer, in previous CFD simulations, the 



Numerical simulation of thermal storage effect through night ventilation 

91 

 

validation results were evaluated in terms of temperature, and few simulation models in 

previous CFD simulations could properly evaluate the heat balance in the validation process 

[5.8, 5.12, 5.13]. To fully utilize the thermal storage of PCMs and determine their optimum 

settings, it is necessary to evaluate the amount of hat stored and released by PCMs because the 

floor temperature reduction and thermal storage of the PCMs had a strong correlation (see 

Chapter 4). A validated coupled simulation model can investigate the influence of multiple 

parameters with limited time and cost compared to field measurements [5.14]. 

 

5.1.1. Objective  

Chapter 5 determines key parameters of the radiant floor cooling system using PCMs 

which cannot be investigated in Chapter 4 due to the limited time and cost in the field 

measurements. To conduct a sensitivity analysis, Chapter 5 construct a novel coupled 

simulation model of heat balance analysis and CFD for naturally ventilated buildings with 

installed PCMs to compensate the limitations of commonly used TES and CFD simulation 

models and demonstrate a modeling method for the thermal storage effect of PCMs in the 

simulation model. The simulation was conducted for the target building, which installed the 

proposed floor cooling system and was used in the field measurement (Chapters 3 and 4). The 

results were validated by comparison with the field measurements in Chapter 3. Using the 

validated simulation model, a sensitivity analysis was performed in the following sections.  

 

5.2. Methodology  

5.2.1 Coupled simulation  

To confirm the validation results and clarify the interaction between PCMs and the 

indoor thermal environment, it is better to investigate the heat balance in the validation process, 

as well as the temperature [5.15]. Tong et al. [5.16] recommended calculating indoor and 

outdoor environments within the same computational domain in naturally ventilated buildings 

because it can capture the dynamic interaction between the outdoor and indoor environments. 

Straw et al. [5.17] reported that coupled indoor-outdoor simulations provided more accurate 

results for naturally ventilated rooms. To capture the dynamic interaction of PCMs-indoor-

outdoor environments, indoor and outdoor environments were calculated within the same 

computational domain, because the outdoor environment strongly affects the indoor thermal 

environment in naturally ventilated buildings compared to highly insulated airtight houses 

utilizing AC.  
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Based on previous simulation models, a CFD simulation coupled with a heat balance 

analysis was proposed, as mentioned above, to determine the parameters affecting the cooling 

effect of the radiant floor cooling system using the PCMs. Fig. 5.1 shows the calculation flow 

for the coupled simulation. Commercial software (scSTREAM v2020, MSC software, Tokyo, 

Japan) was used to solve the governing equations for momentum, continuity, and energy in 

the CFD simulation. Intrinsically, variations in outdoor wind speed and direction occur in very 

short time intervals (tenths of a second to a few seconds), which affects indoor air flow. 

Regarding transient analysis predicting air flow, large eddy simulation (LES) is regarded as a 

more accurate method to solve the flow field issue, and has been widely used in recent CFD 

simulations [5.18]. Nevertheless, it is not always a viable option in research and consultancy, 

because of its large calculation load [5.19, 5.20]. Therefore, the Reynolds-averaged Navier-

Stokes (RANS) approach, in which Reynolds decomposition is used to divide the flow 

variables into a mean and a fluctuating component, is frequently used [5.21]. In general, the 

response time of heat transfer at the building surface is much longer than that of the adjacent 

fluid [5.8]. Pandey et al. [5.8] developed a heat balance simulation coupled with a CFD 

simulation using the RANS approach, and confirmed its effectiveness in predicting the cooling 

effect of a PCM-based heat exchanger. Given the calculation load reduction and purpose of 

this chapter, i.e., evaluation of the thermal storage effect of PCMs, CFD simulation using the 
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Fig. 5.1. Flow chart of the coupled simulation. 
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RANS approach can be a viable option. In this chapter, the CFD simulation used the results of 

the previous time step as the initial condition of the present time step. For the coupled 

simulation, the air velocity and air temperature near the solid surface were output from the 
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Fig. 5.2. (a, b) Building model, (c–e) Computational domain and fine grid division, and (f) 

Weather data used for the simulation. 

Material  Density  

[kg/m3] 

Specific heat 

capacity 

[J/kgK] 

Latent heat 

[kJ/kg] 

Thermal 

conductivity 

[W/mK] 

GRC board  400 1880 - 0.069 

Plaster  1560 840 - 0.612 

ALC 800 1100 - 0.2 

Concrete  2400 900 - 1.637 

Glass wool  52 840 - 0.033 

Glass 2500 750 - 1.0 

Steel deck  7130 400 - 110 

Aluminum 2700 880 - 210 

Light weight 

concrete  

1600 1100 - 0.53 

PCM 800 2000 220 0.2 

 

Table 5.1. Thermal properties of materials. 
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CFD simulation after the convergence of the CFD, and used as boundary conditions to 

calculate the radiation, convection, and conduction in the heat balance analysis at the same 

time step (Fig. 5.1). From the heat balance analysis, the surface temperatures were simulated 

by transient heat conduction analysis and used as the boundary condition for the next time step 

of the CFD simulation (Fig. 5.1). The time step for both simulations was three seconds and the 

number of iterations per time step was 100.  

 

Element Material  Thickness [mm] 

Adjacent wall Glass fiber-reinforced 

concrete (GRC) board  

6 

 Plaster 20 

 ALC 100 

 Plaster 20 

 GRC board 6 

Ceiling GRC board  10 

Original floor  Ceramic floor  50 

 Plaster  25 

 Concrete 100 

 Metal deck  2 

Roof Glass wool  50 

 Metal deck  2 

Floor panel Light weight concrete 25 

External wall  

(North and South) 

GRC board  6 

 Plaster  20 

 ALC 100 

 Plaster  20 

External wall  

(East and West) 

GRC board  6 

 Plaster 20 

 ALC  100 

 Plaster 20 

 Glass wool 50 

 Metal deck 2 

 

Table 5.2. Construction layers of the building envelopes. 
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5.2.2. Simulation settings  

5.2.2.1. Computational geometry, domain, and grid 

The target building and system for the coupled simulation were a full-scale 

experimental building which was used in the previous chapter. The results of the field 

measurement in Chapter 3 were used for the validation. The geometric model for the 

experimental building, taking into account the material used to construct it, was developed 

using a preprocessor (STpre), as shown in Fig. 5.2a, b and Tables 5.1 and 5.2. Based on the 

literature [5.7, 5.22], this study made the following assumptions to simplify the calculation: 

(1) the thermal properties of the same material are constant, and (2) all construction materials 

are homogenous.  

Similar to the geometric model, a computational domain was developed based on the 

experimental field. Since 40 m2 of the experimental field does not have any obstruction, the 

computational domain reflects it. Table 5.3 lists the mesh sizes for each domain and the total 

number of elements. A relationship exists between mesh size and convergence [5.21]. The grid 

resolutions were increased around the building. The base grid size was 600 mm (outer domain), 

whereas that around the building was less than 200 mm (inner domain) in the case of a fine 

mesh, and the inside of the construction material was divided into at least four for the 

depthwise direction. Three types of mesh divisions were tested to ensure the accuracy of the 

numerical simulation while minimizing the calculation loads.  

 

5.2.2.2. Boundary conditions for CFD simulation  

The flow and wall boundary conditions were set at the interface of the computational 

domain, i.e., Xmin, Xmax, Ymin, Ymax, Zmin, Zmax. For the flow boundary, outdoor wind speeds with 

specified directions and temperatures based on the weather station were set on Xmin and Ymin as 

inputs, whereas Xmax and Ymax employed a fixed total pressure (i.e., 0 Pa) as the outflow 

condition. When the wind direction was reversed, the flow boundary settings on Xmin, Ymin, Xmax 

 Coarse [m] Medium [m] Fine [m] 

Outer domain  0.6 0.6 0.6 

Inner domain 0.4 0.28 0.2 

Total elements  273,441 323,829 388,635 

 

Table 5.3. The mesh size for each domain and the total number of elements. 
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and Ymax were opposite to calculate the flow field. Fig. 5.2f shows the weather data for 15–17 

November 2020, which were used for validation and subsequent analysis. Although the 

average diurnal temperature was slightly higher than that at the nearest official weather station, 

the PCMs were cooled under similar nocturnal temperatures to the mean monthly nocturnal 

temperature at the nearest official station, with diurnal and nocturnal averages of 31.7 ℃ and 

26.6 ℃, respectively. Regarding the wall boundary, the no-slip condition was set to Zmin and 

the building surfaces. Free-slip conditions were employed for the other surfaces in contact 

with the outside of the computational domain.  

 

5.2.2.3. Heat balance analysis  

As discussed above, radiant heat transfer and conductive heat transfer analysis, i.e., 

heat balance analysis, were conducted for the building surfaces. The following equation shows 

the fundamental formula of the heat balance analysis for both indoor and outdoor building 

surfaces:  

𝑅𝑠 + 𝑅𝐿 + QG + 𝑄𝐻 = 0       (5.1) 

where RS is the net solar radiation [W/m2], RL is the net long wave radiation [W/m2], QH is the 

convective heat transfer [W/m2], and QG is the conductive heat transfer [W/m2].  

The global solar radiation measured in the field experiment was separated into IDR 

(direct solar radiation) and ISR (sky solar radiation), as shown in Fig. 5.2f. In the hot and humid 

climate of Indonesia, the quantity of ISR tends to be greater than that in other climatic regions, 

because of the large cloud cover and humid conditions throughout the year. Huang [5.23] 

compared 22 solar diffuse fraction models to identify a suitable model for hot and humid 

conditions in Taiwan, and concluded that the model proposed by Erbs et al. [5.24] performed 

well in predicting the diffuse fraction. The view factors for radiant heat transfer were 

calculated using the Monte Carlo ray tracing method (Eqs. 5.2–5.3).  

𝑅𝑠 = 𝑎𝑠𝑢(𝑐𝑜𝑠𝜃 ∙ 𝐼𝐷𝑅 + 𝐹𝑠𝑘𝑦𝐼𝑆𝑅 + 𝐼𝑅𝑅)      (5.2) 

𝑅𝐿 = 𝛼𝑠 ∑ 𝐹𝑖𝛼𝑤𝑖𝜎𝑇𝑤𝑖
4𝑛

𝑖=1 − 𝐹𝑤𝛼𝑠𝜎𝑇𝑠
4       (5.3) 

where RS is the net solar radiation [W/m2], asu is the solar absorptivity [-], θ is the incidence 

angle of direct solar radiation [rad], IDR is the amount of direct solar radiation [W/m2], ISR is 

the amount of sky solar radiation [W/m2], F is the shape modulus [-], IRR is the amount of 

reflected solar radiation [W/m2], RL is the net long wave radiation [W/m2], α is the long wave 

emittance [-], σ is the Stefan Bolzmann constant [W/m2
K4], and T is the temperature [K] 

Conductive heat transfer based on Fourier’s Law was used for the heat balance 

calculation on the building surface such as walls and ceiling, as follows (Eq. 5.4). 
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𝑄𝐺 = −λ
𝜕𝑇

𝜕𝑥
         (5.4) 

where QG is the conductive heat transfer [W/m2], λ is the heat conductivity [W/mK], T is the 

temperature [K], and x is the direction normal to the surfaces [m]. The governing equation of 

the transient heat conduction for the layer of construction material is as follows (Eq. 5.5).  

𝜌
𝜕𝐻

𝜕𝑡
=

𝜕

𝜕𝑥𝑗
(λ

𝜕𝑇

𝜕𝑥𝑗
)        (5.5) 

where ρ is the density [kg/m3], H is the specific enthalpy [kJ/kg]. λ is the heat conductivity 

[W/mK], T is the temperature [K], and x is the direction normal to the surfaces [m]. 

Fig. 5.3 show the enthalpy-temperature curve of the PCM (paraffin), which freezes 

with little or no supercooling [5.25]. As with the previous chapter, the phase change 

temperature of 28–30 ℃, with a peak temperature of 29 ℃, was selected for this simulation. 

The latent heat of the PCM, measured by differential scanning calorimetry (DSC) testing with 

a heating rate of 2 ℃/min, was 220 kJ/kg. 

In this simulation, the temperature wall function was used to compute the convective 

heat transfer, instead of low Reynolds number modeling, because it requires an extremely high 

grid resolution near the surface, and thus significantly increases the calculation load [5.26, 

5.27]. Defreye et al. [5.26] verified the effectiveness of the temperature wall function to 

calculate convective heat transfer practically and accurately by comparing low-Reynolds-

number modeling and the temperature wall function. The convective heat transfer of the 

building surfaces was based on the temperature wall function [5.28], and it was calculated 

using the following equations (Eqs. 5.6–5.8). 
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𝑄𝐻 =
𝜌𝑐𝑢∗

𝑇∗ (𝑇 − 𝑇𝑠)        (5.6) 

𝑇∗ =
𝑃𝑟𝑡

𝐾
ln(𝐸𝑦+) + 𝐴(𝑃𝑟, 𝑃𝑟𝑡)       (5.7) 

𝐴(𝑃𝑟, 𝑃𝑟𝑡) = 9.24𝑃𝑟𝑡(
𝑃𝑟

𝑃𝑟𝑡
− 1)(

𝑃𝑟𝑡

𝑃𝑟
)0.25      (5.8) 

where QH is the convective heat transfer [W/m2], ρ is the density [kg/m3], c is the specific heat 

capacity [J/kgK], u* is the friction velocity [m/s], T is the temperature [K], A is the area [m2], 

Pr is the Prandtl number [-], Prt is the turbulent Prandtl number [-], K is the Karman constant 

[-], E is the constant in wall function expression [-], and y+ is the distance from the wall n wall 

normal direction [-] 

 

5.2.2.4. Solver setting  

The Reynolds number (Re) for indoor space was calculated using Eq. 5.9 based on 

the air velocity (FL+0.1 m and FL+1.1 m) during the measurement.  

𝑅𝑒 =
𝜌𝑢𝑙

𝜇
         (5.9) 

where Re is the Reynolds number [-], 𝜌 is the density [kg/m3], 𝑢𝑖 is the velocity [m/s], l is the 

length [m], and 𝜇 is the viscosity coefficient [kg/ms].  

The Re ranged from 3476 to 20727, suggesting turbulent flow during most of the 

measurement period. The finite volume method was used to solve the governing equations for 

continuity, momentum, energy, turbulent kinetics, and turbulent energy dissipation of three-

dimensional incompressible flow and heat (Eqs. 5.10−5.16).  

𝜕𝑢𝑖

𝜕𝑥𝑖
= 0          (5.10) 

𝜕𝜌𝑢𝑖

𝜕𝑡
+

𝜕𝑢𝑗𝜌𝑢𝑖

𝜕𝑥𝑗
= −

𝜕𝑝

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
(𝜇

𝜕𝑢𝑖

𝜕𝑥𝑗
) − 𝜌𝑔𝑖𝛽(𝑇 − 𝑇0)    (5.11) 

𝜕𝜌𝑐𝑇

𝜕𝑡
+

𝜕𝑢𝑗𝜌𝑐𝑝𝑇

𝜕𝑥𝑗
=

𝜕

𝜕𝑥𝑗
(λ

𝜕𝑇

𝜕𝑥𝑗
) + 𝑞̇       (5.12) 

𝜕𝜌𝑘

𝜕𝑡
+

𝜕𝑢𝑖𝜌𝑘

𝜕𝑥𝑖
=

𝜕

𝜕𝑥𝑖
(

𝜇𝑡

𝜎𝑘

𝜕𝑘

𝜕𝑥𝑖
) + 𝑃𝑘 + 𝐺𝑇 − 𝜌𝜀     (5.13) 
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𝜕𝜌𝜀

𝜕𝑡
+

𝜕𝑢𝑖𝜌𝜀

𝜕𝑥𝑖
=

𝜕

𝜕𝑥𝑖
(

𝜇𝑡

𝜎𝜀

𝜕𝜀

𝜕𝑥𝑖
) + 𝐶1

𝜀

𝑘
(𝑃𝑘 + 𝐺𝑇)(1 + 𝐶3𝑅𝑓) − 𝐶2

𝜌𝜀2

𝑘
   (5.14) 

𝐺𝑇 = 𝑔𝑖𝛽
𝜇𝑡

𝜎𝑡

𝜕𝑇

𝜕𝑥𝑖
         (5.15) 

𝑅𝑓 = −
𝐺𝑇

𝑃𝑘+𝐺𝑇
         (5.16) 

where 𝑥𝑖 is the coordinate in the object coordinate system [m], 𝑢𝑖 is the velocity [m/s], t is the 

time [s], 𝜌  is the density [kg/m3], p is the pressure [N/m2], 𝜇  is the viscosity coefficient  

[kg/ms], 𝜎𝑖𝑗 is the stress tensor [-], 𝑔𝑖 is the acceleration [s/m2], 𝛽 is the thermal expansion 

coefficient [1/K], T is the temperature [K], T0 is the reference temperature [K], c is the specific 

heat of constant pressure [J/kgK], λ is the thermal conductivity [W/mK], 𝑞̇ is the calorific 

value [W/m2], k is the turbulent kinetic energy [m2/s2], 𝜀 is the turbulent energy dissipation 

[m2/s3], C is the coefficient. 

RANS CFD simulation solve the mean flow, whereas the effect of turbulence on the 

mean flow is modeled using a turbulence model. In this study, modified Launder–Kato (LK) 

model, which is one of the revised k–ε models, was selected as the turbulence model. Mochida 

et al. [5.29] pointed out that the standard k–ε model cannot reproduce accurate wind speed 

near the front corners of a building because the standard k–ε model overestimates production 

Pk of turbulent kinetic energy k, around the front corners. Therefore, Launder and Kato [5.30] 

proposed LK model which eliminates the excessive production of k around a stagnation point 

by modifying the expression for Pk (Eq. 5.17–5.20) 

𝑃𝑘 = 𝑣𝑡𝑆𝛺          (5.17) 

𝑣𝑡 = 𝐶𝜇
𝑘2

𝜀
          (5.18) 

𝑆 = √
1

2
(

𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑗

𝜕𝑥𝑖
) (

𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑗

𝜕𝑥𝑖
)        (5.19) 

𝛺 = √
1

2
(

𝜕𝑢𝑖

𝜕𝑥𝑗
−

𝜕𝑢𝑗

𝜕𝑥𝑖
) (

𝜕𝑢𝑖

𝜕𝑥𝑗
−

𝜕𝑢𝑗

𝜕𝑥𝑖
)       (5.20) 

The LK model modifies the overestimation of k around the impinging region. 

However, in the flow field expressed 𝛺/𝑆 , the expression for Pk is inflated compared to that 

in the standard k-ε model. To avoid this, Tominaga and Mochida [5.31] proposed the modified 

L-K model which expresses Pk based on 𝛺/𝑆 (Eq. 5.21, 22): 

𝑃𝑘 = 𝑣𝑡𝑆2  (𝛺 𝑆⁄ ≥ 1)      (5.21) 
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𝑃𝑘 = 𝑣𝑡𝑆𝛺   (𝛺 𝑆⁄ < 1)       (5.22) 

Second-order upwind discretization schemes were used for the momentum and 

turbulence equations. The Quadratic Upstream Interpolation for Convective Kinematics 

(QUICK) scheme was used for the convection terms. Convergence was assumed to be obtained 

when the scaled residual leveled off at a minimum of 10-6 for momentum and continuity, and 

10-4 for energy. The first day was set as a spin-up, and the latter two days were used for 

evaluation.  

 

5.2.3. Criteria for validation  

Recent studies have used CFD simulations to model PCM-based systems 

Growreesunker et al. [5.32] evaluated the effectiveness of PCM clay walls and showed the 

deviations in air and surface temperatures between the measurement and simulation were 0.7–

1.5 ℃ and 0.8–2.0 ℃, respectively. Sun et al. [5.7] investigated the thermal storage effect of 

a ventilation system containing PCMs using ANSYS FLUENT and demonstrated the influence 

of the inlet temperature and air flow rate. They confirmed the validity of the simulated air 

temperature of a PCM air conditioner based on the similarity between the measurement and 

simulation (R2>0.92), although the maximum deviation was 2.7 ℃ [5.7]. Based on the 

previous studies, if the deviation in temperature is less than 2.0 ℃ between the measurement 

and simulation, with an R2 > 0.95 in the validation process, then the proposed modeling method 

has relatively high accuracy.  

 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

Case 1

Case 2

Case 3

Case 4

Case 5

Case 6

Case 7

Case 8

Case 
Operation schedule

Fan: Off/ Louver: ClosedFan: Off/Louver: OpenFan: On/ Louver: Open

Fig. 5.4. Operation schedule of fan and louver window. 
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5.2.4. Simulation cases 

Table 5.4 and Fig. 5.4 show the simulation cases for the validation and sensitivity 

analysis. First, a simulation was conducted for the actual conditions of the experimental 

building, and the simulation model was validated by comparing it with the results of the field 

measurements. To maintain consistency with the field measurements, Room A (test room) was 

equipped with a radiant floor cooling system, whereas Room B was set as the reference room 

without the system (Fig. 3.2). The room window was opened throughout the day. In the 

following simulation (i.e., sensitivity analysis), only one variable was changed at a time ensure 

controlled conditions in Room A. The coupled CFD can calculate convective heat transfer 

more accurately than TES owing to the consideration of spatial air flow distributions. Based 

on the advantage of the coupled CFD, the flow rate of fan and height of the underfloor space 

which influence the air velocity near the PCM surface was investigated (Fig. 5.4). Although 

the opening condition of the louver for the underfloor space was tested in Chapter 4, its 

influence was not observed clearly. Therefore, the operation schedule of the fan and louver 

windows was investigated under same weather condition in the simulation. As the amount of 

PCM installed in buildings strongly affect the latent heat thermal storage, the PCM thickness 

Influencing factors  Variables Constants  
Validation  - 1. Fan on: 18:00-7:00 

2. Louver: always open  

3. Height of underfloor space: 60 

mm 

4. Flow rate of fan 678 CFM 

5. PCM thickness: 6 mm 

Operation schedule of fan and 

louver windows 

Illustrated in Fig. 5.4 1. Height of underfloor space: 60 

mm 

2. Flow rate of fan 678 CFM 

3. PCM thickness: 6 mm 

Flow rate of fan 100, 200, 300, 400, 500, 600, 700 

CFM 

1. Fan on: 19:00-7:00 

2. Louver close: 7:00-19:00 

3. Height of underfloor space: 60 

mm 

4. PCM thickness 6 mm 

Height of underfloor space  60, 100, 200, 300, 400 mm 1. Fan on: 19:00-7:00 

2. Louver close: 7:00-19:00 

3. Flow rate of fan: 678 CFM 

4. PCM thickness 6 mm 

PCM thickness  4.5, 6.0, 9.0 mm 1. Fan on: 19:00-7:00 

2. Louver close: 7:00-19:00 

3. Height of underfloor space: 60 

mm 

4. Flow rate of fan: 678 CFM 

 

Table 5.4. Simulation settings. 
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was selected as a test variable to clarify the influence on storing and dissipating the heat during 

daytime and nighttime, respectively. As shown in Fig. 3.2, Room A (test room) and Room B 

(reference room) were compared to evaluate the thermal storage effect. The thermal storage 

effect was evaluated mainly in terms of the surface temperature of the floor, PCMs, and the 

heat balance of the PCM. Phase states of the PCMs were evaluated based on the PCMs 

temperature. The thermal storage of PCMs was calculated using the following formula (Eq. 

5.23). 

𝑇𝑆 = ∫{𝐻𝑙𝑜𝑤𝑒𝑟(𝑡) − 𝐻𝑢𝑝𝑝𝑒𝑟(𝑡)}𝑑𝑡      (5.23) 

where TS is the thermal storage [kJ/m2], Hlower is the heat flux of the lower side of the PCM 

[W/m2], and Hupper is the heat flux of the upper side of the PCM [W/m2].  

 

5.3. Results  

5.3.1. Grid sensitivity analysis  

The modified LK model with three grid sizes, coarse, medium, and fine meshes, was 

used for grid sensitivity analysis. Roache [5.33] suggested the grid convergence index (GCI) 

for evaluating the inaccuracy of outcomes for different mesh sizes using the following 

equation (Eq. 5.24).  

GCI = 𝐹𝑠 |
𝑟𝑝{(𝑢𝑀𝑒𝑑𝑖𝑢𝑚−𝑢𝐹𝑖𝑛𝑒)/𝑢𝐻}

1−𝑟𝑝 |      (5.24) 

where Fs is the safety factor [-], r is the liner grid refinement factor [-], u is the air velocity 

[m/s], and p is the formal order of accuracy [-]  

 AT FL+0.1 m AT FL+1.1 m 

Room A Room B Room A Room B 

Fine-Medium 0.43% 0.42% 0.30% 0.24% 

Medium-Coarse 0.53% 0.39% 0.29% 0.27% 

     

 AV FL+0.1 m AV FL+1.1 m 

Room A Room B Room A Room B 

Fine-Medium 5.89% 9.60% 4.26% 9.11% 

Medium-Coarse 8.29% 10.54% 12.94% 13.98% 

 

Table 5.5. The results of grid sensitivity analysis for air temperature (AT) and air velocity 

(AV). 
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Table 5.5 shows the average GCI for the three types of mesh for air temperature and 

air velocity at FL+0.1 m and FL+1.1 m in Rooms A and B. For air temperature, the error 

percentages were relatively small (less than 1.00%), regardless of mesh sizes. The air velocity 

was greatly influenced by mesh size. Because the horizontal pivot window was installed on 

the northern wall of Room A and can control the indoor air flow pattern regardless of the 

outdoor condition, the GCI values in Room A were smaller than those in Room B. Although 

the GCI value of air velocity was much higher than that of air temperature, it is difficult to 

adjust to a further finer mesh than in the present setting, because of the practical calculation 

load. For the fine mesh model, the three-day simulation took three days of actual time. Unlike 

most of the previously conducted simulations, in this study, the simulation was coupled with 

heat balance analysis including radiant heat transfer which considerably increases the 

calculation load. In the previous studies on ventilated rooms, the GCIs typically ranged from 

5–17% [5.34–5.37]. Therefore, the GCIs with the fine mesh in this study (0.24–9.60%) were 

considered still acceptable. The fine mesh was used for further simulations, and the validity of 

the calculation model was investigated by comparing the results of the field measurements.  

 

5.3.2. Validation  

Fig. 5.5 and Table 5.6 show the measurement and simulation results of temperatures 

at the FL+1.1 m, FL+0.1 m, floor surface and PCM surface at the center of Room A (with the 

proposed floor cooling system) and B (without the system, as a control). Because the room 
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Fig. 5.5. Comparison of (a) air temperature (FL+1.1 m), (b) air temperature (FL+0.1 m), (c) 

floor surface temperature, and (d) PCM temperature between the field measurement and 

coupled simulation in Rooms A (PCM) and B (control). 
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window was fully opened during the field measurement, the inflow pattern strongly influenced 

the indoor air temperature distribution, as shown in Fig. 5.6. A relatively high air temperature 

was observed at high air velocities because hot outdoor air influences the indoor air 

temperature for both rooms. Furthermore, cool air was observed in the lower part of Room A, 

due to the proposed system and low air velocity caused by the horizontal pivot window. This 

is consistent with the results of field measurements presented in Chapter 3. Similar to Room 

A, the air temperature distribution in Room B was influenced by the inflow pattern. The upper 

part of Room B tended to have a high temperature because hot outdoor air passes through the 

upper part of Room B due to upward inflow through the simple opening.  

Fig.5.7 shows the hourly averaged air temperature distribution in Rooms A and B, 

comparing the simulated results with the field measurement results. The deviation in hourly 

temperatures was less than 1.0 ℃ between FL+ 0 m and 2.9 m. For temporal variation, the 

simulated air temperatures at FL+0.1 m and FL+1.1 m obtained relatively high accuracy with 

a root mean square error (RMSE) of 0.4 ℃ (Room A) and 0.4–0.5 ℃ (Room B). The 

coefficient of determination (R2) was 0.99. For floor surface temperature, the coefficient of 

determination in Room A was 0.01 lower than that in Room B, because of the complexity of 

the phase change processes of the PCMs. The R2 value of the PCM was 0.97. Nevertheless, 

the maximum deviation was still smaller than that in the previous studies, with a deviation of 

(a-1) Wind speed- Room A (b-1) Temperature- Room A(a-2) Wind speed- Room B (b-2) Temperature- Room B

5
,1

5
0Room B

(Control)
Room A

(Test)

4,980 4,980

Fig. 5.7. (a) Air velocity and (b) temperature distribution at 14:00, day 1 in Rooms A and B. 
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Fig. 5.6. Comparison of air temperatures between the measurement and simulation at 0:00, 

6:00, 12:00, and 18:00, day 1 in Rooms A and B. 
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1.2 ℃ (floor surface in Room A) and 1.2 ℃ (PCM temperature) (see Section 5.2.3). As shown 

in Table 5.6, if the simulation does not consider radiant heat transfer, its accuracy decreases. 

In Room B, the floor surface temperature was almost the same as the other surfaces, i.e., ceiling 

and wall. Thus, the radiant heat transfer among the surfaces was small. On the other hand, the 

floor surface temperature and PCM temperature in the case of CFD simulation without 

considering radiant heat transfer was 0.3 ℃ higher than that of the coupled simulation. This 

result implies that the coupled simulation method is preferable when investigating the 

influence of PCMs on the indoor thermal environment.  

Fig. 5.8 shows the heat flux on the floor surface and air velocity at FL+1.1 m and 0.1 

m. Although the simulated air velocity at FL+1.1 m was slightly higher than the measured 

value during the daytime, it did not increase the heat flux on the floor. Between 12:00–17:00 
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Fig. 5.8. Comparison of (a) heat flux on the floor surface, (b) air velocity (FL+1.1 m), and (c) 

air velocity (FL+0.1 m) between the field measurement and simulation in Room A (PCM). 

Room Variable 

Coupled simulation CFD simulation  

(without radiant heat transfer) 

R2 RMSE [°C] R2 RMSE [°C] 

Room A Air temperature (FL+1.1 

m) 

0.99 0.4 0.99 0.5 

 Air temperature (FL+0.1 

m) 

0.99 0.4 0.97 0.5 

 Floor surface temperature  0.98 0.5 0.96 0.8 

 PCM temperature  0.97 0.4 0.84 0.7 

Room B Air temperature (FL+1.1 

m) 

0.99 0.4 0.98 0.4 

 Air temperature (FL+0.1 

m) 

0.99 0.5 0.98 0.5 

 Floor surface temperature  0.99 0.3 0.99 0.3 

 

Table 5.6. The validation results. 
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(Day 2), the heat flux in the field measurement was 1.0–10.4 W/m2 larger than the simulated 

value, because of a 0.0–0.6 m/s higher air velocity near the floor (FL+0.1). Overall, the 

simulated model showed a relatively high accuracy of the heat flux on the floor surface, with 

an RMSE of 4.0 W/m2 and R2 of 0.92. The present simulation model is more accurate than 

those in previous studies and is effective for the evaluation of PCM in naturally ventilated 

buildings.  

 

5.3.3. Effect of operational schedule of louver window and ventilation 

fans 

Fig. 5.9a and 5.9b show the floor and PCM surface temperatures and the average 

thermal storage of the PCMs for Cases 1–8 with different operation schedules for the louver 

window and ventilation fans. Compared with the floor surface temperature in Room B 

(reference), floor surface temperature reduction was 0.2–0.3 ℃ in Case 1, owing to the 

increased thermal storage of the PCMs without forced ventilation. In addition to the increased 

thermal storage, forced ventilation for the underfloor space contributed to a floor surface 

temperature reduction of 0.6–0.8 ℃ in Cases 2–6. Nevertheless, the influence of the operation 
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Fig. 5.9. Influence of the operation schedule on (a) floor surface temperature, and (b) PCM 

surface temperature; (c, d) average thermal storage of the PCMs for each case during the 

nighttime and daytime. 
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schedule on floor surface temperature reduction was not observed in Cases 2–6. In Cases 7 

and 8, the floor surface temperature was reduced by 0.6–0.9 ℃. The closing louver window 

improves the thermal storage effect during the daytime.  

Fig. 5.9c and 5.9d show the thermal storage of PCMs for each case. Because of 

history of PCMs, their thermal storage was not necessarily balanced within the elevation term. 

As a reference, case without phase change of the PCMs, whose phase change temperature was 

50 ℃ and operational schedule of the fans was the same as Case 2 is shown in the same figure. 

In the case, thermal storage of the PCMs was only 88 kJ/m2 and 54 kJ/m2 during the nighttime 

and daytime, respectively, and thus floor surface temperature during the daytime was similar 

to that in Room B. The specific heat of the PCMs was 2.0 kJ/kg·K, and the PCM temperature 

ranges in Cases 1−8 were 3.5–5.0 ℃. The contribution of latent heat of the PCMs on thermal 

storage was more than 90%.  

The effect of forced ventilation on the underfloor space was clearly observed at night. 

In Case 1, i.e., when the fans were turned off throughout the day, the stored thermal storage 

was 599 kJ/m2. Nocturnal wind conditions in tropical regions are mostly calm. The average 

nocturnal air velocity and air temperature in the underfloor space were 0.1 m/s and 28.0 ℃, 

respectively, due to the insufficient ventilation rate. The coolness stored from the bottom side 

of the PCMs, which faces the underfloor space, was only 99 kJ/m2. When forced ventilation 

with the assistance of a fan was employed (Cases 2–8), the cool outdoor air enters the 

underfloor space effectively. Therefore, the mean nocturnal temperature in the underfloor 

space is 0.8–0.9 ℃ lower than that in Case 1. Moreover, the air velocity near the PCMs was 

maintained at 1.0 m/s. Higher air velocity and lower air temperature in the underfloor space 

increased the heat dissipation to the underfloor space to 408–440 kJ/m2 in Cases 2–8. Although 

the duration of operation of the fans in Case 6 was shorter than that in Cases 2–4, the proposed 

system retained the highest coolness in Case 6, with thermal storage of 833 kJ/m2. This is 

because the outdoor air temperature was still higher than the PCM temperature until 

approximately 20:00, and operating the fans in the evening of Cases 2–5 assisted heat 

accumulation. In Cases 2–6, the surface temperature of the PCM became lower than the air 

temperature at 18:40–19:00 (Day 1) and 19:10–19:50 (Day 2). 

Although the PCMs did not fully melt during the daytime on day 1 in Cases 2–6, the 

heat absorption of the proposed system was 32–45 kJ/m2 higher than that in Case 1, because 

of the higher thermal storage during the previous night. In Cases 2–6, approximately 75% of 

the thermal storage in the PCMs was transferred from their top side to the floor structure. The 

remainder was released from the bottom side of the PCMs to the underfloor space. Meanwhile, 

in Cases 7 and 8, the coolness released to the underfloor space was lower than in Cases 2–6, 

because closing the louvers during daytime maintained temperatures at 1.4–1.9 ℃ lower in 

the underfloor space. Moreover, the suppressed heat absorption from the underfloor space 

contributed to increasing the coolness of the PCMs transferred to the floor structure by 22–29 
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kJ/m2. Closing the louvers during the daytime can be effective in increasing the thermal storage 

effect. 

 

5.3.4. Effect of ventilation rate  

Fig. 5.10 shows the floor and PCM surface temperatures and the average thermal 

storage of the PCMs with an increase in the volumetric flow rate of the fans. On the morning 

of Day 1, the influence of the flow rate of the fans was clearly observed. In the case of the 

flow rate of 700 CFM, which was the similar flow rate of the actual case in field measurement 

(678 CFM), the floor surface temperature was 1.2 ℃ lower than that of 100 CFM at 6:30 

owing to a higher air velocity near the PCM. However, on day 1, as the temperature increased 

during the day, the influence of the air velocity on the floor and PCM surface temperature 

decreased. In particular, at noon, when the PCM reaches the melting temperature range, the 

floor surface temperatures were almost the same, although floor surface temperature reduction 

compared with Room B was up to 1.6 ℃. This is because the thermal storage in the case of 

700 CFM was only 63 kJ/m2 larger than that of 100 CFM. If the PCMs solidify completely, 

the cooling effect in the afternoon may be the same regardless of the flow rate of the fans 

because the PCMs tend to maintain a constant temperature. Meanwhile, in the case of partial 

solidification (day 2), the flow rate of the fans affected the floor surface temperature reduction 
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Fig. 5.10. Influence of the flow rate of fan on (a) floor surface temperature and (b) PCM 

surface temperature (c,d) average thermal storage of the PCMs for each case during the 

nighttime and daytime. 
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even during the daytime. In the peak temperature period, the floor surface temperature 

reduction with a flow rate of 700 CFM was 0.2–0.3 ℃ larger than that of 100 CFM. 

Fig. 5.11 shows the influence of the height of the underfloor space on the floor, PCM 

surface temperature, and average thermal storage of the PCMs. As the height of the underfloor 

space increased, both surface temperatures increased because the decrease in the air velocity 

near the PCM lowered the thermal storage of the PCMs. In the case of the height of 60 mm, 

the diurnal average floor surface temperature and thermal storage were 30.1–30.6 ℃ and 769 

kJ/m2, respectively. When the height widens to 400 mm, the average diurnal floor surface 

temperature increases by 0.2 ℃ because the heat dissipation decreases by 159 kJ/m2 at night. 

A narrower underfloor space results in a larger convective heat transfer rate; thus, the thermal 

storage of the PCMs increases. The same conclusion was drawn by Halawa et al. [5.4].  

 

5.3.5. Effect of PCM thickness.  

Fig. 5.12 shows the influence of the thickness of the PCM on the floor, PCM surface 

temperature, and average thermal storage of the PCMs. The increase in the thickness of the 

PCMs narrows the floor and PCM surface temperature fluctuations. The diurnal floor and 

PCM temperature fluctuations in the case of a thickness of 9 mm were 0.3–0.6 ℃ and 1.6 ℃ 

less than those of 4.5 mm, due to the higher thermal storage. When the temperature difference 
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Fig. 5.11. Influence of the height of underfloor space on (a) floor surface temperature and (b) 

PCM surface temperature; (c, d) average thermal storage of the PCMs during the nighttime 
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of the PCMs between 4.5 mm and 9.0 mm increased, the floor surface temperature difference 

increased. However, the floor surface temperature reduction in the case of a PCM thickness of 

9 mm was similar to that of 4.5 mm in the peak temperature period (12:00–15:00), because a 

large PCM temperature difference was observed in the late afternoon. For example, a PCM 

temperature difference of more than 1 ℃ was observed between 17:00 and 20:00. Zhou et al. 

[5.38] indicated that low thermal conductivity is a common problem in PCMs, which prolongs 

the solidification and melting periods. Thicker PCMs delay reaching the melting temperature; 

therefore, the period of the cooling effect by the latent heat was shifted to a later period 

compared to thinner PCMs. As shown in Fig. 5.12, the shifted melting temperature period 

decreased the time required for heat dissipation at night. In this study, although the heat 

absorption for a PCM thickness of 9.0 mm was 24 kJ/m2 greater than that of a thickness of 4.5 

mm, the heat dissipation in the case of a PCM thickness of 9.0 mm was 60 kJ/m2 lower during 

nighttime. A thicker PCM may not necessarily lead to a larger cooling effect. 
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5.4. Discussion  

5.4.1. Validity of the coupled CFD simulation model  

Based on the Jürges equation, if an air velocity at FL+1.1 (i.e. center of the indoor 

space) is used for the heat balance simulation, similar to the TES that uses one air node in each 

zone, the mean diurnal convective heat transfer would be 0.9 W/m2K greater compared to the 

air velocity at FL+0.1. The heat transfer coefficient near the floor surface was more accurate 

in CFD simulations than in TES because the former can calculate the wind distribution. As 

with the wind distribution, the relatively high accuracy of the air temperature near the floor 

surface contributed to improving the heat transfer calculation. Regarding radiative heat 

transfer, which was considered less in the previous CFD simulations, the coupled simulation 

improved accuracy when the surface temperature difference between the floor and other 

surfaces, i.e., the wall and ceiling, was large, owing to the thermal storage effect of the PCMs. 

These results imply that the coupled method is considered a better option with higher accuracy 

for evaluating both the temperature and amount of heat stored and released by PCMs in 

naturally ventilated buildings, where the air temperature and air flow distribution are not 

uniform. 

To simulate the air temperature and airflow distribution in a naturally ventilated 

room, Straw et al. [5.17] calculated indoor and outdoor environments within the same 

computational domain and provided accurate results. The indoor air temperature distribution 

derived from the coupled simulation method was influenced by the wind from the outdoor 

space (Fig. 8). The coupled simulation is effective in improving the accuracy when the window 

changes the inflow direction. Nevertheless, for temperature measurement in outdoor spaces, 

measurement errors of approximately 0.7 ℃ are inevitable [5.39]. Overall, the model 

validation results in the present study showed a reasonable agreement between the 

measurement and simulation data, and satisfied the criteria of ASHRAE Guideline 14, with a 

CVRMSE less than 15% of the average measured value [5.40]. The proposed coupled 

simulation considers spatial distribution while improving accuracy, even compared with 

previous studies (see Section 2.3.4). 

 

5.4.2. Limitations of PCM modeling  

For modeling of PCM, several studies have proposed PCM modeling methods based 

on phase change temperature range and latent heat of PCM [5.8, 5.41]. Consequently, inputting 

the measured thermal properties improves the R2 of the predicting temperature, because the 

partial enthalpy of the PCM was not uniformly distributed in the phase change temperature 
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range. Nevertheless, the heat absorption on the floor in the simulation, based on the heat flux 

on the floor (Fig. 10a), was 125–137 kJ/m2 lower than that in the field measurement. Iten et al. 

[5.42] reported that a heating rate of 10 ℃/min underestimates the latent heat of PCMs, 

compared to the slower heating rate of 0.2 ℃/min in DSC testing. In this study, the latent heat 

of the PCMs was measured by DSC testing at a heating rate of 2 ℃/min, which is a much 

faster heating rate than that in actual environments. In the present study, the latent heat input 

to the calculation model may have been smaller, and thus may have led to a lower degree of 

heat absorption in the proposed system. To replicate the PCM temperature and thermal storage 

effect of the PCM more accurately, an appropriate heating rate based on the target environment 

must be selected for DSC testing.  

 

5.4.3. Feasibility of the radiant floor cooling system  

For the operation schedule of the fans, when comparing Cases 4 and 6 with Cases 3 

and 5, the thermal storage in the former was 18–25 kJ/m2 larger than that in the latter because 

the temperature difference between the air in the underfloor space and PCM tends to be large 

in the morning (Fig. 5.9). Waqas et al. [5.3] reported that the phase change of PCMs was more 

sensitive to their ambient temperature than the air flow rate. Chapter 4 reported that when the 

outdoor temperature was 0.7–3.2 ℃ lower than the set-point phase change temperature, forced 

ventilation was found to be effective to ensure the sufficient solidification of PCMs. Recent 

weather data at the nearest weather station show that the average air temperature at 7:00 was 

1.6 ℃ lower than the set-point phase change temperature, and then that at 8:00 exceeded it. 

Regarding the time to start the fan, the outdoor air temperature of the recent weather data at 

19:00 was lower than the set-point phase change temperature. This implies that operating the 

fans between 19:00 and 7:00 may represent the operation schedule that maximizes the thermal 

storage of the proposed system under the given weather conditions. 

Regarding the effect of ventilation on the underfloor space, comparing two cases of 

similar ventilation rates, such as 60 mm with 200 CFM (662 ACH) and 200 mm with 678 

CFM (674 ACH), the floor and PCM surface temperatures in the latter case were 0.1–0.2 ℃ 

lower than those in the former case), due to the shape of cross-section of the underfloor space. 

The friction loss was determined by the airflow volume, cross-sectional area, and length of the 

flow direction. Moreover, Shui et al. [5.43] concluded that a higher aspect ratio results in a 

higher friction factor ratio. For instance, the pressure loss of airflow in the 200 mm systems is 

a quarter of the pressure loss in the 60 mm system. The actual ventilation volume may decrease 

because of the higher pressure loss, which leads to a reduced cooling effect. In the proposed 

system, a contraction panel was installed in the underfloor space to accelerate convective heat 

transfer by narrowing the ventilation space, and its influence was clearly observed. 

Nevertheless, it may be necessary to choose a ventilation fan with a high external static 
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pressure to maintain the required flow volume within a small cross-sectional area of the 

ventilation space. 

As discussed, the floor surface temperature reduction in the peak temperature period, 

compared to Room B, was the same, regardless of the PCM thickness. Sato et al. [5.44] 

reported that an increase in the effective PCM’s thickness did not always contribute to 

reducing the heating load, although it increased the thermal storage of the PCMs. Nevertheless, 

the surface area of PCMs strongly influences the heating load reduction [5.44]. Similarly, the 

cooling effect of the proposed system may not change significantly during the peak 

temperature period; however, the thickness of the PCMs affects the duration of the cooling 

effect. In the case of PCMs with a thickness of 4.5 mm, the PCM temperature exceeded the 

phase change temperature of 29 ℃. The PCM temperature reached 30.5 ℃ on day 1 and 

melted completely. The PCM thickness of 4.5 mm may be too thin to maintain the cooling 

effect during the daytime under the given weather conditions.  

However, when the thickness of PCMs was 6 mm, the maximum PCM temperature 

on day 1 was 30.1 ℃, and the PCMs almost melted. The mean diurnal outdoor temperature on 

day 1 was 0.4–2.6 ℃ higher than the recent weather data at the nearest weather station [5.45]. 

Lei et al. [5.46] conducted a parametric study of PCM in the hot and humid climate of 

Singapore and concluded that the optimal PCM thickness of the external wall of an air-

conditioned room was 10 mm. However, the PCM thickness of 9 mm may be too thick for the 

proposed system, because closing the louver and turning off the fan suppresses the air 

temperature rise near the PCMs during the daytime, and the nocturnal indoor temperature was 

lower in an air-conditioned room than in one without. Moreover, as shown in Fig. 5.13, the 

heat flux indicates that the period for the heat absorption in the case of a PCMs thickness of 9 

mm was approximately two hours longer than that of the thinner PCMs, i.e., 4.5 mm and 6 

mm. Thicker PCMs reduce the available time to dissipate their heat, whereas they increase the 
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time required for dissipating the heat from the PCMs. In tropical climates, including Indonesia, 

warmer nights limit the time required for heat dissipation. This study implies that a PCM 

thickness of 6 mm is optimal for the proposed system under hot and humid conditions 

 

5.5. Summary  

A coupled simulation model of heat balance analysis and CFD simulation for 

naturally ventilated buildings was constructed to determines key parameters of the radiant 

floor cooling system using PCMs. Chapter 5 demonstrates a modeling method for the thermal 

storage effect of PCMs using the constructed simulation model. The target floor cooling 

system is composed of PCMs, louver windows, and ventilation fans for underfloor spaces. To 

evaluate the influence of each component of the floor cooling system, a sensitivity analysis 

was conducted on the target building in Indonesia based on the validated model. The main 

findings are summarized as follows. 

 

 In the naturally ventilated room with PCMs, the air temperature distribution and 

convective heat transfer coefficient are influenced by the indoor airflow patterns. 

Therefore, the analysis of air temperature and air velocity near the floor surface 

by the coupled simulation model was found to be more effective in improving 

the heat transfer calculation compared with the TES. Moreover, coupling with 

radiative heat transfer calculations increased the accuracy of the simulation 

when the surface temperature between the floor and the other surface (i.e., wall 

and ceiling) was large, due to the thermal storage effect of the PCMs. Owing 

to these improvements, the validation results for the temperature and heat flux 

showed a good correlation between the simulation and field measurements. The 

RMSEs were 0.3–0.5 ℃ for the floor surface temperatures and 4.0 W/m2 for 

heat flux on the floor, with a coefficient of determination of 0.92–0.99. These 

results imply that the coupled method is considered a better option for 

evaluating both the indoor temperature and amount of heat stored and released 

by PCMs in naturally ventilated buildings, where the air temperature and air 

flow distribution are not uniform. 

 In the proposed system, the air velocity that ensures the solidification of the 

PCMs in the underfloor space was found to be a key parameter. An increase in 

air velocity increases the storage of coolness at night. In addition, the thermal 

storage of the proposed system was maximized when the operational schedule 

of the fans was controlled by the outdoor temperature. That is, the outdoor air 

temperature was lower than the set-point phase-change temperature. The 
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optimum time for fans to operate was between 19:00 and 7:00 under the given 

hot and humid conditions.   

 A contraction panel installed in the underfloor space also increased the air 

velocity near the PCM by narrowing the ventilation space, and its influence on 

increasing thermal storage was observed. Nevertheless, a small cross-sectional 

area with a high aspect ratio increases the pressure loss. To choose the 

appropriate ventilation fans, the proposed system needs to consider the external 

static pressure, as well as the flow volume.  

 The floor surface temperature reduction of the proposed system in the peak 

temperature period was the same, regardless of the PCM thickness. This is due 

to the low thermal conductivity of the PCM, although a thicker PCM increases 

thermal storage. In tropical climates such as Indonesia, warmer nights limit the 

time required for heat dissipation. This study implies that a PCM thickness of 6 

mm is the optimum thickness for the proposed system under the given hot and 

humid conditions. 

Unlike individual TES or CFD simulations, the coupled simulation method can be 

applied to thermal comfort evaluation, because air temperature, radiant temperature, and wind 

distribution can be determined simultaneously. Future studies to optimize the radiant floor 

cooling system using PCMs for naturally ventilated buildings are required to further improve 

thermal comfort and energy savings. In the case of free cooling, the thermal storage of PCMs 

is strongly influenced by weather conditions. An annual simulation of the radiant floor cooling 

system using weather data from different climate zones of Indonesia is necessary to ensure the 

thermal storage effect of PCMs throughout the year.  
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Chapter 6 

Annual simulation of phase change 

materials considering phase state with 

hysteresis 

 

 

 
Abstract  

 

Chapter 6 aims to evaluate the annual performance of the proposed floor cooling system that 

consider the hysteresis of PCM and to determine its design guidelines and indicators to 

maximize thermal storage effect of PCMs in the building throughout a year in a hot and humid 

climate. To evaluate the annual performance of the proposed floor cooling system, Chapter 6 

firstly investigated the applicability of a thermal energy simulation (TES) for a naturally 

ventilated building in which the phase change material (PCM)-based radiant floor cooling 

system was installed. Based on the results of the full-scale PCM measurement, the EnergyPlus-

based TES model was validated by comparing it with the results of field measurement at a 

full-scale experimental building with natural ventilation and a computational fluid dynamics 

(CFD) simulation coupled with the heat balance analysis, shown in Chapter 3 and 5, 

respectively. Good correlations (up to R2=0.99) were observed in the air and floor surface 

temperatures between the measurement and TES simulation. Additionally, the TES had a 

similar accuracy as the coupled CFD, which considers spatial wind and temperature 

distribution. The results of the annual simulation showed that the proposed PCM-based radiant 

floor cooling system with night ventilation achieved a thermal comfort period based on the 

operative temperature (OT) of up to 68.5% a year. Furthermore, the daily maximum and 

minimum ambient temperatures of the PCMs significantly affected the maximum and 
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minimum liquid fractions, respectively, and thus it can be a useful guideline for selecting a 

phase change temperature. A reasonable annual average utilization rate of approximately 70% 

can be determined to maintain a low floor surface temperature throughout a year.  

 

 

Key words  

Hysteresis, Utilization rate, Condensation, Annual evaluation, Thermal energy simulation. 

 

6.1. Introduction  

The results in Chapter 5 showed that the contribution of latent heat of PCMs installed 

on the floor on thermal storage was more than 90% when the PCMs were ensured a phase 

change. For effective utilization of latent heat, the thermal behavior of PCMs must be clarified 

as discussed in Chapter 2. PCMs are classified into three categories: eutectic, inorganic, and 

organic [6.1]. Paraffin, which is an organic PCM, is widely used for cooling buildings because 

of its non-corrosiveness, low cost, and availability. Previous studies have reported the unique 

thermal behavior of paraffin as a PCM, such as latent heat of paraffin was influenced by 

heating and cooling rate in differential scanning calorimetry (DSC) testing [6.2], as discussed 

in Chapters 2 and 5. Generally, the size of a specimen in DSC testing is only a few milligrams, 

which differs in size and shape from PCMs incorporated with building structures; thus, the 

results of DSC testing are not necessarily representative of the relationship between the 

temperature and enthalpy of full-scale PCM products [6.3]. To measure the thermal properties 

of full-scale PCM products, the American Society for Testing and Materials (ASTM) regulates 

the measurement method, which requires a longer time to maintain the quasistatic condition 

[6.4]. Nevertheless, few studies have shown the influence of the PCM measurement method 

on the thermal properties of PCMs and PCM modeling of building simulations. To accurately 

model PCMs in buildings, it is necessary to measure the thermal properties of full-scale PCMs, 

in particular the latent heat and phase change temperature, using an appropriate measurement 

method because previous parametric simulations showed that shifting the phase change 

temperature by 1 ℃ strongly affects the cooling effect [6.5]. In addition to the measurement, 

numerical simulations, which can model principles and phenomena, are effective in clarifying 

the mechanism of the thermal storage effect of PCMs [6.6]. 

Recently, researchers have applied numerical models of PCMs to several simulation 

tools to evaluate their thermal storage effects in buildings. The coupled CFD model 

considering the spatial distributions of air temperature and air velocity compensated for the 

limitation of thermal energy simulation (TES) caused by the nodal model for each zone and 

surface [6.7, 6.8]. In Chapter 5, the coupled simulation model of heat balance analysis and 

CFD was constructed to evaluate the thermal storage effect of the PCMs in terms of heat flux 

and temperatures for naturally ventilated buildings. Nevertheless, the coupled simulation 
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requires considerable calculation cost owing to its high spatial resolution. Therefore, the 

coupled simulation is difficult to apply to the annual simulation. Moreover, regarding the 

performance evaluation of PCMs using field measurements, limited time and cost can obstruct 

long-term evaluation. If PCMs are installed in buildings, their thermal behavior under several 

weather conditions must be investigated through long-term evaluation because the results in 

Chapters 4 and 5 showed that the history of the PCMs in previous days influenced their thermal 

storage effect on the following day. In addition to the simulation for high spatial resolution, 

i.e., coupled CFD, constructing a simulation for long-term evaluation is strongly 

recommended to determine the effective operation of the proposed system.  

A TES is an effective tool for long-term evaluation of the thermal storage effect of 

PCMs owing to its low calculation load [6.9]. Goia et al. [6.10] validated a hysteresis PCM 

model in EnergyPlus by comparing it with experimental data. Mohseni et al. [6.11] conducted 

a sensitivity analysis of PCMs to investigate the thermal storage effect of concrete 

incorporated with PCMs. The accuracies of a previous TES for building installed PCMs were 

0.3–1.1 ℃ for the root mean square error (RMSE) and 0.53–0.99 for the coefficient of 

determination (R2) [6.10, 6.12–6.17]. Arıcı et al. [6.18] optimized an external building wall 

integrated PCM in Turkey to maximize annual energy savings. In previous studies, although 

closed rooms were often selected, and TESs were rarely implemented to investigate the 

thermal storage effect of PCMs in naturally ventilated buildings, a TES is a reasonable option 

for the annual evaluation of naturally ventilated rooms if it has an accuracy similar to that of 

coupled CFD. Few studies have compared TESs with other simulation models, such as coupled 

CFD, to calculate the thermal storage effect of PCMs in naturally ventilated buildings. 

Therefore, the applicability of TESs has not yet been determined.  

Information from previous studies on predicting the year-round performance of PCM-

based systems integrated into naturally ventilated buildings is limited [6.19]. Al-Absi et al. 

[6.20] indicated that the advantage of hot and humid climate regions is that the cooling effect 

of the PCMs can be obtained year-round because of the small annual temperature range 

(approximately 1.5 ℃ in Jakarta). Therefore, cooling effect of PCM during the daytime and 

heat dissipation method from PCM during the nighttime can be evaluated even in case of the 

short-term evaluation (Chapters 3–5). Nevertheless, the sensitive change in latent heat with 

phase change temperature and seasonal change, i.e., rainy and dry seasons, can affect the year-

round performance of PCM-based systems, such as utilization rate and condensation. For 

instance, the influence of the proposed floor cooling system on condensation which might 

cause mold and mite problems during rainy season was not investigated in Chapters 3 and 4 

because the field measurements were conducted in the dry season and transition season. As 

discussed, the history of the PCM in previous days affected the thermal storage and utilization 

rate in following days. Thus, a simulation model is necessary to clarify the influence of the 

thermal storage effect of PCMs on thermal comfort and building energy consumption 

throughout a year and to determine a key indicator to maximize the effect.   
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6.1.1. Objective 

Chapter 6 aims to evaluate the annual performance of the proposed floor cooling 

system that consider the hysteresis of PCM and to determine its design guidelines and 

indicators to maximize thermal storage effect of PCMs in the building throughout a year in a 

hot and humid climate. To evaluate the annual performance of the proposed floor cooling 

system, Chapter 6 firstly clarifies the applicability of TESs for and annual simulation of a 

naturally ventilated building in which the proposed PCM-based radiant floor cooling system 

was installed. First, the thermal properties of a full-scale PCM product were determined using 

the heat flow method (HFM). Subsequently, a TES model considering the hysteresis of the 

PCMs was constructed for a full-scale experimental building in Indonesia, presented in 

Chapter 3. Second, the TES model was validated by comparing it with the results of the field 

measurement and CFD simulation coupled with heat balance analysis which constructed in 

Chapter 5 to show an effectiveness of TES for naturally ventilated buildings installed PCMs. 

Third, influential factors affecting the thermal storage effect of the PCMs are discussed.  
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Fig. 6.1. (a) Experimental building in Tangerang, Indonesia, (b) building model in EnergyPlus, 

(c) plan of the experimental building, (d, e) Description of the experimental building; section 

of Rooms A and B, and (f) section of sensor setting. 



Annual simulation of phase change materials considering phase state with hysteresis 

121 

 

6.2. Methodology  

6.2.1. Outline of the simulation 

As with Chapter 5, the full-scale experimental building was selected as the target 

building for the simulation (Fig. 6.1).  The results of the field measurement in Chapter 3 were 

used for the validation. Fig. 6.2. shows the flow chart for the simulation, i.e., TES and coupled 

CFD, in Chapters 6 and 5, respectively. Based on the plan data for the experimental building, 

a three-dimensional building model considering construction material was constructed in both 

calculation methods. The same weather data were used for the TES and coupled CFD (see 

Chapter 5) to compare the validation results and analyze the influence of the calculation 

methods. 

Regarding the TES, a whole-building energy simulation program (EnergyPlus 9.5, 

U.S. Department of Energy), which is a widely used TES tool worldwide, was used to solve 

the heat balance for each zone and surface. The results of the previous time step were adopted 

as the initial condition of the present time step. The heat balance analysis was iterated at the 

same time steps until the convergence of the heat balance analysis (δ=0.002 °C). The time step 

for the TES was one minute and the number of iterations per time step was 100. 
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6.2.2. Heat balance analysis  

The nodal model calculation in EnergyPlus is based on fundamental heat balance 

principles. Each zone is assumed to be a node that contains uniform state variables such as 

temperature, pressure, and density. Empirical coefficients are employed to calculate the state-

variable transfer flux between each node. For the one-node temperature Tz
 of the air for an 

indoor space, the thermal energy balance is expressed as  

𝜌𝑎𝑖𝑟𝐶𝑝𝐶𝑇
𝑑𝑇𝑧

𝑑𝑡
= ∑

𝑄𝑖

𝑑𝑡
+ ∑ ℎ𝑖𝐴𝑖(𝑇𝑠𝑖 − 𝑇𝑧) + ∑

𝑚𝑖

𝑑𝑡
𝐶𝑝(𝑇𝑧𝑖 − 𝑇𝑧) +

𝑁𝑧𝑜𝑛𝑒𝑠
𝑖=1

𝑁𝑠𝑢𝑟𝑓𝑎𝑐𝑒𝑠

𝑖=1
𝑁𝑠
𝑖=1

𝑚𝑖𝑛𝑓

𝑑𝑡
𝐶𝑝(𝑇∞ − 𝑇𝑧)        (6.1) 

where 𝜌𝑎𝑖𝑟 is the density of air [kg/m3], Cp is the specific heat capacity [J/kg·K], CT is the 

sensible heat capacity multiplier [-], Tz is the zone temperature [K], t is the time [s], Q is the 

convective internal load [W], hi is the convective heat transfer coefficient [W/m2·K], Ai is the 

area [m2], Ts is the surface temperature [K], mi is the mass flow rate [kg/s], minf is the mass 

flow rate through infiltration [kg/s], and T∞ is the outside temperature [K]. 

In Eq. 6.2, the heat transfer coefficients must be set for each surface. The The 

convective heat transfer coefficients were calculated using the Jürges equation based on the 

average outdoor wind speeds and indoor air velocities during the measurement period (Chapter 

3), and they were confirmed in the coupled CFD simulation (Chapter 5). Values of 12.0 

W/m2·K (daytime) and 8.0 W/m2·K (nighttime) were applied to the outdoor surfaces. 

Meanwhile, the convective heat transfer coefficients for indoor surfaces were 10.0 W/m2·K 

when the windows were opened and 6.0 W/m2·K when they were closed. The simulation was 

performed under unoccupied conditions without any internal heat gain (Eq. 6.2). 

𝑞𝑆𝑤 + 𝑞𝐿𝑤 + 𝑞𝑐𝑣 + 𝑞𝑐𝑑 = 0       (6.2) 

where qSw is the heat flux through short wave radiation [W/m2], qLw is the heat flux through 

long wave radiation [W/m2], qcv is the heat flux through convection [W/m2], and qcd is the heat 

flux through conduction [W/m2].  

Longwave radiation was calculated using the ScriptF algorithm in EnergyPlus. The 

ScriptF coefficient between surfaces i and j (Fi,j) includes all exchanges, i.e., reflection, 

absorption, and re-emission, and the longwave radiation exchange was calculated using the 

following formula (Eq. 6.3):  

𝑞𝐿𝑊,𝑖𝑗 = 𝐹𝑖,𝑗(𝑇𝑠𝑖
4 − 𝑇𝑠𝑗

4 )        (6. 3) 

where qLw is the heat flux through long wave radiation [W/m2], Fi,j is the ScriptF coefficient 

[kg/m2K4], Tsi  is the surface temperature [K]. 
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The convective heat transfer of the internal building surface was calculated using the 

following equation (Eq. 6.4): 

𝑞𝑐𝑣 = ℎ𝑖(𝑇𝑠𝑖 − 𝑇𝑧)        (6.4) 

where qcv is the heat flux through convection [W/m2], hi is the convective heat transfer 

coefficient [W/m2·K], Tz is the zone temperature [K], and Tz is the zone temperature [K]. 

The conductive heat transfer on the building surface can be described using Fourier’s 

law as follows (Eq. 6.5):  

𝑞𝑐𝑑 = −λ
𝜕𝑇

𝜕𝑥
         (6.5) 

where qcd is the heat flux through conduction [W/m2], λ is the thermal conductivity [W/m·K], 

Ti is the temperature [K], and x is the length [m]. 

The time step for the simulation was 1 min based on the recommendation of Ferster 

et al. [6.21]. The first three days (April 11–13 and November 13–15) were set as spin-up period 

for the simulation, and the latter two days (April 14–15 and November 16–17) were used to 

evaluate the validation results. The three-day spin-up period was sufficient for the target 

building to store heat because of the relatively low thermal mass. 

 

6.2.3. PCM measurement 

The thermal properties of the full-scale PCM were measured in an experimental 

room in Japan to obtain the relationship between the temperature and thermal storage 

characteristics and to model the thermal storage effect of the PCM in the EnergyPlus 
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simulation. As shown in Fig. 6.3, the heat flow method (HFM), which was proven to be an 

effective method for measuring the thermal properties of full-scale PCMs under transient 

conditions by Saeki et al. [6.22], was adopted. The temperature and heat flux of the PCM were 

measured while controlling the temperature of the hotplate attached to both sides of the PCM. 

Serikawa et al. [6.3] reported that the apparent specific heat of PCMs used in a simulation was 

more accurate for a slow heating or cooling rate (4 ℃/h) than for a fast rate (12 ℃/h). Japan 

Testing Center for Construction Materials (JSTM) recommended heating and cooling rate of 

3 ℃/h as the same reason for measuring thermal storage properties [6.23]. Therefore, heating 

and cooling rates of 3 ℃/h were adopted for the heating and cooling processes during the 

measurement. The specimen was covered with thermal insulation boards, and the temperature 

of the test chamber was the same as that of the hotplate to eliminate thermal influences from 

the surroundings. 
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Fig. 6.4. Enthalpy–temperature curve of the PCM 

Property  HFM DSC 

Type of material  Paraffin 

Installed amount 2.54 kg/m2 

Latent heat  210 kJ/kg 198 kJ/kg 

Thermal conductivity  0.2 W/m·K 0.2 W/m·K 

Density (Liquid) 790 kg/m3 790 kg/m3 

Density (Solid) 870 kg/m3 870 kg/m3 

Specific heat (Liquid) 2.5 kJ/kg·K 2.5 kJ/kg·K 

Specific heat (Solid) 3.2 kJ/kg·K 3.8 kJ/kg·K 

 

Table 6.1. PCM properties measured using the HFM and DSC. 
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The enthalpy–temperature curve of the PCM (paraffin), which freezes little or no 

supercooling [6.24, 6.25], was obtained from the measured value (Fig. 6.4). Here, the value 

measured using the HFM was compared with that measured by the DSC method at a heating 

and cooling rate of 2 ℃/min provided by the manufacturer (Lidy Energy Technology Co., Ltd, 

China). Subsequently, the relationship between temperature and apparent specific heat, 

including latent heat, was obtained from the resultant curve to model the PCM using the 

enthalpy–temperature curve method. The latent heat and phase change temperature regions 

were calculated based on the measured values. As shown in Table 6.1, the specific heat and 

density of the solid state were different from those of the liquid state owing to the volume 

change, and these differences were input into the simulation. The peak melting temperatures 

were 30 and 29 ℃ in the HFM and DSC, respectively, whereas the peak solidification 

temperatures were 29 and 28 ℃, respectively (see Fig. 6.4). Moreover, the specific enthalpy 

between 15 and 40 ℃ for the HFM was 12–18 kJ/kg larger than that of DSC. The difference 

in the measurement method caused the shifting phase change temperature and different latent 

heat. In this study, the latent heat of the PCM of 210 kJ/kg, measured using the HFM, was 

employed because Iten et al. [6.2] reported that a high heating rate (10 ℃/min) underestimated 

the latent heat, compared with the slow heating rate in DSC (0.2 ℃/min), which was still a 

much higher heating rate than that in this study (0.05 ℃/min). In this study, a measurement 

method with a slow heating rate, which reflects an actual environment, was employed, and its 

results were modeled in the simulation. 

 

6.2.4. PCM modeling  

A one-dimensional transient heat conduction finite difference (CondFD) solution 

algorithm was selected to calculate the layer of construction material in the TES [6.26]. The 

CondFD model compensates for the limitations associated with the conduction heat transfer 

function (CTF) algorithm, such as the assumption of constant thermal properties and the 

inability to provide results for the interior of materials [6.27]. Therefore, the CondFD model, 

which enables the replication of the phase changes of the PCMs in the simulation, consists of 

four nodes: interior surface, internal, material interface, and external nodes when the TES 

calculates the conductive heat transfer [6.26]. For CondFD, a fully implicit first-order scheme 

was selected. Although the Crank–Nicholson second-order scheme can yield more accurate 

results than the fully implicit scheme, it can produce results that are physically unrealistic with 

non-bounded results [6.28, 6,29]. For calculating PCMs, several simulation models select the 

FullyImplicitFirstOrder scheme because of its robustness and unconditional stability over time 

[6.28, 6,29]. The FullyImplicitFirstOrder model employed in this study is expressed in the 

following equations (Eq. 6.6–6.8): 
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𝐶𝑝𝜌∆𝑥
𝑇𝑖

𝑗+1
−𝑇𝑖

𝑗

∆𝑡
= λ𝑊

𝑇𝑖+1
𝑗+1

−𝑇𝑖
𝑗+1

∆𝑥
+ λ𝐸

𝑇𝑖−1
𝑗+1

−𝑇𝑖
𝑗+1

∆𝑥
     (6.6) 

λ𝑊 =
λ𝑖+1

𝑗+1
−λ𝑖

𝑗+1

2
         (6.7) 

λ𝐸 =
λ𝑖−1

𝑗+1
−λ𝑖

𝑗+1

2
         (6.8) 

where Cp is the specific heat capacity [J/kg·K], 𝜌  is the density [kg/m3], λ is the thermal 

conductivity [W/m·K], x is the length [m], Ti is the temperature [K], t is the time [s], λW is the 

thermal conductivity for interface between node i and node i+1[W/m·K], and λE is the thermal 

conductivity for interface between node i and node i-1 [W/m·K].  

The time step for this simulation was 1 min, based on the suggestions of Tabres-

Velasco et al. [6.30]. The CondFD algorithm model divides all surfaces automatically using 

the following equations [6.30] (Eq. 6.9, 6.10): 

∆𝑥 = √𝑐𝛼∆𝑡 = √
𝛼∆𝑡

𝐹𝑜
        (6.9) 

𝐹𝑜 =
𝛼∆𝑡

∆𝑥2         (6.10) 

where x is the length [m], c is the space discretization constant [-], α is the thermal diffusivity 

[m2/s], t is the time [s], Fo is the Fourier number [-] 

Regarding the modeling of PCMs, the enthalpy–temperature curve method has been 

widely used in previous studies [6.29]. When PCMs are simulated, the enthalpy is first updated 

at each iteration and Cp is developed as follows (Eq. 6.11): 

𝐶𝑝 =
𝐻𝑖,𝑛𝑒𝑤−𝐻𝑖,𝑜𝑙𝑑

𝑇𝑖,𝑛𝑒𝑤−𝑇𝑖,𝑜𝑙𝑑
        (6.11) 

where Cp is the specific heat capacity [J/kg·K], Hi is the specific enthalpy [J/kg], and Ti is the 

temperature [K].  

The limitation of the enthalpy–temperature curve method is that it considers only 

one enthalpy–temperature curve. Therefore, previous studies had to select the freezing or 

melting curve depending on the research objectives, and accuracy problems occurred when 

simulating the phase change of PCMs [6.31]. A new method that considers the hysteresis of 

PCMs was developed (hereafter called the hysteresis method), considering enthalpy 

temperature curve for respective phase states. In this study, the specific heat considering the 

hysteresis observed in the measurement at each time step was calculated using the following 

equation [6.26] 
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𝐶𝑝 = 𝑓(𝑇𝑖,𝑛𝑒𝑤 , 𝑇𝑖,𝑝𝑟𝑒𝑣 , 𝑃ℎ𝑎𝑠𝑒𝑆𝑡𝑎𝑡𝑒𝑛𝑒𝑤 , 𝑃ℎ𝑎𝑠𝑒𝑆𝑡𝑎𝑡𝑒𝑝𝑟𝑒𝑣)    (6.12) 

where Cp is the specific heat capacity [J/kg·K], and Ti is the temperature [K].  

The solid and liquid states for thermal conductivity and density were inputted to the 

hysteresis model. Within the transition region of the hysteresis model the average of the two 

was used. The iteration scheme assures that the correct enthalpy, and therefore, the correct Cp 

is used in each time step [6.26].  

 

6.2.5. Simulation cases 

Table 6.2 lists the simulation cases for the validation and annual simulations. First, 

the building and PCM simulation models inputting the actual conditions of the experimental 

building were validated by comparing them with the field measurement results. To maintain 

consistency with the field measurements, Room A (test room) was equipped with a radiant 

floor cooling system using the PCMs, whereas Room B was set as the reference room without 

the system (Fig. 6.1). Different operating patterns for window-opening and underfloor 

ventilation were selected to validate the simulation model. Based on the PCM measurement, 

two PCM modeling methods in the TES, i.e., the enthalpy–temperature curve and hysteresis 

methods, were tested to prove the effectiveness of the PCM measurement for modeling. To 

replicate the influence of the window-opening pattern of a naturally ventilated house, a 

constant flow rate of 0.7 m3/s, which was calculated using the equation of the outdoor wind 

Cases 
Window opening pattern Underfloor ventilation 

Daytime Nighttime Daytime Nighttime 

Validation case (Closed window) Closed Closed Yes Yes 

Validation case (Opened window) Open Open No Yes 

Case 1: Full-day ventilation (UF: Nighttime) Open Open No Yes 

Case 2: No ventilation (UF: Nighttime) Closed Closed No Yes 

Case 3: Day ventilation (UF: Nighttime) Open Closed No Yes 

Case 4: Night ventilation (UF: Nighttime) Closed Open No Yes 

Case 5: Full-day ventilation (UF: Always) Open Open Yes Yes 

Case 6: No ventilation (UF: Always) Closed Closed Yes Yes 

Case 7: Day ventilation (UF: Always) Open Closed Yes Yes 

Case 8: Night ventilation (UF: Always) Closed Open Yes Yes 

Case 9: Full-day ventilation (UF: Daytime) Open Open Yes No 

Case 10: No ventilation (UF: Daytime) Closed Closed Yes No 

Case 11: Day ventilation (UF: Daytime) Open Closed Yes No 

Case 12: Night ventilation (UF: Daytime) Closed Open Yes No 

 Daytime: 6:00–18:00, Nighttime: 18:00–6:00 

 

Table 6.2. Simulation cases. 
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condition and opening area proposed by ASHRAE [6.32] was input to the simulation model 

when the windows were opened (Eq. 6.13, 14).  

𝑄𝑤 = 𝐶𝑤𝐴𝑜𝑝𝑒𝑛𝑖𝑛𝑔𝑉        (6.13) 

𝐶𝑤 = 0.55 −
|𝐷𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑤𝑖𝑛𝑑𝑜𝑤−𝑊𝑖𝑛𝑑 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛|

180
× 0.25    (6.14) 

where Qw is the volumetric air flow rate driven by wind [m3/s], Cw is the opening effectiveness 

[-], Aopening is the opening area [m2], V is the wind speed [m/s] 

A flow rate of 0.025 m3/s was set as the infiltration rate for the rooms when the 

windows were closed. In addition, the results of these modeling methods in the TES were 

compared with those of the CFD simulation coupled with heat balance analysis, which was 

constructed and calculated in Chapter 5. The coupled CFD simulation used the enthalpy–

temperature curve method to model the PCM. As the accuracy of the TES is similar to that of 

the coupled CFD simulation, we can consider the TES to be an appropriate method of 

evaluating the cooling effect of the radiant floor cooling system in a naturally ventilated room. 

The temperatures were averaged every 10 min to maintain consistency with the field 

measurements. The results of the simulations were evaluated in terms of the root mean square 

error (RMSE) and the coefficient of determination (R2), which are the recommended statistical 

error tests for building simulations [6.33]. The RMSE was calculated using the simulated value 

(Lis), measured value (Lim) and number of data points (N) as follows (Eq. 6.15): 

𝑅𝑀𝑆𝐸 = √∑
(𝐿𝑖𝑠−𝐿𝑖𝑚)2

𝑁
𝑁
𝑖=1        (6.15) 

In the subsequent annual simulation after the validation, four window-opening 

patterns and three types of ventilation for the underfloor space were investigated to clarify the 

influence of the operation of windows and ventilation fans for the underfloor space on the 

indoor thermal environments and the effectiveness of the radiant floor cooling system 

throughout the year. The ventilation fans (0.95 m3/s) for the underfloor space and the PCMs 

were installed in Room A. The flow rate of the ventilation fan was proved to be effective in 

Chapter 5. In Room B, which reflected the current condition of a living room in typical 

Indonesian apartments, the proposed floor cooling system was not installed, and the room 

windows were opened during the daytime. The thermal storage effect was evaluated in terms 

of the indoor air, floor surface, and operative temperatures.  



Annual simulation of phase change materials considering phase state with hysteresis 

129 

 

6.3. Results 

6.3.1 Validation 

6.3.1.1. Closed window case  

Fig. 6.5 and Table 6.3 show the temperature results at each point between the 

measurement and simulation for Rooms A and B with windows closed throughout the day. In 

Room B (control), the RMSEs of the air and floor surface temperatures were both 0.3 ℃ in 

the TES and 0.4–0.5 ℃ in the coupled CFD. On Day 2, a rapid decrease in air temperature 

and solar radiation was observed at the weather station around noon. As shown, the simulated 

curves had similar trends to the experimentally measured curves, and the R2 values were 0.98 

(TES) and 0.97 (coupled CFD). Both the air and floor surface temperatures in the TES had 

relatively high accuracy. 
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Fig. 6.5. Comparison of (a-1, b-1) air temperature, (a-2, b-2) floor surface temperature, (a-3) 

PCM temperature in Rooms A (PCM) and B (Control) for closed windows.  
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In Room A (PCM), the RMSEs of the air temperature were 0.6 ℃ for both methods 

in the TES, with an R2 of 0.93 and 0.96 for the enthalpy–temperature curve and the hysteresis 

methods, respectively. The diurnal mean floor surface temperatures in Room A were 0.5 ℃ 

(enthalpy) and 0.7 ℃ (hysteresis) lower than those in Room B in the TES. Compared with 

Room B, the floor surface temperature rise was slow in both TES and field measurement. In 

Room A, the delay of the PCM temperature rise around noon (Day 1) affected the large floor 

surface temperature difference between simulation (TES) and measurement, and it may result 

in the overestimation the cooling effect. Although the RMSEs in Room A were larger than 

those in Room B, the overall result demonstrated successful replicability in the cooling effect 

of the PCM.  

For air temperature calculation in Room A, the RMSE of the coupled simulation was 

0.1 ℃ lower than that of the TES. Meanwhile, the TES with the hysteresis method had the 

smallest RMSE and highest R2 among the three calculation methods for simulating the floor 

surface and PCM temperatures. In particular, the RMSE in the TES (enthalpy) was 0.2 ℃ 

larger than that in the TES (hysteresis) during nighttime because the enthalpy temperature 

curve of the heating process was input to the simulation model. The TES using the hysteresis 

method had relatively high accuracy when the windows were closed. 

 

Parameter 

Room A 

TES 

(Enthalpy) 

TES 

(Hysteresis) 
Coupled CFD 

RMSE 

[℃] 

R2 

[-] 

RMSE 

[℃] 

R2 

[-] 

RMSE 

[℃] 

R2 

[-] 

Air temperature 0.6 0.93 0.6 0.96 0.5 0.96 

Floor surface temperature 0.8 0.77 0.5 0.92 0.7 0.85 

PCM temperature 0.6 0.81 0.5 0.88 0.7 0.87 

       

 Room B 

   TES Coupled CFD 

   RMSE 

[℃] 

R2 

[-] 

RMSE 

[℃] 

R2 

[-] 

Air temperature    0.3 0.98 0.4 0.97 

Floor surface temperature   0.3 0.98 0.5 0.97 

 

Table 6.3. Correlation and deviation of temperature between the field measurement and 

simulation for closed windows. 
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6.3.1.2. Opened window case  

Fig. 6.6 and Table 6.4 show the temperature comparing the simulation results with 

the measurement results in Rooms A and B when the windows were opened throughout the 

day. Because windows were open for an entire day, outdoor air strongly influenced the indoor 

air temperature in both Rooms A and B. In Room B (control), although the RMSE in the TES 

was 0.2 ℃ with an R2 of 0.99, the simulated room air temperature was underestimated in the 

afternoon when the outdoor wind speed was generally high because a constant ventilation 

volume (0.7 m3/s) was input in the calculation model of the TES. Thus, the ventilation volume 

may have been lower than the actual flow volume in the afternoon. The air and floor surface 

temperatures may be sensitively influenced by the ventilation volume to a certain level of 

ventilation volume (see Appendix). For the floor surface temperature, the coupled CFD had a 

smaller RMSE in the afternoon than the TES because the coupled CFD calculated the air 

velocity near the floor, and it was used to calculate the convective heat transfer, although the 

RMSEs of both the coupled CFD and TES were 0.3 ℃. All simulated results of the TES in 

Room B had relatively high accuracy. 
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Fig. 6. 6. Comparison of (a-1, b-1) air temperature, (a-2, b-2) floor surface temperature, and 

(a-3) PCM temperature in Rooms A (PCM) and B (control) for open windows. 
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In Room A (PCM), the minimum air and surface temperatures in the early morning 

were lower than those in Room B owing to the forced nocturnal ventilation for the underfloor 

space. Even under opened windows case, the cooling effect of the proposed system was 

observed for both air and floor surface temperatures. The RMSEs of air temperature in Room 

A were 0.5 ℃ and 0.4 ℃ for the TES using the hysteresis method and the coupled CFD, 

respectively. As with the results of the control room, the RMSEs of the floor surface 

temperature in the coupled CFD method were 0.2 ℃ and 0.4 ℃ smaller than those of the TES 

using the hysteresis method and the enthalpy method, respectively, in the afternoon because 

the relatively high air velocity of 0.4 m/s, which influenced the convective heat transfer, was 

observed near the floor surface (FL+0.1 m) during the field measurement period. The 

maximum floor surface temperature deviation from the measurement results was 1.0 ℃ 

(coupled CFD) and 1.1 ℃ (TES using the hysteresis method). For the PCM temperature, the 

RMSE of the TES using the hysteresis method was the smallest among the three calculation 

methods, with an RMSE of 0.3 ℃ and R2 of 0.96. The maximum PCM temperature deviation 

between the TES (hysteresis) and measurement was 0.9 ℃. In both closed and open window 

cases, the hysteresis method exhibited a smaller RMSE than the enthalpy method in the TES. 

Hysteresis strongly contributed to the accuracy of calculating the PCM temperature. 

Fig. 6.7 shows a comparison of the simulation results with the measurement results 

in Room A when the windows were opened throughout the day. A constant flow rate of 0.7 

m3/s and variable flow rate calculated every time step were compared. Because the flow rate 

depends on the outdoor wind speed (V), the nocturnal wind condition was calm, and the flow 

Parameter 

Room A 

TES 

(enthalpy) 

TES 

(hysteresis) 
Coupled CFD 

RMSE 

[℃] 

R2 

[-] 

RMSE 

[℃] 

R2 

[-] 

RMSE 

[℃] 

R2 

[-] 

Air temperature 0.6 0.99 0.5 0.99 0.4 0.99 

Floor surface temperature 0.6 0.97 0.5 0.97 0.5 0.98 

PCM temperature 0.6 0.89 0.3 0.96 0.4 0.97 

       

   Room B 

   TES Coupled CFD 

 
  

RMSE 

[℃] 

R2 

[-] 

RMSE 

[℃] 

R2 

[-] 

Air temperature    0.2 0.99 0.4 0.99 

Floor surface temperature   0.3 0.99 0.3 0.99 

 

Table 6.4. Correlation and deviation of temperature between the field measurement and 

simulation for open windows.  
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rate was almost zero, the nocturnal air temperature tended to be high compared with the results 

of a constant flow rate. Based on the RMSE and R2, a constant flow rate of 0.7 m3/s, which 

was determined by the averaged flow rate using the above equation during the measurement 

period, was more suitable than the variable flow rate at every time step to replicate the full-

day ventilation condition. The calculation of the appropriate flow rate will be investigated in 

a future study. 

Although the constant air flow rate for the room was input to the TES model, and the 

TES does not consider the air flow distribution in naturally ventilated buildings, compared 

with the coupled CFD, the accuracy of the TES was higher than that of previous studies [6.12–

6.17]. The RMSEs of the air temperature calculated using the TES in Rooms A and B were 

similar to those of the coupled CFD simulation. For the annual simulation of radiant floor 

cooling systems in naturally ventilated buildings, coupled CFD is unfeasible because of the 

considerable calculation cost. Considering the calculation cost, the TES model with the 

hysteresis method was used in the subsequent annual simulation. 
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Fig. 6.7. (a) Air temperature, (b) floor surface temperature, and (c) PCM temperature for open 

windows. 
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6.3.2. Annual simulation  

6.3.2.1. Annual weather data 

Fig. 6.8 presents the weather data from the experimental field in 2020. Although 

Indonesia has two seasons (rainy and dry seasons), the annual temperature range is only 1.3 ℃. 

The outdoor temperature ranged from 21.1 to 36.4 ℃ with diurnal and nocturnal averages of 

28.9–31.0 ℃ and 25.2–26.1 ℃, respectively. The outdoor air temperature in the experimental 

field in 2020 was similar to recent weather observation data (2005–2020) at the nearest official 

weather station (Tangerang) [6.34]. The average RH was 87.6% and 83.0% during the rainy 

season (December–May) and dry season (June–November), respectively. The monthly 

minimum RH was less than 50% during the dry season. 

 

6.3.2.2. Variation in air temperature 

Fig. 6.9 shows the variations in the air temperature averaged for each month for 

Room A under different window-opening patterns and underfloor ventilation (Cases 1–12). 

The air temperature was lower when the windows were kept closed during the daytime in the 

presence of the PCM exposed to nighttime underfloor ventilation. In Case 4 (night ventilation), 

the diurnal temperature was the lowest among the four ventilation modes, and the average 

diurnal temperature ranged from 28.1 to 28.9 ℃ for a year owing to the opening of the 

windows at night and closing them during the daytime. In Cases 1–4, the underfloor space was 

ventilated at night. The largest temperature difference between Cases 1 (full-day ventilation) 

and 2 (no ventilation) was 1.3 ℃ in September when the highest temperature was observed. 

Meanwhile, the temperature difference between Cases 1 and 2 in January, February, and 
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Fig. 6.8. (a) Outdoor air temperature and (b) outdoor relative humidity range in 2020. 
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December, when the diurnal mean outdoor temperature was less than 29.5 ℃, was not large. 

The results in Chapter 4 suggested that the ambient temperature of PCMs should be 2–3 ℃ 

higher than the set-point melting temperature to sufficiently utilize the thermal storage effect 

during the daytime. The temperature difference between September and other relatively cool 

months was caused by the effectiveness of the PCM thermal storage. The thermal storage was 

particularly increased because closing the windows during the daytime contributed to the 

retention of air cooled by the radiant floor cooling system.  

When the underfloor space was ventilated throughout the day (Cases 5–8), the daily 

temperature fluctuations became larger compared with the cases of underfloor night 

ventilation (Cases 1–4). The daily temperature ranged from 25.3 to 31.3 ℃ and 25.3 to 31.5 ℃ 

in Cases 1 and 5, respectively. The underfloor ventilation during the daytime assisted the heat 
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Fig. 6. 9. Air temperature variations for each month in Room A under different types of 
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accumulation of the PCM; thus, the maximum temperature in Case 5 increased by 0.2 ℃. 

Owing to the heat accumulation of the PCM, the temperature difference between Cases 5 (full-

day ventilation) and 6 (no ventilation) in September was 1.0 ℃. When the windows were 

closed, the heat accumulation of the PCM was more prominent than when the windows were 

opened. 

Similarly, the day ventilation for the underfloor space (Cases 9–12) increased the air 

temperature owing to the heat accumulation of the PCM during the daytime. The diurnal 

average temperatures were 28.8–30.6 ℃ in Cases 9–12. The nocturnal mean air temperature 

in Case 12 was 0.4–0.6 ℃ higher than that in Case 4 because the radiant floor cooling system 

could not sufficiently dissipate the heat from the PCM at night. Among all cases, the room and 

underfloor ventilation settings of Case 4, which employed night ventilation for both the room 

and underfloor space, had the best performance as it achieved the lowest temperature during 

the daytime. Several researchers have observed similar conclusions for cooling the indoor 

thermal environment of hot and humid climates using night ventilation [6.35–6.37]. Moreover, 

PCMs with night ventilation have been demonstrated to be highly efficient. This proves that 

the TES can consider the influence of the window-opening pattern on the cooling effect of 
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Fig. 6.10. Cumulative frequency of air temperature and floor surface temperature – daytime 

results 6:00 to 18:00 in Rooms A (test room) and B (control room).  
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PCMs. Underfloor night ventilation is crucial to improving the thermal storage effect of PCMs 

throughout a year. 

 

6.3.2.3. Reduction in air and floor surface temperature  

Fig. 6.10 presents the cumulative frequency of the air temperature and floor surface 

temperature for a year during the daytime in Rooms A (test room) and B (control room). Owing 

to the latent heat of the PCMs, the diurnal average air and floor surface temperatures in Room 

A was lower than those in Room B in all cases. For Room A, comparing Case 3 (day 

ventilation) with Case 4 (night ventilation), the maximum differences in the air and floor 

surface temperature were 0.7 and 0.3 ℃, respectively. Meanwhile, the maximum differences 

in the air and floor surface temperatures between Cases 11 (day ventilation) and 12 (night 

ventilation) were 1.1 and 1.1 ℃, respectively. The results of Chapters 3 and 4 indicated that 

the thermal storage effect of PCMs is influenced more by their thermal mass and cooling 

strategy at night than by convective heat transfer. These results imply that the influence of the 
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Fig. 6.11. Cumulative frequency of air temperature and floor surface temperature – nighttime 

results 18:00 to 6:00 in Rooms A (test room) and B (control room). 
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window-opening pattern on the floor surface temperature may not be significant compared 

with air temperature if the PCMs dissipate the heat sufficiently on previous nights.  

The maximum floor surface temperatures in Cases 1–4 were 1.2–2.5 ℃ lower than 

those in Cases 5–12 because of the thermal storage of the PCM and avoidance of the large heat 

accumulation from the underfloor space during the daytime. In particular, the thermal storage 

effect of the PCM was more effective in reducing the peak floor surface temperature than the 

diurnal mean floor surface temperature because the latent heat tended to maintain the constant 

temperature. Compared with Room B (control room), the peak air and floor surface 

temperatures in Case 4 decreased by 2.9 and 3.6 ℃, respectively, owing to the PCM. 

 Air temperature [℃] 

min–max (avg.) 

Floor surface temperature [℃] 

min–max (avg.) 

Daytime    

Room B 24.8–35.0 ℃ (30.4 ℃) 24.5–34.5 ℃ (29.8 ℃) 

Case 1 23.2–33.3 ℃ (29.5 ℃) 23.1–31.6 ℃ (28.8 ℃) 

Case 2 24.5–32.3 ℃ (29.3 ℃) 24.1–31.1 ℃ (28.7 ℃) 

Case 3 24.2–33.4 ℃ (29.7 ℃) 24.1–31.6 ℃ (29.0 ℃) 

Case 4 23.1–32.1 ℃ (28.9 ℃) 23.0–30.9 ℃ (28.4 ℃) 

Case 5 23.2–33.6 ℃ (29.7 ℃) 23.1–33.4 ℃ (29.2 ℃) 

Case 6 24.5–32.8 ℃ (29.6 ℃) 24.2–32.5 ℃ (29.2 ℃) 

Case 7 24.3–33.8 ℃ (29.8 ℃) 24.1–33.6 ℃ (29.4 ℃) 

Case 8 23.2–32.5 ℃ (29.3 ℃) 23.1–32.1 ℃ (29.0 ℃) 

Case 9 24.2–34.0 ℃ (29.8 ℃) 24.4–33.9 ℃ (29.5 ℃) 

Case 10 25.5–33.5 ℃ (30.1 ℃) 25.6–33.4 ℃ (29.8 ℃) 

Case 11 25.0–34.3 ℃ (30.1 ℃) 25.3–34.1 ℃ (29.8 ℃) 

Case 12 24.3–33.1 ℃ (29.6 ℃) 24.5–33.0 ℃ (29.3 ℃) 

Nighttime   

Room B 24.5–32.1 ℃ (28.3 ℃) 24.6–32.1 ℃ (28.4 ℃) 

Case 1 23.1–31.1 ℃ (27.1 ℃) 23.1–30.6 ℃ (27.4 ℃) 

Case 2 24.5–31.4 ℃ (28.2 ℃) 24.1–30.5 ℃ (28.0 ℃) 

Case 3 24.4–31.5 ℃ (28.3 ℃) 24.2–30.6 ℃ (28.0 ℃) 

Case 4 23.0–31.3 ℃ (27.1 ℃) 23.0–30.5 ℃ (27.3 ℃) 

Case 5 23.0–31.8 ℃ (27.1 ℃) 23.0–32.0 ℃ (27.4 ℃) 

Case 6 24.5–32.3 ℃ (28.4 ℃) 24.2–32.0 ℃ (28.2 ℃) 

Case 7 24.4–32.4 ℃ (28.3 ℃) 24.1–32.1 ℃ (28.1 ℃) 

Case 8 23.1–32.1 ℃ (27.2 ℃) 23.1–31.8 ℃ (27.4 ℃) 

Case 9 23.8–31.9 ℃ (27.5 ℃) 24.4–32.1 ℃ (28.2 ℃) 

Case 10 25.5–32.8 ℃ (29.1 ℃) 25.6–32.5 ℃ (29.2 ℃) 

Case 11 25.2–32.6 ℃ (28.9 ℃) 25.4–32.4 ℃ (29.1 ℃) 

Case 12 23.9–32.4 ℃ (27.6 ℃) 24.5–32.1 ℃ (28.3 ℃) 

 

Table 6. 5. Annual air temperature and floor surface temperature range in Rooms A (test 

room) and B (control room) during daytime (6:00–18:00) and nighttime (18:00–6:00) 



Annual simulation of phase change materials considering phase state with hysteresis 

139 

 

Fig. 6.11 depicts the cumulative frequency of the nocturnal air and floor surface 

temperature for a year in Rooms A and B. A previous study indicated that lightweight 

structures were cooler than high thermal mass structures during the nighttime [6.38]. 

Nevertheless, the nocturnal average floor surface temperature in Room A (Case 3) was 0.3 ℃ 

lower than that in Room B because the ventilation fans for the underfloor space dissipated the 

heat effectively at night.  

For the closed windows during the nighttime, both air and floor surface temperatures 

tended to be high because closing windows at night cannot effectively dissipate the heat from 

the building structure. In Case 10, which was the hottest case among the 12 cases, the nocturnal 

average air and floor surface temperatures were 29.1 and 29.2 ℃, respectively. Daytime 

ventilation for the underfloor space and closing windows during the nighttime should be 

avoided to maintain a cool indoor thermal environment. 

 

6.3.2.4. Operative temperature evaluation  

The resultant indoor thermal comfort in Rooms A (with PCM) and B (without PCM) 

was evaluated using the operative temperature (OT) to clarify the influence of air and floor 
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Fig. 6.12. OT with 80% upper comfort limit in Rooms A (test room) and B (control room) 

during (a) daytime and (b) nighttime. 
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surface temperature reduction on thermal comfort. The 80% upper comfort limit of the OT 

was calculated according to a previous study on naturally ventilated buildings in hot-humid 

climates, as follows (Eq. 6.16) [6.39]. 

𝑇𝑢𝑝𝑝𝑒𝑟 = 0.57𝑇𝑜𝑢𝑡𝑑𝑚 + 13.1       (6.16) 

where Toutdm is the daily mean outdoor air temperature [℃], i.e. the 24-hour arithmetic mean 

for the day in question, and Tupper is upper comfort operative temperature [℃]. Based on the 

daily upper comfort OT limit calculated using Eq. 6.16 and 𝑇𝑜𝑢𝑡𝑑𝑚 obtained from the weather 

data in the experimental field, the annual average OT limit was estimated as 29.0 ℃. 

Fig. 6.12 depicts the annual OT range in Rooms A and B during the daytime and 

nighttime with the upper comfort unit. In Room B, the diurnal average OT was 30.4 ℃. 

Meanwhile, in Cases 5–8 (full-day ventilation for the underfloor space), the mean OTs in 

Room A during the daytime were 29.3–29.8 ℃, because the increased thermal mas of the 

PCMs reduced the daily air temperature and mean radiant temperature (MRT) fluctuation. In 

Cases 1–4 (night ventilation for the underfloor space), the diurnal average OT in Room A was 

28.9–29.6 ℃. Compared with Case 1, the thermal comfort period in Case 4 increased by 10% 

during the daytime because minimizing the ventilation prevented the inflow of hot outdoor air. 

This result was consistent with the findings of Kubota et al. [6.40]. In Case 4, the thermal 

comfort period was approximately half (47%) that of the daytime and 90% that of the nighttime. 

Nocturnal ventilation for the room and the underfloor space maximized the thermal comfort 

period evaluated using the OT. 

 

 Daytime Nighttime 

Room B (control room) 25% 69% 

Room A (test room)   

Case 1 37% 89% 

Case 2 39% 72% 

Case 3 33% 71% 

Case 4 47% 90% 

Case 5 32% 88% 

Case 6 30% 68% 

Case 7 29% 70% 

Case 8 36% 87% 

Case 9 29% 85% 

Case 10 17% 54% 

Case 11 23% 58% 

Case 12 30% 84% 

 

Table 6.6. Thermal comfort evaluation with OT. 
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6.3.2.5. Phase change state for an entire year 

Fig. 6.13 shows the utilization rates of the PCM for each case. The PCM utilization 

rate was employed to evaluate the phase change state in a previous study [6.41]. Based on the 

PCM temperature, the PCM utilization rate was calculated as follows (Eqs. 6.17–6.18): 

𝑃𝐶𝑀 𝑢𝑡𝑖𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 = (𝛽𝑚𝑎𝑥 − 𝛽𝑚𝑖𝑛) × 100     (6.17) 

𝛽 = {

0
𝑇−𝑇𝑠

𝑇𝑙−𝑇𝑠

1

} ,
𝑇 ≤ 𝑇𝑠

𝑇𝑠 < 𝑇 < 𝑇𝑙

𝑇 ≥ 𝑇𝑙

       (6.18) 

where βmin and βmax are the minimum and maximum liquid fractions for each day [-], T is the 

PCM temperature [℃], Ts is the solidification temperature [℃], and Tl is the melting 

temperature [℃].  

In Cases 1–4 (night ventilation for the underfloor space), the annual mean was 

66.2%–72.8%. The annual average outdoor temperature was 27.9 ℃. On February 3, the 

utilization rate in Cases 1 and 4 was 0% because the lowest daily mean temperature of 26.0 ℃ 

was observed. The phase state of the PCM was the solid state throughout the day; thus, the 

radiant floor cooling system could not utilize the latent heat. The maximum utilization rates of 

the PCM in Cases 1–4 did not reach 100%. This implies that the PCM did not melt completely 

during the day from the solid condition when the underfloor space was ventilated at night. 

When full-day ventilation for the underfloor space was applied (Cases 5–8), the 

annual average utilization rate increased to 90.7%–91.5%. Approximately 45% of the day for 

a year, the utilization rate reached 100%, achieving complete solidification and melting within 

a single day. In Cases 9–12 (day ventilation for the underfloor space), unlike the case of the 

full-day ventilation for the underfloor space, reaching a utilization rate of 100% was difficult 
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Fig. 6.13. Utilization rate of the PCM for each case. 
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for several days in succession. To achieve a utilization rate of 100% in Cases 9–12, the 

utilization rate of the previous days had to be low, which means that the phase state of the 

PCM tended to be in a solid state in previous days. In Cases 10 and 11, whose floor surface 

temperature was relatively high compared with the other cases, the annual average utilization 

rate was 54.3%–57.1%. Nevertheless, the high utilization rate did not necessarily result in a 

low floor surface temperature because the floor surface temperatures in Cases 5–8 were higher 

than those in Cases 1–4. Because the cooling effect of the PCM decreased dramatically after 

a phase change process [6.42], nocturnal ventilation (Cases 1–4), with an annual average 

utilization rate of approximately 70%, would be an effective ventilation mode for the 

underfloor space to reduce floor surface temperature while maintaining the cooling effect in 

the afternoon. 

 

6.3.2.6. Problem of condensation using the radiant floor cooling 

system 

Condensation causes mold and mite problems when radiant cooling systems are 

installed under hot and humid conditions, including in Indonesia [6.43, 6.44]. In particular, the 

risk of the problem can be high during the rainy season because of the increase in RH. Fig. 

6.14 shows the total time of condensation of the floor surface in a year for each case. The cases 

that ventilated the underfloor space at night, such as Cases 1, 3, and 4, had a high chance of 
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Fig. 6.14. Chances of condensation of floor surface in Room A for each case. 
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condensation owing to the low floor surface temperature. In Case 1, the longest condensation 

time of 205 h on the floor was observed. Meanwhile, in Case 2 with closed windows during 

the daytime, condensation did not occur, although the indoor RH range of 50.6%–96.8% and 

the floor surface temperature range of 24.1–31.1 ℃ were similar to those in Case 3. 

Condensation often occurred between 6:00 and 8:00 when the windows were opened during 

the corresponding periods. Humid outdoor air (more than 90% RH) entered the room if the 

windows were opened in the morning, causing condensation. Nevertheless, the condensation 

time was only 0%–2.3% for the year for all cases. The radiant cooling system in the previous 

study was primarily cooled by chilled water with a supply temperature of 17–22 ℃ [6.43, 

6.44]. The risk of condensation in the proposed floor cooling system was much lower than that 

in the previous study because it utilized free cooling.  

 

6.4. Discussion  

6.4.1. PCM modeling 

Although the relatively small supercooling is a characteristic of organic PCMs such 

as paraffin [6.24], the supercooling and peak phase change temperature are dependent on the 

measurement method and cooling rate, and it strongly affects the calculation results [6.45, 

6.46]. Comparing the hysteresis and enthalpy methods, although the supercooling was only 

1 ℃, the results of the hysteresis and enthalpy methods exhibited different PCM temperature 

trends in the simulation, particularly at night. The TES using the hysteresis method improved 

the accuracy of calculating the PCM temperature. 

Both the peak melting and solidification temperatures measured by the HFM were 

1 ℃ higher than those measured using DSC. As shown in Fig. 6.6a-3, the PCM temperature 

in the afternoon tended to remain at 30 ℃ in the field measurement, and the simulated curve 

was similar to the trend of the field measurement. When the simulation adopted the value 

measured using DSC, the PCM temperature in the afternoon would decrease by approximately 

1 ℃. Meanwhile, the PCM temperature during the night calculated using the TES hysteresis 

method would also be significantly lower than the measured PCM temperature when the 

enthalpy–temperature curve based on the DSC was input to the simulation. Measuring the 

PCM using the HFM contributed to improving the accuracy of calculating the PCM 

temperature. 
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6.4.2. Comparison between TES and coupled CFD 

In Room B (control), the RMSE of the air temperature in TES was 0.1–0.2 ℃ lower 

than that in the coupled CFD conducted in Chapter 5, whereas the RMSE of the air temperature 

calculated using the TES using the hysteresis method was 0.1 ℃ larger than that in the coupled 

CFD in Room A (PCM). In Room B, the air temperature tended to be uniform in the field 

measurement presented in Chapter 4; thus, the accuracy even in the TES, which cannot 

consider the air temperature distribution, was similar to that in the coupled CFD simulation. 

In contrast, the air temperature gradient was observed in Room A in the measurement shown 

in Chapter 4 because the radiant floor cooling system cooled the air in the lower part of the 

room. Therefore, the accuracy of the air temperature using coupled CFD, which considers the 

heterogeneity of the temperature, was higher than that using the TES. Although the coupled 

simulation can be used to calculate the air temperature of a room with installed PCMs 

accurately, the TES can also calculate the air temperature relatively accurately, with an RMSE 

of less than 0.6 ℃ and an R2 of more than 0.95. 

For the floor surface temperature in Room A (PCM), the coupled CFD had higher 

accuracy than the TES when the relatively high air velocity (0.4 m/s on average) was observed 

near the floor surface because the coupled CFD calculated the convective heat transfer 

coefficient at every time step based on the air velocity near the floor surface. Nevertheless, a 

clear surface temperature difference between the coupled CFD and TES was not observed at 

night and in the morning when the air velocity near the floor was low. Moreover, the RMSE 

in the TES using the hysteresis method was 0.2 ℃ lower than that in the coupled simulation 

when the windows were closed for an entire day. The coupled CFD employed the modified 

Launder-Kato model [6.47] with the temperature wall function [6.48] to calculate the 

convective heat transfer of the building surface. At high Reynolds numbers, CFD simulations 

are often combined with the wall function; however, their accuracy decreases at high 

Richardson numbers [6.49]. Pandey et al. [6.19] reported that the EnergyPlus model 

underpredicted the experimental data during forced convection, compared with coupled CFD 

using a high Reynolds number model with wall function, whereas no significant difference 

was observed in the accuracy coupled CFD and TES tools during natural convection. In this 

study, the influence of forced convection was significant in the target building when the 

windows were opened and the outdoor wind speed was high, whereas the influence of natural 

convection was enhanced when the windows were closed. The TES can be used to accurately 

calculate the floor surface temperature of the radiant floor cooling system using PCMs in 

rooms influenced by natural convection. Overall, the validation results in the TES showed that 

the RMSE for open windows was acceptable compared with previous studies [6.10, 6.35–6.37]. 

We can conclude that the TES with the hysteresis method is widely applicable for evaluating 

the annual temperature in buildings equipped with PCMs. 
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6.4.3. Thermal comfort evaluation 

In Case 4, the thermal comfort period in Room A, which was assessed using the OT, 

increased to 68.5% a year when the windows were closed during the daytime and opened 

during the nighttime, compared with Room B (66.0% a year). Alfata et al. [6.36, 6.37] reported 

that the thermal comfort period in a modern apartment in Indonesia, which was constructed 

using a building material similar to that of the target building, was 24%–47% when night 

ventilation was applied. The thermal comfort period in a naturally ventilated Malaysian 

terraced house, which consisted of brick walls and reinforced concrete slabs, was 27%–38% 

[6.51, 6.52]. Compared with the thermal comfort period in Room B and previous studies, the 

proposed radiant floor cooling system increased the thermal comfort period even when the OT 

was used for the evaluation. 

This study indicated that nocturnal ventilation for the room and underfloor space is 

the optimum operation to maximize the thermal comfort period evaluated using the OT. 

Nevertheless, the OT does not consider convective and evaporative heat exchanges through 

sweating between the occupants and ambient environment. The influence of evaporative heat 

loss on thermal comfort is considerable under hot conditions, such as in the tropics, including 

Indonesia. Although the thermal comfort period was 68.5% under night ventilation, enhancing 

the convective and evaporative heat exchange through natural ventilation can further improve 

thermal comfort under suitable weather conditions (i.e., higher wind speed and lower air 

temperature). Therefore, the window-opening patterns should be optimized to control natural 

ventilation to improve convective and evaporative heat exchange while maintaining the 

thermal storage effect of the proposed radiant floor cooling system. A simulation method, such 

as an air flow network model that can evaluate the influence of natural ventilation with light 

calculation load coupled with TES, should be constructed to evaluate thermal comfort annually 

in Chapter 7. 

 

6.4.4. Influential factors to utilize the latent heat of the PCM  

Among the 12 cases, the lowest floor surface temperature was obtained in Case 4. 

Based on the results of Case 4, this section discusses the influential factors of the PCM 

utilization rate, which was determined by the daily liquid fraction difference between the 

maximum liquid fraction (βmax) and minimum liquid fraction (βmin) to fully utilize the latent 

heat of the PCMs. Previous studies have indicated that the ambient temperature of PCMs 

influences their liquid fraction [6.18, 6.41]. Fig. 6.15a presents the influence of the daily 

maximum air temperature in the underfloor space on βmax, and a strong positive correlation 

was obtained (R=0.99). In this study, the peak melting temperature of the PCMs was in the 

range of 29–30 ℃. When the daily maximum temperature was 30.4 ℃, βmax was 95%. This 
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implies that if the ambient temperature is approximately 0.5 ℃ higher than the peak melting 

temperature, most PCMs would melt. Baetens et al. [6.53] reported that the diurnal average 

temperature affects the melting temperature of PCMs. In this study, the diurnal average 

temperature had a strong relationship (R=0.82); however, the daily maximum ambient 

temperature of the PCMs was optimal for selecting a proper melting temperature.  

For the solidification temperature of the PCMs, the correlation between βmin above 

0% and the daily minimum air temperature in the underfloor space, shown in a red rectangle, 

had a strong relation of 0.98, with a peak solidification temperature of 28–29 ℃. For the PCMs 

to solidify completely, the phase state during the previous day is also an influential factor. 

When the daily minimum temperature was 26.2 ℃, βmax during the daytime and βmin the 

following night were 91% and 4%, respectively. An ambient temperature of 26 ℃ may be 

necessary to ensure the solidification of the PCM regardless of βmax during the daytime. These 
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Fig. 6.15. Correlation between (a) βmax and daily maximum air temperature in the underfloor 
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and daily mean temperature in the underfloor space, and (d) utilization rate and air temperature 

range in the underfloor space in Case 4. 
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results imply that an ambient temperature range of at least 4.5 ℃ is necessary to fully utilize 

the latent heat of PCMs. This suggestion is consistent with Chapter 4.  

Nevertheless, a moderate relationship (R=0.55) was observed between the PCM 

utilization rate and diurnal temperature range. The daily average temperature was more 

influential in maximizing the utilization rate, exhibiting a strong relationship (R=0.77). 

Previous studies have suggested that the selection of a phase change temperature is based on 

the daily average temperature [6.54, 6.55]. Lei et al. [6.56] reported that a phase change 

temperature of approximately 28–29 ℃ is suitable in Singapore, where the reported daily 

average temperature was 28 ℃, although their simulation did not consider the hysteresis of 

the PCMs. Therefore, they indicated that accuracy problems may occur if PCMs exhibit 

hysteresis [6.56]. The result of the annual simulation considering hysteresis suggests that the 

daily average ambient temperature of PCMs is a suitable criterion for selecting the phase 

change temperature of PCMs even in hot and humid regions, where the diurnal temperature 

range is relatively small. If the PCMs have a large temperature difference between the peak 

melting and solidification temperatures, the daily maximum and minimum ambient 

temperatures can be another useful guideline for selecting a phase-change temperature. The 

results for the floor surface temperature in Cases 1–8 indicated that a utilization rate of 100% 

did not necessarily lead to a low floor surface temperature (see Section 6.3.2.4). Nevertheless, 

Chapter 4 showed that a higher utilization rate of the latent heat of PCMs results in a large 

floor surface temperature reduction. In Cases 1–4, βmax was 96%–98% throughout the year, 

and βmin decreased to 0% in 94%–98% of the day for a year. The resultant annual average 

utilization rate was 66%–73%. Meanwhile, in Cases 5–8, βmax reached 100% in 47%–53% of 

the days for a year. Iten et al. [6.42] reported that the cooling effect of PCMs decreased 

significantly after they melted completely. βmax strongly affects the retention of the thermal 

storage effect of PCMs. To maximize the thermal storage effect of PCMs, a higher utilization 

rate must be maintained while avoiding a βmax of 100%. In this annual simulation, a reasonable 

annual average utilization rate of approximately 70% was determined to achieve a low floor 

surface temperature throughout the year. Furthermore, βmax, which was influenced by the daily 

maximum ambient temperature of the PCM, affected the annual utilization rate when the PCM 

solidified completely at night. 

 

6.5. Summary  

Chapter 6 aims to evaluate the annual performance of the proposed floor cooling 

system that consider the hysteresis of PCM and to determine its design guidelines and 

indicators to maximize thermal storage effect of PCMs in the building throughout a year in a 

hot and humid climate. First, the thermal properties of a full-scale PCM product were 

determined using the heat flow method (HFM). Subsequently, a TES model based on the 
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results of the PCM measurement was constructed for the full-scale experimental building. The 

TES model was validated by comparison with the results of field measurements and coupled 

CFD simulations under naturally ventilated conditions. Using the validated TES model, an 

annual simulation was conducted for the target building to examine its applicability of the TES 

model. Influential factors affecting the thermal storage effect of the floor cooling system were 

analyzed based on the results of the annual simulation. The main findings are summarized as 

follows. 

 

 The reproducibility of the PCM temperature trend when using the HFM was 

superior to that of differential scanning calorimetry (DSC) testing. An HFM 

with slow cooling and heating rates is an appropriate measurement method for 

PCMs installed in buildings, where the temperature variation is slow, to capture 

such a sensitive phase change of the PCMs. Although paraffin has a small 

supercooling, where the peak phase change temperature difference is only 1 ℃ 

between the melting and solidification states, the difference in PCM 

temperature between the hysteresis and enthalpy methods was large at night. 

The PCM temperature calculation was influenced more by the hysteresis than 

by the accurate convective heat transfer coefficient using coupled CFD in the 

target system. Under the given building conditions, measuring the PCM using 

the HFM contributed to improving the accuracy of calculating the PCM 

temperature. 

 The accuracy of the coupled CFD for simulating the floor surface temperature 

in the room installed with the PCM, i.e., Room A, was superior to that of the 

TES using the hysteresis method in the period of relatively high air velocity (0.4 

m/s on average) near the floor. Nevertheless, there were no significant 

differences between the coupled CFD and TES during the other periods of 

opening the windows. In Room A, the RMSE in the TES was 0.2 ℃ lower than 

that in the coupled CFD using the temperature wall function when the windows 

were closed throughout the day, and the influence of natural convection was 

dominant. Given the heavy calculation loads of the coupled CFD, we can 

conclude that TES with the hysteresis method is applicable to evaluating 

temperature field in both naturally ventilated and non-ventilated buildings 

equipped with PCMs annually. 

 The radiant floor cooling system contributed to improving thermal comfort 

owing to the increased thermal mass of the PCMs and forced nocturnal 

ventilation for the underfloor space, even when the OT was used for the 

evaluation. In particular, the thermal comfort period was 68.5% for the entire 

year in Case 4. These results imply that night ventilation for the underfloor 
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space and room is the optimum ventilation setting for achieving thermal comfort 

based on the OT. 

 The daily maximum and minimum ambient temperatures of the PCMs 

significantly affected βmax and βmin, respectively. The daily average temperature 

was important for maximizing the utilization rate, exhibiting a strong 

relationship (R=0.77). The result of the annual simulation considering the 

hysteresis suggests that the daily average ambient temperature of PCMs is a 

suitable criterion for selecting the phase change temperature of the PCMs, even 

in hot and humid regions. If a PCM has a large hysteresis between the peak 

melting and solidification temperatures, the daily maximum and minimum 

ambient temperatures can be a useful guideline for selecting a phase change 

temperature as well.  

 βmax strongly influenced the retention of the thermal storage effect of the PCM 

because its cooling effect decreased significantly after it melted completely. To 

maximize the thermal storage effect of the PCM, a higher utilization must be 

maintained while avoiding a βmax of 100%. βmax, which was influenced by the 

daily maximum ambient temperature of the PCM, also affected the annual 

utilization rate if the PCM solidified completely within a night through 

nocturnal forced ventilation for the underfloor space. Based on the annual 

simulation, a reasonable annual average utilization rate of approximately 70% 

can be determined to maintain a low floor surface temperature throughout the 

year.  
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Chapter 7 

Thermal comfort evaluation of window-

opening control for ventilative cooling and 

thermal storage effect 

 

 

 
Abstract  

 

Chapter 7 aims to determine the optimum window-opening control that maximizes annual 

thermal comfort using ventilative cooling, i.e., night and comfort ventilation, in naturally 

ventilated buildings with the floor cooling system. A thermal energy simulation (TES) coupled 

with an airflow network model was constructed to evaluate the comfort ventilation and thermal 

storage effects of the PCMs by controlling the window-opening patterns. The EnergyPlus-

based coupled TES model was validated by comparing with the field measurement results in 

Chapter 3. The root-mean-square errors of the temperature and air velocities at the center of 

the target building ranged from 0.2–0.5 °C and 0.1–0.2 m/s, respectively. The accuracy of the 

coupled TES was similar to that of computational fluid dynamics coupled with the heat balance 

analysis, which can simulate the spatial distributions of temperature and air velocities and was 

constructed in Chapter 5. The annual simulation results showed that prioritizing the thermal 

storage effect of the PCMs in the morning and comfort ventilation in the afternoon increases 

the thermal comfort period. For the optimum window-opening control to maximize thermal 

comfort in the hot and humid climate, an indoor temperature of 27 °C can be considered a 

criterion to open the windows for comfort ventilation in addition to night ventilation for the 

thermal storage effect. When this criterion was applied, the thermal comfort period in the room 
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with PCMs increased to 83.3%. Accordingly, the reduction in electricity consumption for 

space cooling was 41% less than that in a control room without PCMs.  

 

Key words  

Window-opening control, Comfort ventilation, Thermal storage effect, Air flow network, 

Coupled simulation. 

 

7.1. Introduction  

The results in Chapter 6 showed that the thermal storage effect can be utilized 

throughout the year because the forced ventilation near the PCM ensures solidification at night. 

The thermal storage of PCMs employing night ventilation increased the annual thermal 

comfort period based on the operative temperature (OT) by up to 68.5%. Nevertheless, the 

thermal storage effect of the radiant floor cooling system alone makes it difficult to achieve 

thermal comfort during the peak temperature period. Therefore, it is necessary to consider the 

influence of airflow on the convective and sweat-evaporative heat loss of the human body 

using comfort ventilation, as indicated in Chapter 3. Tanabe et al. [7.1] indicated that adequate 

air movement, i.e., comfort ventilation, can compensate for increased air temperature and 

humidity. The cooling effect of comfort ventilation largely depends on outdoor conditions in 

naturally ventilated buildings [7.2]. Although the influence of comfort ventilation tends to be 

low when the air velocity is low, the accumulation of coolness and temperature reduction near 

the floor from the thermal storage effect has been observed in Chapter 4. Therefore, the 

combined effects of comfort ventilation and thermal storage of PCMs must be investigated to 

maximize indoor thermal comfort in hot and humid conditions.  

Window-opening control can be important in utilizing both comfort ventilation and 

thermal storage effect through night ventilation Sorgato et al. [7.3] established a night 

ventilation control method by referencing the indoor operative and outdoor temperatures in 

Brazil. Psomas et al. [7.4] evaluated the risk of thermal discomfort when an automated 

window-opening control system was used for comfort ventilation in Denmark. Wang et al. 

[7.5] simulated the influence of window-opening operations on building energy consumption 

in the United States. However, most previous studies on window-opening control utilized air-

conditioning systems in temperate climates, and few studies have constructed a window-

opening control method that solely employs passive cooling methods in hot and humid 

climates.  

Furthermore, previous studies on window-opening control systems have primarily 

focused on reducing cooling loads and energy consumption using thermal energy simulation 

(TES). However, annual analysis methods that evaluate indoor thermal comfort by considering 

both comfort ventilation, i.e., air velocity, and thermal storage effect has posed challenges [7.6, 

7.7]. The CFD simulation coupled with a heat balance analysis, which simultaneously 
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evaluates the comfort ventilation and thermal storage effects of PCMs, was constructed in 

Chapter 5. However, the application of the coupled CFD to long-term evaluations is difficult 

owing to its high calculation load. For instance, the constructed coupled CFD took three days 

for the three-day simulation. TES can be a suitable method to analyze the thermal storage 

effect of PCMs, which must consider the influence of long-term history owing to its low 

calculation load, as presented in Chapter 6. However, considering the TES for the spatial 

distribution of air velocity is difficult due to the nodal model for each zone [7.8, 7.9]. Therefore, 

a TES-based annual coupled simulation method that considers the PCM history of the long-

term thermal storage effect and the influence of comfort ventilation, i.e., air velocity, is 

required because the complex relationship between the thermal storage effect of PCMs and 

comfort ventilation through window-opening controls must be clarified to maximize thermal 

comfort under various outdoor conditions. 

 

7.1.1. Objective  

In Chapters 3–6, the window system, PCMs, and cooling method of the PCMs were 

investigated. Using a TES-based annual coupled simulation, Chapter 7 aims to determine the 

optimum window-opening control that maximizes the annual thermal comfort using the 

thermal storage effect of the PCMs and comfort ventilation in naturally ventilated buildings. 

First, a TES coupled with an airflow network (AFN) model that calculates the air flow rate 

and indoor air velocity to evaluate the influence of comfort ventilation was developed, 

followed by the construction of a simulation model for a full-scale experimental building used 

in Chapters 3–6. Second, the coupled TES model was validated by comparing it with the 

results of the field measurements and with the coupled CFD developed in Chapter 5. Third, 

annual simulations with different window-opening controls were conducted to maximize the 

thermal comfort period using the thermal storage effect of the PCMs and comfort ventilation, 

as well as to reduce energy consumption. The relationship (including the trade-off 

relationship) between the thermal storage effect and comfort ventilation was discussed to 

determine the optimum window-opening control based on the simulation results.  

 

7.2. Methodology  

7.2.1. Coupled TES 

In Chapter 7, the EnergyPlus-based model developed in Chapter 6 was modified. Fig. 

7.1 shows the calculation flow for the coupled TES constructed in this chapter. Regarding the 
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calculation method for the heat balance analysis was almost the same as that in Chapter 6 (see 

section 6.2.2). In Chapter 7, the TES was coupled with the AFN model. In the coupled 

simulation (coupled TES), the results of the previous time step were employed as the initial 

condition of the present time step. First, the airflow was analyzed using the AFN, and the 

airflow rate for each zone was outputted for the heat balance analysis. The heat balance of 

each node was then calculated using the TES. The airflow and heat balance analyses were 

iterated in the same time steps until the heat balance analysis converged. The time step for the 

coupled simulations was 1 min and the number of iterations per time step was 100. 

 

7.2.1.1. Air flow analysis  

In the coupled TES using EnergyPlus, the airflow rate for each zone was calculated 

using the AFN model based on the airflow balance. The following equations show the 

fundamental formula for the airflow balance in each zone (Eq. 7.1):  

∑ 𝑚𝑖 = ∑ 𝜌𝑎𝑖𝑟𝑄𝑓𝑙𝑜𝑤 = 0𝑁
𝑖=1

𝑁
𝑖=1        (7.1) 

where mi is the mass flow rate [kg/s], ρair is the density of the air [kg/m3], and Qflow is the flow 

rate [m3/s].  
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Fig. 7.1. Flow chart of the coupled TES. 
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To calculate the airflow rate for an indoor space, the AFN considers two types of 

ventilation: buoyancy-driven and wind-driven. In this study, the airflow rate for each zone was 

calculated as the root sum square of both ventilation types and is expressed as follows (Eqs. 

7.2–7.5): 

𝑄𝑓𝑙𝑜𝑤 = √𝑄𝑠
2 + 𝑄𝑤

2         (7.2) 

𝑄𝑠,𝑤 = 𝑐𝑑𝐴√
2∆𝑃𝑠,𝑤

𝜌
        (7.3) 

∆𝑃𝑠 =
𝜌𝑔𝑥(𝑇𝑧−𝑇∞)

𝑇𝑧
        (7.4) 

∆𝑃𝑤 = (𝑐𝑤1 − 𝑐𝑤2)
1

2
𝜌𝑈𝑟𝑒𝑓

2        (7.5) 

where Qflow is the flow rate [m3/s], Qs is the buoyancy-driven flow rate [m3/s], Qw is the wind-

driven flow rate [m3/s], cd is the discharge coefficient [-], Pi is the pressure [Pa], Ai is the area 

[m2], g is the gravitational acceleration [m2/s], Uref is the  air velocity at reference point [m/s], 

Ts is the surface temperature [K], T∞ is the outside temperature [K], and cw is the wind-pressure 

coefficient [-].  

Prior to the airflow analysis in EnergyPlus, a CFD simulation of the target building 

was performed to obtain the wind-pressure coefficient (cw) of the external walls and discharge 

coefficient (cd) of the openings. For the CFD simulation, a commercial software (scSTREAM 

v2021; MSC software, Tokyo, Japan) was used to solve the governing equations for 

momentum and continuity. The simulation settings were based on the best-practice guidelines 

for CFD simulations provided by Franke et al. [7.10], Tominaga et al. [7.11], and Blocken 

[7.12]. The three-dimensional steady Reynolds-averaged Navier–Stokes (RANS) equation 

was solved, and the renormalization group k–ε model (RNG k–ε) [7.13, 7.14] was selected as 

the turbulence model. Second-order upwind discretization schemes were employed for the 

momentum and turbulence equations. Convergence was assumed when the scaled residual 

leveled off at a minimum of 10−5 for all variables.  

The dimensions of the calculation domain were 132 × 132 × 68.7 m (W×D×H), 

which was discretized by a hexahedral mesh of 258 × 235 × 116 for the outer domain and 210 

× 143 × 89 for the inner domain. The influence of mesh size was examined using the grid 

convergence index (GCI), as suggested by Roache [7.15]. The GCI between the medium-mesh 

model (9,705,750 elements) and the coarse-mesh model (4,862,769 elements) was 2.7% and 

that between the medium-mesh model and the fine-mesh model (18,213,551 elements) was 

1.4%. Based on the results of the grid sensitivity analysis, the medium-mesh model (9,705,750 

elements) was selected for this analysis. 
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The flow and wall boundary conditions were set at the interfaces of the 

computational domain, that is, Xmin, Xmax, Ymin, Ymax, Zmin, and Zmax. Regarding the wall boundary 

condition, the log low condition was considered for the building and Zmin [7.16]. For the flow 

boundary, the inflow from 16 directions (every 22.5°) was calculated to determine cw and cd 

for all wind directions. A wind speed of 3 m/s at the reference height (H=10 m) was set at Xmin 

and Ymin as the inputs, whereas a fixed total pressure (0 Pa) was set at Xmax and Ymax as the 

outflow condition. When the wind direction was reversed, the flow boundary settings Xmin, 

Xmax, Ymin, and Ymax were reversed to calculate the flow field. The power-law exponent for the 

inflow determined by the terrain category was 0.2, which considers the environment 

surrounding the experimental building [7.17]. Fig. 7.2 presents cw for the windward and 

leeward sides of Rooms A and B. The cd for openings was approximately 0.6–0.7 in previous 
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studies [7.18–7.20]. Based on the previous studies and the results of the flow rate in the CFD, 

a cd of 0.6 was adopted for the air flow analysis in this chapter. 

 

7.2.1.2. Air velocity estimation using the air flow network model  

The AFN model cannot be used to calculate the indoor air velocity. Tanabe et al. 

[7.21] showed that the airflow rate could be predicted using the air velocity at a naturally 

ventilated opening. Horikawa et al. [7.22] found a strong correlation between the air velocity 

at a naturally ventilated opening and the air velocity at an occupied level 15 m away from the 

opening. In the present study, a linear regression formula between the airflow rate and the air 

velocity at a specific measurement point was constructed to calculate the indoor air velocity 

using the AFN model. A linear regression formula was obtained based on the CFD simulation 

results as follows (Eq. 7.6): 

𝑈𝑖 = 𝑎𝑄𝑣𝑒𝑛𝑡 + 𝑏        (7.6) 

where Ui is the  air velocity [m/s], Qvent is the ventilation rate [m3/s], a and b are the coefficients 

[-].  

Table 7.1 presents the coefficient of Eq. 7.6, which was obtained from the simulation 

results to calculate the air velocity in the middle of the rooms (FL+1.1 m). As the opening type 

affects the indoor air flow pattern shown in Chapter 3, a linear regression formula must be 

developed for each window type and measurement point. In the target building, a horizontal 

pivot window, which is a preferable window type for comfort ventilation under hot and humid 

conditions, was installed in Room A, and a simple opening was used in Room B. A simple 

opening used in Room A was investigated in the annual simulation to clarify the influence of 

the window type. The measurement position was at the center of the rooms at a height of 1.1 

m above the floor. The coefficient of a in case of the horizontal pivot window was higher than 

that of the simple opening because the horizontal pivot window controls the inflow vertically 

and contributes to increasing the air velocity at the occupied level (FL+1.1 m). Therefore, even 

when the air flow rate was the same, the air velocity at occupied level in case of the horizontal 

pivot window was higher than that of the simple opening. 

Window type and Height a b R2 

Horizontal pivot in Room A (FL+1.1 m) 0.4103 0.0834 0.69 

※Simple opening in Room A (FL+1.1 m) 0.2767 -0.0436 0.79 

Simple opening in Room B (FL+1.1 m) 0.2825 0.0458 0.84 

※ comparison of the window types in Room A 

 

Table 7.1. Coefficients of linear regression. 
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In the case of the horizontal pivot window and simple opening, the R2 values of the 

linear regression formula for air velocities at FL+1.1 were 0.69 and 0.84, respectively. Moon 

et al. [7.23] concluded that a coefficient of determination (R2) more than 0.6 represents a high 

correlation, and this criterion is generally accepted as a key index for evaluating the reliability 

of simple regression statistical models. 

Because both buoyancy and wind-driven ventilation affect the indoor airflow, the 

flow field characteristics based on the experimental results need to be clarified [7.24]. 

Archimedes number (Ar) is the ratio of the external forces to the internal viscous form, which 

describes the flow field characteristics. The Ar during November 13–17, when the windows 

were opened throughout the day, was calculated using the following equation (Eq. 7.7) [7.25]:  

𝐴𝑟 =
𝑔𝛽𝑥|𝑇𝐹𝐿+1.1−𝑇𝑜𝑢𝑡|

𝑈2         (7.7) 

where Ar is the Archimedes number [-], g is the gravitational acceleration [m2/s], β is the 

thermal expansion rate [-], x is the length [m], TFL+1.1 is the room air temperature at 1.1 m 

above the floor [K], Tout is the outdoor temperature [K], and Ui is the air velocity [m/s].  

The average Ar values were 0.05 and 0.08 in Rooms A and B, respectively. Therefore, 

the influence of wind-driven ventilation was dominant on the indoor airflow compared with 

that of buoyancy-driven ventilation. Moreover, the prevailing wind direction in the 

experimental field was uniform throughout the year because of the sea and land breezes. The 

results in Chapter 3 showed that the indoor air flow patterns using the horizontal pivot window 

were mostly similar, regardless of the outdoor wind conditions. A low Ar, stable outdoor wind 

direction, and influence of the opening type resulted in an acceptable simple regression 

statistical model for calculating the indoor air velocity based on the flow rate. 

 

7.2.2. Validation process of the coupled TES 

The simulation results were compared with field measurement to validate the 

constructed model. Room A (test room) was installed with the radiant floor cooling system 

using PCMs, whereas Room B was set as the reference room without the radiant floor cooling 

system to maintain consistency with the field measurement in Chapter 3. The ventilation fans 

(0.95 m3/s) for the underfloor space in Room A were turned on between 18:00 and 7:00, 

referring the results in Chapters 5 and 6 to maximize the thermal storage effect of PCMs. The 

field measurement (Chapter 4) and annual simulation (Chapter 6) have confirmed the validity 

of the phase change temperature of 28–30 ℃ under the weather conditions of the experimental 

field in Tangerang, Indonesia. As mentioned, the opening types in Rooms A and B were 

assumed to be the horizontal pivot window which is a preferable window type for comfort 
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ventilation as discussed in Chapter 3 and simple opening, respectively, for airflow analysis, 

and the windows were opened throughout the day. 

The indoor air velocity calculated using Eq. 7.6 and the air flow rate in the coupled 

TES. The result of the coupled TES was compared with that of the TES with a constant flow 

rate (0.7 m3/s) constructed in Chapter 6 based on the equation of the outdoor wind condition 

and opening area proposed by the American Society of Heating and Air-Conditioning 

Engineers (ASHRAE) [7.26]. Furthermore, the results of the coupled TES were compared with 

those of the CFD simulation coupled with the heat balance analysis (coupled CFD simulation) 

constructed in Chapter 5 to discuss the calculation results of the indoor air velocity for thermal 

comfort evaluation. If the accuracy of the coupled TES is similar to that of the coupled CFD 

simulation, it can be inferred that the coupled TES is an appropriate calculation method for 

evaluating the indoor thermal comfort of naturally ventilated buildings with window systems 

and radiant floor cooling systems. Because of the low calculation load, coupled TES can be a 

more feasible calculation method than coupled CFD for annual thermal comfort evaluation if 

the coupled TES model is validated. The temperatures were averaged every 10 min to maintain 

consistency with the field measurement. The simulation results were evaluated in terms of the 

root-mean-square error (RMSE) and R2. Moreover, Coakley et al. [7.27] proposed the 

coefficient of variation of the RMSE (CVRMSE). Chapter 7 employed CVRMSE for 

evaluating the validation results, regardless of the unit as follows (Eq. 7.8): 

𝐶𝑉𝑅𝑀𝑆𝐸 =
√∑

(𝐿𝑖𝑠−𝐿𝑖𝑚)2

𝑁
𝑁
𝑖=1

𝐿𝑚̅̅ ̅̅
       (7.8) 

where Lis is the simulated value, Lim is the measured value, and N is the number of data points. 

 

7.2.3. Window-control and simulation setting  

Table 7.2 presents the simulation cases with window-control methods for annual 

simulation. Ideally, the windows should be closed when the indoor temperature is low to 

maintain the thermal storage effect. As the indoor temperature or outdoor wind speed increases, 

the windows should be opened to provide comfort ventilation. Furthermore, windows should 

be opened at night to effectively dissipate the heat accumulated during daytime in the PCM 

through night ventilation, as discussed in Chapter 6. The conditional criteria for opening the 

windows in this simulation included four basic ventilation modes: full-day ventilation, no 

ventilation, day ventilation, and night ventilation. The indoor air temperature, outdoor air 

temperature, and outdoor wind speed were selected as conditional criteria to determine the 

optimal control setting because they are relatively easy to measure and can be used to 

determine the time required to control the windows in practical applications. In the control 
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settings, the windows were closed when the indoor temperature was low to maintain a low 

indoor temperature and thermal storage effect. When the indoor air temperatures exceeded the 

threshold temperatures (i.e., 27, 28, 29, and 30 °C), the room windows were opened at the next 

time step for comfort ventilation because the thermal storage effect alone tends to make it 

difficult to achieve thermal comfort. Similar to the indoor air temperature, the threshold 

temperatures based on the outdoor air temperature (i.e., 26, 27, 28, 29, 30, and 31 °C), which 

were employed for the window-opening control in a previous study [7.3], were set for the 

simulation cases. Although increased temperatures accumulate heat in building structures, 

adequate comfort ventilation during the daytime compensates for the increased air temperature 

and reduces the thermal storage effect. Therefore, as another setting with the wind speed, the 

hourly averaged wind speed was compared with the threshold wind speed (i.e., 0.5, 1.0, 1.5, 

2.0, and 2.5 m/s). When the hourly average wind speed exceeded the threshold wind speed, 

the room windows were opened at the next time step. As listed in Table 7.2, these conditional 

criteria for opening windows combined with the night ventilation were also investigated.  

 

7.2.4. Evaluation criteria 

The optimum window-opening control was determined using the evaluation criteria 

of the standard effective temperature (SET*). The metabolic rate was set to 1.0 met (seated 

position), and the clothing worn was assumed to be 0.5 clo, representing the clothing worn in 

naturally ventilated buildings in the tropics [7.28]. The upper comfort limit (80% acceptance) 

was set for the evaluation based on the previous studies of the thermal comfort model 

conducted on naturally ventilated buildings in the tropics [7.29]. The upper comfort limit of 

SET* was set to 29.9 ℃ [7.29]. 

Window-opening control method Conditional criteria for opening window 

Ventilation mode full day, no, daytime, and nighttime  

Indoor air temperature  above 27, 28, 29, 30 ℃ 

Indoor air temperature + night 

ventilation (NV) 

nighttime OR above 27, 28, 29, and 30 ℃ during daytime 

Outdoor air temperature above 26, 27, 28, 29, 30, and 31 ℃ 

Indoor air temperature + NV nighttime OR above 26, 27, 28, 29, 30, and 31 ℃ during 

daytime 

Outdoor wind speed  above 0.5, 1.0, 1.5, 2.0, and 2.5 m/s 

Outdoor wind speed + NV nighttime OR above 0.5, 1.0, 1.5, 2.0, and 2.5 m/s during 

daytime 

※Nighttime: 18:00–6:00; daytime: 6:00–18:00 

 

Table 7.2. Simulation cases of window-control methods with conditional criteria. 
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7.3. Results 

7.3.1. Validation  

Fig. 7.3 and Table 7.3 show the results of the temperature at each point between the 

measurement and the simulation for Rooms A and B in the case of open windows throughout 

the day. In Room B, the air temperature was calculated using the TES, coupled TES, and 

coupled CFD, with RMSEs of less than 0.4 ℃ and R2 of 0.99. Although the RMSEs of the 

floor surface temperature in the TES and coupled TES were 0.3 ℃ and 0.2 ℃ for the entire 

calculation period, respectively, the RMSE in the coupled CFD was 0.1 ℃ smaller than that 

of the TES and coupled TES when the relatively high air velocity (0.4 m/s on average) was 

observed near the floor surface. Calculating the convective heat transfer coefficient at every 

time step in the coupled CFD model improved the floor surface temperature. Pandey et al. 

[7.30] indicated that the coupled CFD had better prediction accuracy for temperatures than the 

TES under forced convection; however, temperatures calculated using the TES were similar 

to those calculated using the coupled CFD under natural convection. In this study, at night and 

in the morning, the influence of natural convection became large compared with the period of 

high wind speed; thus, the floor surface temperature difference among the three simulation 

methods could not be clearly observed in Room B. 

In Room A, the air temperature difference among the three calculation methods (i.e., 

TES, coupled TES, and coupled CFD) could not be observed clearly because of the significant 

influence of outdoor conditions with the horizontal pivot window. Fin et al. [7.31] reported 

that an increase in the ventilation rate beyond 10 air changes per hour (ACH) did not strongly 

affect the indoor air temperature. A constant ventilation rate of 0.7 m3/s, which equals 32.8 

ACH, was applied to calculate the TES in this study. Although outdoor weather conditions in 

hot and humid climatic regions tend to be calm, the nocturnal air flow rate was approximately 

0.2 m3/s, which was equivalent to 9.6 ACH, because the experimental building had the opening 

on the north and south sides that faced prevailing wind directions. Therefore, the accuracy of 

the TES with the constant flow volume is similar to that of the coupled TES and CFD for 

calculating the air temperature. For the floor surface temperature, the thermal storage effect of 

the PCMs during the daytime was observed in both the field measurement and simulations, 

that is, TES, coupled TES, and coupled CFD. The diurnal floor surface temperature in Room 

A was 0.6 ℃ (measured) and 0.4–0.7 ℃ (simulated) lower than that in Room B (control room) 

because of the thermal storage effect of PCMs. When the PCMs reached the melting 

temperature of 30 °C, they maintained a constant temperature in both field measurement and 

simulations, resulting in a lower floor surface temperature. The RMSE and R2 of the PCM 
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temperature in the coupled TES were 0.3 ℃ and 0.96, respectively. Nageler et al. [7.32] 

compared the RMSEs using four TES tools, namely Dymola, EnergyPlus, IDA ICE, and 

TRANSYS, and the RMSEs for the air temperature in the test chamber ranged from 0.2–2.3 ℃. 

Mazzeo et al. [7.33] reported the simulation accuracy using EnergyPlus, IDA ICE, and 

TRANSYS; the R2 of the air temperature in the test chamber ranged from 0.92–0.99. 

Compared with the accuracy of the temperature calculations in the previous studies using TES 

tools, the results of the coupled TES were relatively accurate.  

Fig. 7.3(a-5, b-5) presents the results of the air velocity in the middle of Rooms A 

and B (FL+1.1 m). In the field measurement, the air velocity in Room A tended to be higher 

than that in Room B during the day because of the influence of the horizontal pivot window. 

Fig. 7.3. Comparison of the (a-1, b-1) air temperature, (a-2, b-2) floor surface temperature, 

and (a-3) PCM temperature; (a-4, b-4) relationship between the indoor air velocity and the 

outdoor wind direction; and (a-5, b-5) indoor air velocities in Rooms A (PCM) and B (control). 
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The simulated results replicated the influence of the opening type on the indoor air velocity. 

Although using the coupled TES to replicate the air velocity at each time step may be difficult 

and the indoor air velocity in the presence of cross winds (i.e., 90° and 270°) did not reach 

zero (Fig. 7.3(a-4, b-4)), it reproduced the overall trend of the indoor air velocity. During the 

daytime, indoor air velocity tended to be high owing to the sea breeze from the north. 

Meanwhile, the nocturnal wind condition was calm. Compared with the coupled CFD 

proposed in Chapter 5, the RMSEs of the air velocity ranged from 0.1–0.2 m/s (coupled TES) 

and 0.1–0.2 m/s (coupled CFD) for both Rooms A and B in this study. The results of a previous 

study using the AFN model showed that the CVRMSE of the flow rate ranged from 0.1%–

44.4% [7.34]. The American Society for Testing Materials (ASTM) D5157 Standard [7.35] 

suggests that the CVRMSE should be less than 25% for the statistical evaluation of indoor air 

quality models, including the calculation of the flow rate. The CVRMSE of the air velocity 

using the result of the airflow rate ranged from 14.5%–22.4% in the coupled TES. Moreover, 

the validation results of the coupled TES were similar to those of the coupled CFD, which had 

a significantly higher calculation load. Given the calculation load and accuracy, coupled TES 

was used for the subsequent analysis to evaluate the annual thermal comfort. 

 

Parameter 

Room A 

TES Coupled TES Coupled CFD 

RMSE 

[℃] 

R2 

[-] 

RMSE 

[℃] 

R2 

[-] 

RMSE 

[℃] 

R2 

[-] 

Air temperature 0.5 0.99 0.5 0.99 0.4 0.99 

Floor surface temperature 0.5 0.97 0.4 0.98 0.5 0.98 

PCM temperature 0.3 0.96 0.3 0.96 0.4 0.97 

       

 Room B 

 TES Coupled TES Coupled CFD 

 RMSE 

[℃] 

R2 

[-] 

RMSE 

[℃] 

R2 

[-] 

RMSE 

[℃] 

R2 

[-] 

Air temperature 0.2 0.99 0.4 0.99 0.4 0.99 

Floor surface temperature 0.3 0.99 0.2 0.99 0.3 0.99 

 

Table 7.3. Correlation and deviation of temperature between the field measurement and the simulation. 
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7.3.2. Annual simulation  

7.3.2.1. Annual weather data  

Fig. 7.4 shows the outdoor air temperature, relative humidity, wind speed, and wind 

direction measured in the experimental field in 2020. Overall, a small annual temperature 

range of 1.3 ℃ and high relative humidity (more than 80% on monthly average), which are 

the features of hot and humid climatic regions, were observed. The outdoor air temperature in 

the experimental field was similar to the recent weather observation data (2005–2020) at the 

nearest official weather station (Tangerang) [7.36], with diurnal and nocturnal averages of 

28.9–31.0 ℃ and 25.2–26.1 ℃, respectively.  

As Tangerang is a coastal city, the prevailing wind direction was north during the 

day owing to the sea breeze, whereas it was south at night. The diurnal and nocturnal mean 

wind speeds ranged from 1.6–2.7 m/s and 0.3–1.1 m/s, respectively. The wind speed in 

December was relatively high, compared to that in the other month.  
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Fig. 7.4. (a) Outdoor air temperature range, (b) outdoor relative humidity range, (c) wind rise 

in 2020, and (d) monthly averaged daily patterns of the outdoor wind speed. 
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7.3.2.2. Influence of the ventilation mode 

Fig. 7.5ab presents the monthly averaged daily patterns of the air temperature and 

SET* for each ventilation mode. Table 7.4 shows the hourly SET* range with comfort 

evaluation. Four basic ventilation modes were applied to the window-opening patterns in 

Room A. As a reference, the window-opening pattern in Room B (control) was no ventilation 

and day ventilation, which is the major window-opening pattern in the hot and humid climates 

of Indonesia and Malaysia [7.36, 7.37]. In Room B without ventilation, the diurnal average 

SET* was 31.7 ℃. The SET*-based comfort period in Room B (no ventilation) was 31.1% 

per year. When day ventilation was applied to Room B, the comfort period increased to 50.3% 

per year owing to comfort ventilation during the daytime.  

Fig. 7.5. (a,b) Monthly averaged daily patterns of indoor air temperature and SET* with 

changing ventilation modes and (c) indoor velocities and outdoor wind directions in Room A 

under full-day ventilation condition. 
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In Room A, without ventilative cooling through the windows, the diurnal average 

SET* was 0.1 ℃ lower than that in Room B (no ventilation) because of the thermal storage 

effect from the radiant floor cooling system. The air temperature in Room A (no ventilation) 

was 0.1–0.5 ℃ lower than that in Room B (no ventilation) in the afternoon. In the case of full- 

day ventilation for Room A, the diurnal average SET* was 28.6 ℃, with an annual comfort 

period of 71.0% during the daytime. Fig. 7.5c shows the results of air velocity in the case of 

full-day ventilation condition for the middle of Room A (FL+1.1 m). The mean diurnal and 

nocturnal air velocities were 0.6 m/s and 0.2 m/s, respectively. The relatively high air velocity 

was observed when the outdoor wind direction was north and south which was perpendicular 

to the façade of experimental building. Switching the window operations (i.e., closing and 

opening) strongly affected the SET*. In particular, when day ventilation was stopped and night 

ventilation was started, the SET* differences between 17:00 and 18:00 ranged from 2.3–4.8 ℃. 

Moreover, when the windows in Room A were closed, the air temperature in Room A sharply 

increased by 0.5–1.1 ℃ due to the stored heat emission into the room. Nevertheless, the 

comfort period for day ventilation was 0.8% longer than that for night ventilation. Because the 

daytime wind speed tended to be higher than the nocturnal wind speed at the experimental site, 

the influence of day ventilation on extending the comfort period was slightly greater than that 

of night ventilation. The diurnal average SET* in Room A (day ventilation) was reduced by 

0.9 ℃ than that in room B (day ventilation) owing to the radiant floor cooling system and 

horizontal pivot window, which is the preferable window type for improving the thermal 

comfort in a hot and humid climate. 

 

 Nighttime Daytime Whole 

 SET*[℃] 

min–max 
(avg) 

Comfort 

period [%] 

SET*[℃] 

min–max 
(avg) 

Comfort 

period [%] 

Comfort 

period [%] 

Room B 

(No ventilation) 

25.0–34.6 ℃ 

(30.0 ℃) 

48.7% 25.7–35.7 ℃ 

(31.7 ℃) 

13.5% 31.1% 

Room B  
(Day ventilation) 

24.8–34.2 ℃ 
(29.8 ℃) 

51.9% 20.7–34.7 ℃ 
(29.7 ℃) 

48.6% 50.2% 

Full-day ventilation 19.9–32.4 ℃ 

(26.6 ℃) 

95.2% 19.9–33.4 ℃ 

(28.6 ℃) 

71.0% 83.1% 

No ventilation 24.8–34.3 ℃ 
(29.9 ℃) 

49.2% 25.2–35.6 ℃ 
(31.6 ℃) 

14.9% 32.1% 

Night ventilation 19.9–32.5 ℃ 

(26.7 ℃) 

95.3% 23.2–35.5 ℃ 

(31.2 ℃) 

22.6% 58.9% 

Day ventilation 24.5–34.0 ℃ 
(29.8 ℃) 

51.8% 20.0–33.5 ℃ 
(28.8 ℃) 

67.7% 59.8% 

※ Nighttime: 18:00–6:00; Daytime: 6:00–18:00 

 

Table 7.4. Hourly SET* range with thermal comfort evaluation and changing ventilation 

modes. 
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7.3.2.3. Window-opening control based on the indoor air temperature  

Focusing on window-opening control based on the indoor air temperature, Fig. 7.6 

presents the monthly averaged daily patterns of SET*, and Table 7.5 depicts the hourly SET* 

ranges with comfort evaluation. The median switching time for window opening was 

presented as a typical window-opening pattern in the simulation, as shown in Fig. 7.6. A low 

indoor air temperature threshold resulted in a low annual average SET*. The annual average 

SET* in the case of threshold indoor temperatures of 27 °C and 30 ℃ were 29.0 ℃ and 30.4 ℃, 

respectively. Around 6:00, the SET* difference among the four cases was relatively small 

because of the low air velocity. As the indoor temperature increased in the morning, the SET* 

difference between the cases increased from the lower threshold because of comfort ventilation 

obtained by opening the windows (Fig. 7.6c). The SET* in the case of threshold temperatures 

of 29 °C and 30 °C tended to exceed the comfort limit in the late evening because closing the 

windows prevented ventilative cooling and the building structures could not dissipate the heat 

sufficiently. The duration of opening the windows in the case of the threshold indoor 
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Fig. 7.6. Monthly averaged daily patterns of SET* controlled by the (a) indoor air temperature 

and (b) indoor air temperature and night ventilation (NV). 
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temperature of 27 °C was 3587 h longer than that at 30 °C, and the window-opening pattern 

difference, that is, closed and opened, frequently occurred in the morning and late evening. 

Combining the indoor temperature threshold with night ventilation (NV) increased 

the thermal comfort period. The temporal variation in the SET* at night was almost the same 

regardless of the threshold temperature. Thermal comfort periods were 95.2% for all cases 

during the nighttime. Meanwhile, the thermal comfort period during the daytime increased by 

1.8%–6.3% compared with that in the corresponding cases without night ventilation. In 

particular, the night ventilation reduced the SET* and extended the thermal comfort period in 

the morning because of a reduction in the air temperature and mean radiant temperature owing 

to the thermal storage effect. The case of the indoor temperature threshold of 27 °C and night 

ventilation was the optimum window-opening control among the 34 cases with an annual 

comfort period of 83.3%. This implies that indoor thermal comfort can be achieved for most 

of the year without the use of air-conditioning systems if the radiant floor cooling system and 

horizontal pivot window with optimum window-opening control are employed. 

 

 Nighttime Daytime Whole 

 SET*[℃] 

min–max 
(avg) 

Comfort 

period [%] 

SET*[℃] 

min–max 
(avg) 

Comfort 

period [%] 

Comfort 

period [%] 

27 ℃ 24.5–32.4 ℃ 

(28.2 ℃) 

95.1% 24.4–33.4 ℃ 

(29.0 ℃) 

69.6% 82.4% 

28 ℃ 24.7–32.4 ℃ 
(28.9 ℃) 

85.6% 24.6–33.4 ℃ 
(29.3 ℃) 

66.4% 76.0% 

29 ℃ 24.8–32.4 ℃ 

(29.4 ℃) 

59.7% 25.1–33.4 ℃ 

(29.8 ℃) 

50.9% 55.3% 

30 ℃ 24.8–33.0 ℃ 
(29.8 ℃) 

49.7% 25.2–33.4 ℃ 
(30.4 ℃) 

33.2% 41.4% 

27 ℃+NV 19.9–32.4 ℃ 

(26.7 ℃) 

95.2% 23.2–33.4 ℃ 

(28.9 ℃) 

71.3% 83.3% 

28 ℃+NV 19.9–32.4 ℃ 
(26.7 ℃) 

95.2% 23.2–33.4 ℃ 
(29.1 ℃) 

69.6% 82.4% 

29 ℃+NV 19.9–32.4 ℃ 

(26.7 ℃) 

95.2% 23.2–33.4 ℃ 

(29.6 ℃) 

55.1% 75.2% 

30 ℃+NV 19.9–32.4 ℃ 
(26.7 ℃) 

95.2% 23.2–33.4 ℃ 
(30.1 ℃) 

39.5% 67.3% 

※Nighttime: 18:00–6:00; Daytime: 6:00–18:00 

Bold: the longest annual comfort period among the 34 cases in this study. 

 

Table 7.5. Hourly SET* ranges with thermal comfort evaluation controlled by the (a) indoor 

air temperature and (b) indoor air temperature and night ventilation (NV) 
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7.3.2.4. Window-opening control based on the outdoor air 

temperature  

Focusing on window-opening control based on the outdoor air temperature, Fig. 7.7 

presents the monthly averaged daily patterns of SET*, and Table 7.6 depicts the hourly SET* 

range with comfort evaluation. Similar to the window-opening controlled through the indoor 

temperature threshold, the low threshold of the outdoor air temperature resulted in a low annual 

average SET* owing to the significant influence of comfort ventilation during the daytime. 

The annual average SET* in the case of the threshold temperature of 26 ℃ was 1.6 ℃ lower 

than that at 31 °C.  

In the case of a threshold temperature of more than 27 °C, the maximum SET* was 

frequently observed in the evening. Previous studies [7.38] reported that the indoor 

temperature peak was delayed by a few hours compared with that in outdoors in buildings with 
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Fig. 7.7. Monthly averaged daily patterns of SET* controlled by the (a) outdoor air 

temperature and (b) outdoor air temperature and night ventilation (NV). 
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a high thermal mass. The outdoor temperature drop was faster than the indoor temperature 

drop. Moreover, the radiant floor cooling system, which increased the thermal storage of the 

target building using PCMs, released the heat into the indoor and underfloor spaces in the 

evening. In cases where the threshold outdoor temperature was more than 28 °C, the windows 

were often closed before 18:00. Even when night ventilation was included, an increase in the 

SET* in the late afternoon was observed because of the temperature peak shift between the 

outdoor and indoor environments. Therefore, window-opening control using outdoor 

temperatures may not be a suitable control method for buildings with PCMs. 

 

7.3.2.5. Window-opening control based on the outdoor wind speed 

Focusing on window-opening control based on the outdoor wind speed, Fig. 7.8 

presents the monthly averaged daily patterns of SET*, and Table 7.7 depicts the hourly SET* 

ranges with comfort evaluation. The monthly average SET* in December was 0.1–3.8 ℃ 

lower than that in the other months (January to November) because the monthly average 

 Nighttime Daytime Entire 
 SET* [℃] 

min–max 

(avg) 

Comfort 

period [%] 

SET* [℃] 

min–max 

(avg) 

Comfort 

period [%] 

Comfort 

period [%] 

26 ℃ 23.3–32.4 ℃ 
(28.6 ℃) 

87.6% 23.1–33.4 ℃ 
(29.0 ℃) 

67.5% 77.5% 

27 ℃ 24.7–32.6 ℃ 

(29.3 ℃) 

63.5% 24.6–33.5 ℃ 

(29.2 ℃) 

63.7% 63.6% 

28 ℃ 24.8–33.1 ℃ 
(29.7 ℃) 

52.2% 25.3–33.6 ℃ 
(29.5 ℃) 

58.2% 55.2% 

29 ℃ 24.8–33.7 ℃ 

(30.0 ℃) 

47.7% 25.3–33.8 ℃ 

(29.8 ℃) 

50.5% 49.1% 

30 ℃ 24.8–34.1 ℃ 
(30.0 ℃) 

46.5% 25.3–34.0 ℃ 
(30.3 ℃) 

38.7% 42.6% 

31 ℃ 24.8–34.4 ℃ 

(30.0 ℃) 

46.5% 25.3–34.8 ℃ 

(30.7 ℃) 

27.2% 36.9% 

26 ℃+NV 19.9–32.4 ℃ 
(26.7 ℃) 

95.1% 23.1–33.4 ℃ 
(28.8 ℃) 

69.7% 82.4% 

27 ℃+NV 19.9–32.4 ℃ 

(26.7 ℃) 

95.1% 23.2–33.4 ℃ 

(29.0 ℃) 

66.9% 81.0% 

28 ℃+NV 19.9–32.4 ℃ 
(26.7 ℃) 

95.0% 23.2–33.5 ℃ 
(29.3 ℃) 

62.5% 78.8% 

29 ℃+NV 19.9–32.4 ℃ 

(26.7 ℃) 

94.9% 23.2–33.7 ℃ 

(29.6 ℃) 

56.4% 75.6% 

30 ℃+NV 19.9–32.5 ℃ 
(26.7 ℃) 

94.7% 23.2–33.8 ℃ 
(30.0 ℃) 

47.1% 70.9% 

31 ℃+NV 19.9–32.5 ℃ 

(26.7 ℃) 

94.6% 23.2–34.7 ℃ 

(30.3 ℃) 

36.7% 65.7% 

※Nighttime: 18:00–6:00; Daytime: 6:00–18:00 

 

Table 7.6. Hourly SET* ranges with thermal comfort evaluation controlled by the (a) outdoor 

air temperature and (b) outdoor air temperature and night ventilation (NV) 
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outdoor wind speeds in December were 0.6–1.1 m/s (daytime) and 0.6–0.9 m/s (nighttime) 

higher than those in the other months (Fig. 7.4d). In the afternoon, when the outdoor speed 

tended to be more than 0.5 m/s, the threshold wind speed strongly influenced the SET*. Thus, 

the diurnal average SET* in the case of the threshold of 0.5 m/s was 1.8 ℃ lower than that of 

2.5 m/s.  

The nocturnal average SET* ranged from 28.1–29.8 ℃, with a comfort period of 

50.1%–76.5%. The nocturnal wind conditions at the experimental site were calm, similar to 

typical weather conditions in hot and humid regions. Even in the case of a threshold wind 

speed of 0.5 m/s, the windows tended to be closed at night, and the indoor space could not 

dissipate heat effectively. Therefore, combining the threshold wind speed with night 

ventilation dramatically increased the thermal comfort period to 94.9%–95.2% at night. 

Similarly, windows were often closed in the morning owing to the low wind speed. The diurnal 

SET* when combining the threshold with night ventilation was 0.2–0.4 ℃ lower than that 

without night ventilation. When the window opening was controlled by the outdoor wind speed, 

the window-opening time affected the expansion of the thermal comfort period owing to the 

dominant influence of wind speed on thermal comfort in the hot and humid climate. The case 
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Fig. 7.8. Monthly averaged daily patterns of SET* controlled by the (a) outdoor wind speed 

and (b) outdoor wind speed and night ventilation (NV). 
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of a threshold wind speed of 0.5 m/s achieved the lowest SET* throughout the year among the 

five types of threshold wind speeds. The SET* decreased further when combined with night 

ventilation.  

 

7.3.2.6. Evaluation of electricity consumption  

Fig. 7.9a depicts the simulation results of the monthly electricity consumption for 

space cooling. The thermostat in Room B was set to 27 °C, which is the comfort temperature 

standard recommended by the Indonesian National Standard (SNI) [7.39], to calculate the 

cooling load in Room B. The annual performance factor (APF) of air conditioners in the room 

was assumed to be 5.7 based on a catalog study for room air conditioners [7.40], and the energy 

consumption was calculated by cooling load and performance factor of air conditioners. The 

annual electricity consumption for space cooling in Room B (without the radiant floor cooling 

system and ventilation), which was constructed using typical construction materials for 

Indonesian apartments, was 1588 kWh, although the simulation was conducted under 

unoccupied conditions without any internal heat gain. According to the results of a field survey 

in Jakarta, the average annual electricity consumption for space cooling was 1591 kWh [7.41]. 

 Nighttime Daytime Whole 

 SET*[℃] 

min–max 
(avg) 

Comfort 

period [%] 

SET*[℃] 

min–max 
(avg) 

Comfort 

period 
[%] 

Comfort 

period [%] 

0.5 m/s 19.9–33.7 ℃ 

(28.1 ℃) 

76.5% 19.9–34.2 ℃ 

(28.8 ℃) 

65.2% 70.8% 

1.0 m/s 20.2–33.8 ℃ 
(28.8 ℃) 

63.7% 19.9–34.5 ℃ 
(29.1 ℃) 

59.8% 61.7% 

1.5 m/s 20.3–34.2 ℃ 

(29.3 ℃) 

56.1% 19.9–34.8 ℃ 

(29.6 ℃) 

52.5% 54.3% 

2.0 m/s 20.3–34.2 ℃ 
(29.6 ℃) 

52.0% 19.9–34.8 ℃ 
(30.0 ℃) 

43.4% 47.7% 

2.5 m/s 20.4–34.3 ℃ 

(29.8 ℃) 

50.1% 19.9–35.3 ℃ 

(30.6 ℃) 

33.9% 42.0% 

0.5 m/s + NV 19.9–32.5 ℃ 
(26.7 ℃) 

95.2% 19.9–33.8℃ 
(28.6 ℃) 

70.0% 82.6% 

1.0 m/s + NV 19.9–32.5 ℃ 

(26.7 ℃) 

95.0% 19.9–34.2 ℃ 

(28.9 ℃) 

65.7% 80.4% 

1.5 m/s + NV 19.9–32.5 ℃ 
(26.7 ℃) 

95.0% 19.9–34.7 ℃ 
(29.3 ℃) 

58.8% 76.9% 

2.0 m/s + NV 19.9–32.5 ℃ 

(26.7 ℃) 

94.9% 19.9–34.7 ℃ 

(29.7 ℃) 

50.7% 72.8% 

2.5 m/s + NV 19.9–32.5 ℃ 
(26.7 ℃) 

94.9% 19.9–35.1 ℃ 
(30.2 ℃) 

41.4% 68.1% 

※Nighttime: 18:00–6:00; Daytime: 6:00–18:00 

 

Table 7. 7. Hourly SET* ranges with thermal comfort evaluation controlled by the (a) outdoor 

wind speed and (b) outdoor wind speed and night ventilation (NV). 
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For the electricity consumption evaluation in Room A, the air conditioner was turned on, and 

the windows were closed when the SET* did not satisfy the thermal comfort range. Moreover, 

the electricity consumption of the ventilation fans for the underfloor space (393 kWh) which 

referred to the specification of the fan used in the field measurements (Chapters 3 and 4) was 

added to compare it with the electricity consumption in Room B and to demonstrate the total 

energy efficiency of the proposed system. 

Figs. 7.9(b)–(f) show the annual electricity consumption for each case. In the case of 

no ventilation, the annual electricity consumption in Room A was 362 kWh higher than that 

in Room B because of the electricity consumption of the fan for the underfloor space. Without 

ventilative cooling, it may be difficult to dramatically reduce electricity consumption. 

Compared with no ventilation, night ventilation reduced the electricity consumption by 356 

kWh. As discussed above, the SET* in Room A rapidly decreased immediately after opening 

the windows at 18:00 owing to ventilative cooling and, thus, contributed to reduced electricity 

consumption. Nevertheless, ventilative cooling at night did not significantly influence the 

reduction in electricity consumption owing to the small cooling load at night. The influence of 

ventilative cooling during the daytime was larger than that at night because the electricity 

consumption of day ventilation was 311 kWh lower than that of night ventilation. Full-day 

ventilation was the best window-opening pattern among the four basic ventilation modes for 

decreasing electricity consumption, with an annual electricity consumption of 955 kWh (Fig. 

7.9b). The combination of the radiant floor cooling system and ventilative cooling throughout 

the day reduced the electricity consumption by 40% compared with the electricity 

consumption in Room B. Overall, the radiant floor cooling system reduced the electricity 
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consumption for cooling and ventilative cooling by opening the window, thus significantly 

contributing to the further reduction in electricity consumption. 

When windows were opened based on the indoor air temperature, a lower threshold 

of the indoor air temperature resulted in lower electricity consumption, primarily because of 

ventilative cooling. For the indoor temperature threshold of 27 °C, the annual electricity 

consumption was 972 kWh. Applying night ventilation further reduced the electricity 

consumption owing to the retention of the thermal storage effect in the morning. The lowest 

annual electricity consumption of 951 kWh among the 34 cases was observed in the case of 

the combination of the threshold indoor temperature of 27 °C and night ventilation. In this 

annual simulation, this window-opening control minimized annual electricity consumption 

while maximizing the annual thermal comfort period.  

Similar to the threshold indoor temperature, a lower threshold outdoor temperature 

and wind speed resulted in lower electricity consumption. Compared with the threshold 

temperature or wind speed alone, the addition of night ventilation reduced the electricity 

consumption by 22–370 kWh. Although Solgi et al. [7.42] indicated that warm nights and 

calm nocturnal wind conditions decreased the cooling effect of night ventilation in hot and 

humid regions, the annual simulation showed that night ventilation strongly contributed to a 

reduction in annual electricity consumption. 

 

7.4. Discussion  

7.4.1. Thermal comfort evaluation  

Compared with the thermal comfort period in Room B (day ventilation), which is 

considered the typical context of apartments in Indonesia, the proposed system installed in 

Room A increased the thermal comfort period by up to 33% per year. Hasse et al. [7.43] 

reported that the annual potential of ventilative cooling to satisfy thermal comfort in major 

cities of Southeast Asia, such as Singapore, Kuala Lumpur, Bangkok, and Hanoi, ranged from 

27%–50%. Wang et al. [7.44] showed that the annual thermal comfort period, which was 

defined as a 70% acceptance rate in a naturally ventilated building with various thermal 

properties of construction materials in Singapore, was approximately 85%. Compared with the 

systems proposed in previous studies, the proposed system in the present study strongly 

contributed to improving thermal comfort, which was 83.3% and 95.9% over a year, as 

evaluated using 80% and 70% acceptance rates, respectively (Table 7.4). 

The ASHRAE Standard 55 indicates that the upper limit of the air velocity shall be 

0.8 m/s when the OT is above 25.5 ℃ [7.45]. Deng et al. [7.46] suggested that a small opening 

area that reduces the influence of the outdoors can be effective in achieving thermal comfort. 
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It is difficult to achieve thermal comfort by closing the windows without sweat evaporation 

and convective heat transfer assisted by sufficient airflow in tropical climates. Therefore, 

occupants living in hot and humid climatic regions tend to prefer higher air velocities than 

those living in other climatic regions. Meita et al. [7.47] conducted a questionnaire survey on 

individuals living in apartments in Indonesia, and the results showed that more than 70% of 

the respondents felt that indoor airflow was high. Nevertheless, approximately 80% preferred 

higher wind conditions. Cândido et al. [7.48] found the minimum preferred air velocities in 

hot and humid climates to be 0.9 m/s for an OT of 30 ℃. Fig. 7.10 shows the relationship 

between OT and SET* at various air velocities, relative humidity of 80%, metabolic rate of 

1.0 met, and clothing worn of 0.5 clo. When the OT is 30 ℃, an air velocity of more than 0.6 

m/s is necessary to satisfy thermal comfort. In the case of full-day ventilation, the average air 

velocity was 0.7 m/s when the OT was approximately 30 ℃. The proposed system with the 

pivot window tended to supply the required airflow that satisfied the thermal comfort while 

reducing the indoor air temperature through the thermal storage effect of the PCMs (Fig. 7.10). 

However, when the OT exceeded 31 °C, it may be difficult to achieve thermal comfort even 

with sufficient airflow, that is, an air velocity of 1.0 m/s (Fig. 7.10). Hence, other passive 

cooling methods that can reduce the OT and increase the air velocity should be investigated in 

future studies to further improve thermal comfort under higher temperature conditions 

As discussed above, the annual average outdoor temperature and wind speed in the 

experimental field were 27.9 ℃ and 1.2 m/s, respectively. Putra et al. [7.49] classified the 

climate zones using passive cooling methods in Indonesia. The weather conditions in the 

experimental field were similar to those in the highest-temperature and lowest–wind speed 
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zones in the climate zone. This indicates that the experimental field in Tangerang has the 

harshest weather conditions for achieving thermal comfort using thermal storage and 

ventilation. Nevertheless, the longest comfort duration of the proposed system was 7293 h per 

year (8760 h). Although the phase change temperature of the PCMs must be adjusted for each 

climate zone, the proposed system, that is, the radiant floor cooling system and horizontal 

pivot window with optimum window-opening control, can be an effective passive cooling 

method for achieving thermal comfort across Indonesia. 

 

7.4.2. Window-opening control method  

Overall, night ventilation strongly contributed to satisfying the thermal comfort 

owing to heat dissipation at night and the thermal storage effect in the morning. The thermal 

comfort period during the nighttime and daytime in cases of night ventilation increased by 

0.1%–48.1% and 1.8%–9.4% compared with those in the corresponding cases without night 

ventilation, respectively. Sorgato et al. [7.3] set a night ventilation operation control as the 

indoor OT is higher than the outdoor temperature. In the present study, the period of night 

ventilation was from 18:00–6:00, although the period during which the OT was higher than 

the outdoor temperature was from 15:00–6:00 on average. In the optimum case, that is, a 

threshold indoor temperature of 27 °C with night ventilation, the windows were generally 

opened during that period. Meanwhile, the indoor temperature was maintained by closing the 
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windows at 6:00 when the outdoor temperature tended to be the lowest throughout the day. 

This implies that a window-opening period from 15:00–6:00 was effective for night ventilation 

in hot and humid climates. 

In the case of window-opening control with a threshold outdoor temperature, the 

thermal discomfort period often occurs in the afternoon owing to the peak temperature shift in 

buildings with a high thermal mass. Although fewer monitoring points employ the outdoor 

temperature, compared with the indoor air temperature and its reduced installation cost and 

simplified control system in an actual building management system (BMS) [7.50], window-

opening controlled by the outdoor temperature may not be a suitable control method for 

naturally ventilated buildings installed with PCMs. 

Regarding the windows controlled by the outdoor wind speed, a drop in the SET* 

was observed in the afternoon when the outdoor wind speed tended to be high. Calm wind 

conditions in the evening led to frequent increases in the SET*. As discussed above, the 

influence of airflow on thermal comfort (i.e., SET*) was significant in this study. Although 

the wind conditions in the experimental field were almost stable owing to sea and land breezes 

throughout the year, sudden fluctuations in the wind speed can increase the frequency of 

window opening and closing. Opening the windows in the morning may dissipate the coolness 

stored at night. Hence, controlling the window opening based on the outdoor wind speed is 

not an appropriate method for the proposed system because it does not consider the thermal 

storage effect of the radiant floor cooling system. 

Fig. 7.11 shows the relationship between the outdoor temperature and OT in the 

morning (6:00–12:00) in Room A (full day and night ventilation). As discussed above, night 

ventilation effectively dissipated the heat and decreased the indoor temperature at night. Thus, 

the decrease in the OT when employing night ventilation in the following morning was gentler 

than that in the case of full-day ventilation. 
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Fig. 7.12 shows the frequency of the OT and SET* in Room A in cases of full-day 

ventilation, night ventilation, and the indoor temperature threshold of 27 °C with night 

ventilation, which showed the longest annual thermal comfort period in this study. The OT 

range for night ventilation was narrower than that for the full-day ventilation (Fig. 7.12). As 

shown in Fig. 7.10, the OT of 27 °C achieved thermal comfort even when the air velocity was 

approximately zero. A threshold indoor temperature of 27 °C can be considered the upper limit 

to satisfy the thermal comfort in the case of a closed window and high humidity, that is, a 

relative humidity of approximately 80%. Previous study showed that natural ventilation 

system often combined multiple conditions, such as indoor temperature, outdoor temperature, 

outdoor wind speed, and dew points, to allow the outdoor air to enter the room [7.51]. 

Meanwhile, a threshold indoor temperature of 27 °C proposed in this study is much more 

simple criteria for opening windows.  

Closing the windows until the indoor temperature exceeded 27 °C extended the 

thermal comfort period owing to the thermal storage effect of the radiant floor cooling system. 

Closing the window in the morning increased the time of the OT below 27 °C by 35–95 h 

compared with full-day ventilation (Fig. 7.12). In the case of the optimum window-opening 

control, closing the windows in the morning, which maintained the thermal storage effect, 

increased the frequency of SET* from 27–30 °C (Fig. 7.12). Although the optimum window-

opening control cannot reduce the minimum SET* (such as less than 24 °C) similar to that 

achieved with full-day ventilation because of the absence of comfort ventilation in the morning, 

it contributed to stabilizing the SET* owing to the maintenance of the thermal storage effect, 

regardless of the outdoor condition. Based on the relationship between the operative and 
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outdoor temperatures, we found that the thermal storage effect of the system was effective in 

achieving thermal comfort until the outdoor temperature reached approximately 28 °C (Fig. 

7.11). Meanwhile, the outdoor wind speed increased as the temperature increased (Fig. 7.13); 

thus, the influence of comfort ventilation became sufficiently large to open the windows. This 

trend in the wind speed and temperature has been observed in Indonesia [7.49, 7.52]. These 

results imply that opening the windows in the case of a threshold indoor temperature of 27 °C 

with night ventilation can maximize the annual thermal comfort of the proposed system in the 

hot and humid climates. 

 

7.4.2.1. Feasibility of window-opening control 

Table 7.8 presents the hourly SET* ranges in the case of applying a simple opening 

in Room A. Compared with the horizontal pivot window, simple opening decreased the annual 

thermal comfort period by 17.2% because of lower air velocities. Nevertheless, even in the 

case of the simple opening, opening the windows when the indoor temperature exceeded 27 °C 

with night ventilation increased the thermal comfort period compared with that with full-day 

ventilation. Therefore, optimum window-opening control can improve thermal comfort, 

regardless of the window type. 

 Nighttime Daytime Whole 

 SET*[℃] 

min–max 

(avg) 

Comfort 

period [%] 

SET*[℃] 

min–max 

(avg) 

Comfort 

period [%] 

Comfort 

period [%] 

Horizontal pivot window in Room A    

Full-day  19.9–32.4 ℃ 

(26.6 ℃) 

95.2% 19.9–33.4 ℃ 

(28.6 ℃) 

71.0% 83.1% 

27 ℃+NV 19.9–32.4 ℃ 

(26.7 ℃) 

95.2% 23.2–33.4 ℃ 

(28.9 ℃) 

71.3% 83.3% 

Simple opening in Room A    

Full-day  21.2–32.8 ℃ 

(27.4 ℃) 

88.9% 20.8–35.1 ℃ 

(30.0 ℃) 

42.9% 65.9% 

27 ℃+NV 21.2–32.8 ℃ 

(27.4 ℃) 

88.9% 23.2–35.1 ℃ 

(30.1 ℃) 

44.0% 66.4% 

Simple opening in Room A, assumed in the built-up area 

Full-day  21.7–32.8 ℃ 

(27.5 ℃) 

87.8% 21.4–35.1 ℃ 

(30.4 ℃) 

35.5% 61.7% 

27 ℃+NV  21.7–32.8 ℃ 

(27.5 ℃) 

87.8% 23.2–35.1 ℃ 

(30.4 ℃) 

37.2% 62.5% 

  ※Nighttime: 18:00–6:00; Daytime: 6:00–18:00 

 

Table 7.8. Hourly SET* ranges with thermal comfort evaluation in Room A installed with a 

horizontal pivot window and simple opening 
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Although the threshold indoor temperature of 27 °C with night ventilation 

demonstrated the longest thermal comfort period, the difference in the annual thermal comfort 

period compared with the case of full-day ventilation was only 0.2% in case of the horizontal 

pivot window. The large influence of comfort ventilation during the daytime through the 

horizontal pivot window, which is the preferred window type for comfort ventilation, may 

have resulted in a small difference. Meanwhile, the difference of thermal comfort period 

between the case of full-day ventilation and case of threshold indoor temperature of 27 °C 

with night ventilation during the daytime increased by 0.8% when the simple opening was 

installed in Room A, compared to the horizontal pivot window due to the decrease in the 

influence of comfort ventilation. Here, thermal comfort in cased on the reduced influence of 

comfort ventilation was evaluated. Taniguchi and Akamine [7.53] reported that the wind 

pressure coefficient in a build-up area (gross building coverage ratio of 43%) was decreased 

by approximately 20%, compared with the area with the gross building coverage ratio of 33%. 

The building model using the simple opening with the decreased wind pressure coefficient, 

i.e., 80% of the original model, was constructed. Table 7.8 shows the results of the thermal 

comfort period in case of the simple opening with the built-up area. The difference of the 

diurnal thermal comfort period between two cases increased to 1.7%. 
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Fig. 7.14 presents the SET* and temperature difference between the case of full-day 

ventilation and case of threshold indoor temperature of 27 °C with night ventilation during the 

daytime. As discussed in Chapter 6, closing the windows prevented from dissipating the cool 

air through thermal storage effect. In case of window-opening controlled by the threshold 

indoor temperature of 27 °C with night ventilation, the indoor air temperature tended to be 

cooler than that of the full-day ventilation in the morning (until 10:00), and thus the reduced 

air temperature contributed to the SET* reduction. The largest air temperature difference was 

observed when the outdoor temperature was approximately 29–30 °C, which corresponds with 

a peak melting temperature of the PCMs. The aforementioned window-opening control 

method that improve thermal comfort may be more suitable for buildings in the built-up area, 

where the outdoor wind speed tends to be lower than that in the open area or cooler outdoor 

temperature area compared with the experimental field (Tangerang) if a phase change 

temperature of PCMs is adjusted to the weather condition.  

  

7.4.3. Limitation 

For airflow analysis, a regression equation was created between the airflow rate for 

the room and the air velocity in the middle of the rooms. The R2 of the regression equation 

was relatively high, that is, 0.69–0.84, because the large influence of sea and land breezes in 

the experimental field stabilized the diurnal and nocturnal prevailing wind directions, which 

were perpendicular to the northern and southern openings. Nevertheless, it may be difficult to 

use the linear regression equation and same coefficients as those in the equation shown in 

Table 7.1 to calculate the indoor air velocity if the outdoor wind direction changes frequently, 

as observed in multi-story buildings and built-up areas. As shown in Fig. 7.3, the replication 

of the indoor air velocity from cross winds needs to be improved in future studies. Even in the 

case of a same window type, that is, simple opening, the coefficient was changed owing to the 

room position (Table 7.1). Because the indoor airflow pattern through wind-driven ventilation 

depends on the building shape, window type, and outdoor wind condition [7.54], creating a 

regression equation for each designated point and above-mentioned condition is necessary.  

 

7.5. Summary 

In Chapter 7, a coupled simulation model of thermal energy simulation (TES) and 

airflow network (AFN) was constructed for naturally ventilated buildings, wherein a 

comprehensive radiant floor cooling system, including window systems, window-opening 

control, and PCMs, was installed in a hot and humid climate. Chapter 7 clarified the influence 

of window-opening control on the thermal storage effect of the PCMs and ventilative cooling, 
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i.e., comfort ventilation and night ventilation, such that thermal comfort is maximized while 

reducing energy consumption throughout the year. The coupled TES model was validated by 

comparing it with the results of the field measurement conducted in the hot and humid climate 

of Indonesia, along with the coupled CFD simulation under naturally ventilated conditions. 

Using the validated coupled TES model, an annual simulation was conducted for the target 

building, and the relationship between the thermal storage effect of PCMs and ventilative 

cooling was investigated to determine the optimum window-opening control method. The 

main findings are summarized as follows: 

 The validation results showed that the RMSEs of the temperature ranged from 

0.2–0.5 ℃, with an R2 of 0.96–0.99 in the coupled TES. Compared with the 

coupled CFD, which calculates the convective heat transfer coefficient based 

on the air velocity near the construction surfaces, the RMSE in the coupled TES 

tended to be large when a relatively high air velocity (0.4 m/s on average) was 

observed because of the dominant influence of forced convection. At night and 

in the morning, the temperature differences between the coupled TES and the 

coupled CFD could not be identified because of the influence of natural 

convection. Overall, the results of the coupled TES had relatively high accuracy. 

 A linear regression method was constructed to calculate the indoor air velocities 

based on the airflow rates. The RMSE of the air velocities ranged from 0.1–0.2 

m/s in the coupled TES with the regression method. Although the coupled TES 

was used to calculate a single air velocity for each node with a low calculation 

load, it demonstrated a similar accuracy compared with the coupled CFD and is 

considered an effective calculation method for annual thermal comfort 

evaluation. 

 The floor cooling system and horizontal pivot window with optimum window-

opening control increased the thermal comfort period based on the SET* by up 

to 83.3% throughout the year. The weather conditions of the experimental field 

with an annual outdoor temperature of 27.9 ℃ and a wind speed of 1.2 m/s were 

similar to those of the highest-temperature and lowest–wind speed climate 

zones in Indonesia. This implies that the proposed system is an effective passive 

cooling method to achieve thermal comfort in the hot and humid climates. 

 In addition to thermal comfort, the annual electricity consumption for space 

cooling in Room A (test) was reduced by 41% compared with that of Room B 

(control) when the window opening was controlled by a threshold indoor 

temperature of 27 °C and night ventilation. In the morning, the thermal storage 

effect of PCMs using night ventilation extended the thermal comfort period and 

reduced the cooling load. As the outdoor temperature increased, the outdoor 
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wind speed tended to increase, and the comfort ventilation compensated for the 

increased room temperature. Considering the influences of room temperature 

and air velocity on the SET*, opening the windows when the indoor temperature 

exceeds 27 °C with night ventilation can maximize the annual thermal comfort 

and reduce energy consumption in the hot and humid climate. 
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Chapter 8 

Conclusion  

 

 

 

8.1. Conclusion   

The main objective of this study is to clarify the thermal performance of residential 

buildings with an effective combination of passive cooling methods for hot and humid climates 

in terms of thermal comfort. In particular, this study focuses on the combination of natural 

ventilation and phase change material (PCM), and then evaluates its cooling effect on 

residential buildings. The conclusions of this study are as follows: 

 

In Chapter 1 “Introduction”,  

context of passive cooling methods that reduce the energy consumption and satisfy thermal 

comfort was described. In particular, implementing passive cooling in developing tropical 

countries can be effective because the demand for space cooling was occurred throughout a 

year. Nevertheless, using a single passive cooling method alone is difficult to achieve thermal 

comfort in hot and humid climates. Based on these, the objective of this study and the 

framework of the thesis was described.  

 

In Chapter 2 “A review and proposal of passive cooling methods”,  

the comprehensive overview of the passive cooling methods in hot and humid climates was 

shown using text mining-based bibliometric analysis method The results using 39,604 

publications showed that natural ventilation took a vital role in passive cooling methods 

improving thermal comfort in hot and humid climates and the number of studies on PCM has 

rapidly increased since the 2010s. Although the combination of natural ventilation and PCM 

was not observed in the co-occurrence networks and previous research, the combination of the 
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comfort ventilation and the thermal storage effect improved the thermal environment in the 

traditional Dutch colonial buildings. Given the research gap and traditional knowledge, a novel 

floor cooling system using phase change materials (PCMs) for naturally ventilated buildings 

was finally proposed.  

 

In Chapter 3 “Optimum window design for ventilative cooling with radiant floor cooling 

systems”, 

a field measurement was conducted to determine the effective window design for ventilative 

cooling with the floor cooling system proposed in Chapter 2. The results showed that the 

horizontal pivot window increased the air velocity at the occupied level (FL+1.1 m), while 

reducing it near the floor. Consequently, the horizontal pivot window and floor cooling system 

reduced the standard effective temperature (SET*) by 0.8 ℃ at the middle of the room. 

Although the decreased air velocity near the floor surface reduced the heat transfer coefficient 

by 1.5 W/m2K, the high thermal storage floor strongly influenced the retention of thermal 

storage effect. The results in Chapter 3 indicate that the most essential point of window design 

in the proposed system is not to reduce the air flow near the floor structure, but to improve the 

comfort ventilation at the occupied level.  

 

In Chapter 4 “Field measurement of thermal storage effect of phase change materials”, 

another field measurement was conducted to ensure the thermal storage effects. The floor 

surface temperature reduction, compared with the reference room, was approximately 0.7–

1.5 °C when forced ventilation was adopted for the underfloor space at night. The floor surface 

temperature reduction was stable regardless of window-opening conditions because the PCM 

fusion was the influential factor of the thermal storage effect during the daytime. Moreover, 

cooled air accumulated below FL+0.6 m in the room when the wind speed near the floor 

surface was less than 0.2 m/s.  

 

In Chapter 5 “Numerical simulation of thermal storage effect through night ventilation”, 

a coupled simulation of heat balance analysis and CFD simulation was conducted to clarify 

the influence of each component, i.e., louver, ventilation fans, and height of the underfloor 

space, which cannot be investigated in Chapter 4 because of the limited time and cost. The 

coupled CFD was validated with the field measurement in Chapter 3. The results of the 

sensitivity analysis showed that the air velocity that ensures the solidification of the PCMs in 

the underfloor space was found to be a key parameter in the proposed system. An increase in 

the air velocity increases the storage of coolness at night. In addition, the thermal storage of 

the proposed floor cooling system was maximized when the operational schedule of the fans 

was controlled by the outdoor temperature. 
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In Chapter 6 “Annual simulation of phase change materials considering phase state with 

hysteresis”, 

the thermal energy simulation (TES) was developed in Chapter 6 to evaluate the annual 

performance of the proposed floor cooling system that consider the hysteresis of PCM and to 

determine its design guidelines and indicators, referring to the results in Chapter 5. The annual 

evaluation indicated that the risk of condensation which is the problem for implementing 

radiant cooling systems in hot and humid climates in the proposed floor cooling system was 

much lower than that of the conventional radiant cooling systems. Further annual analysis 

showed that the daily maximum and minimum ambient temperatures of the PCMs significantly 

affected the maximum and minimum liquid fractions indicating the phase states of the PCMs, 

respectively. A reasonable annual average PCM utilization rate that is calculated liquid 

fractions was approximately 70% to maintain a low floor surface temperature throughout the 

year.  

 

In Chapter 7 “Thermal comfort evaluation of window-opening control for ventilative 

cooling and thermal storage effect”,  

the annual TES was conducted to determine the optimum window-opening control that 

maximizes annual thermal comfort using the optimum window system and PCMs with the 

optimum operation. The TES model developed in Chapter 6 was modified by coupling with 

the air flow network model to clarify the influence of window-opening control on the thermal 

storage effect of the PCMs and ventilative cooling. For the optimum window-opening control 

to maximize thermal comfort in the hot and humid climate, an indoor temperature of 27 °C 

can be considered as a criterion to open the windows for comfort ventilation in addition to 

night ventilation for the thermal storage effect. When this criterion was applied, the thermal 

comfort period in the room with PCMs increased to 83.3%, while the annual electricity 

consumption for space cooling in the test room (the proposed system) was reduced by 41% 

compared with that of the control room. 

 

Three simulation methods, i.e., CFD simulation coupled with heat balance analysis, thermal 

energy simulation (TES), and TES coupled with air flow network (AFN), were constructed in 

Chapters 5–7 to evaluate the influence of the phase state of the PCMs, night ventilation, 

thermal storage effects, and comfort ventilation. When the above-mentioned findings for the 

combination of natural ventilation and PCM were applied, occupants in hot and humid 

climates can spend most of the year comfortably without ACs, and thus reducing energy 

consumption. The results of the field measurements and simulation models constructed in this 

study can be used as a guideline for the installation of PCMs to naturally ventilated buildings 

in hot and humid climates.  
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8.2. Future work 

8.2.1. Thermal comfort evaluation  

In this study, the influence of the proposed floor cooling system on thermal comfort 

was evaluated mainly in terms of SET*. However, in the tropics, people tend to stay directly 

on the floor structure in bare feet, which is often made of ceramic tiles without any cover, such 

as a carpet [8.1, 8.2]. Sakuragawa [8.3] figure out a negative correlation between the thermal 

conductivity of materials and thermal sensation when subjects contacted with building 

materials. As the thermal conductivities of ceramic tiles are higher than those of wood and 

carpets [8.4], it would be easier for bare feet to feel cool. This implies that the proposed floor 

cooling system can improve thermal comfort further, considering the conductive heat transfer. 

Under these circumstances, thermal comfort should be determined differently, putting more 

emphasis on conductive heat transfer through direct contact. A comprehensive thermal 

comfort index that considers the conductive heat transfer is necessary to evaluate the proposed 

floor cooling system.  

 

8.2.2. Hybrid floor cooling system 

The results of the proposed system showed that occupants in hot and humid climates 

can spend most of the year comfortably without ACs. Based on the findings of this study, the 

implementation of the system that considers the local lifestyle is necessary. Figs. 8.2 and 8.3 

Contact area

Non-contact area

Panel Q1 Panel Q2

Water cooling panel

Heat flow panel

Porcelain tile

Reference panel Test panel

Fig. 8.1. Method for calculating the heat flow of the entire sole. 
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show the hybrid floor cooling systems that may increase thermal storage effect further as an 

example of implementation, while considering the typical lifestyle in Southeast Asia. The 

relatively small cooling effect of the thermal storage of the PCMs, compared with comfort 

ventilation, was the limitation of this study. Adopting a lower phase change temperature, such 

as 20–27 ℃ which correspond to comfort temperature range recommended by Saffari et al. 

[8.5], can increase the cooling effect because a lower melting temperature results in lower 

floor surface temperature when the PCMs melt. Nevertheless, cool nocturnal conditions are 

required to solidify the PCMs if the lower phase change temperature is adopted. Meanwhile, 

turning on ACs at night is a typical AC usage pattern in Southeast Asia, such as Indonesia and 

Malaysia because occupants firstly install the AC in their bedroom [8.6, 8.7].  

The main idea of the hybrid cooling system is to subsidiarily cool the PCM during 

nighttime (Fig. 8.2a). The ACs and supply air inlets are installed in the underfloor space and 

on the floor, respectively. As discussed, occupants tend to use the ACs during nighttime in the 

bedrooms. Therefore, the ACs cool the PCM installed in the living room as well as the air in 
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Fig. 8.2. Schematic diagram of the hybrid floor cooling system during (a) nighttime and (b) 

daytime.  
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the bedroom. As the temperature of the supply air from the ACs is much lower than the outdoor 

temperature in the evening, the proposed hybrid system may select a PCM with a cooler phase 

change temperature, regardless of the outdoor conditions. Nevertheless, using the ACs can 

increase the energy consumption. In the proposed hybrid system, the operation of ACs can be 

switched to that of ventilation fans when the outdoor air temperature reaches a set point 

temperature to reduce the duration of AC usage (Fig. 8.3). Controlling the operation of ACs 

and fans may contribute to reducing the energy consumption, while maintaining thermal 

comfort. 

Meanwhile, the proposed window-opening control for thermal storage effect and 

comfort ventilation is adopted during daytime (Fig. 8.2b). The enhanced thermal storage effect 

by a lower phase change temperature and subsidiary AC usage can extend the period of closing 

windows, and thus it may improve thermal comfort further. Moreover, even if the operation 

of ACs during daytime is demanded, the thermal storage effect can contribute to reducing the 

peak cooling loads and cooling capacity of ACs.  

 

 

 

Fig. 8.3. Example of layout for hybrid floor cooling system and logic flow chart for controlling 

AC and ventilation fans.  
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