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1 Introduction

Statistical language modeling is well known to be
very important in large vocabulary speech recog-
nition but creating a robust language model (LM)
typically requires a large amount of training text.
Therefore it is difficult to create a statistical LM for
resource deficient languages.

However, using text translated from other lan-
guages may possibly improve the resource deficient
LM either using sentence-by-sentence (SBS) trans-
lation or word-by-word (W BW) translation. WBW
translation only requires a dictionary whereas SBS
machine translation (M7T) needs a large sentence-
aligned parallel corpus, which is expensive to ob-
tain, to train the MT system. The W BW approach
is expected to be successful only for closely related
languages.

LM adaptation with target task machine-
translated text is addressed in [3] but without speech
recognition experiments.

In this paper, we expand our W BW experiments
presented in [4] by adding more speech evaluation
data. The technique described in [4] improves the
LM built on a task-dependent corpus using MT
which is similar to [3]. Adaptation of WBW trans-
lation from English to Icelandic is presented using
word error rate (WER) obtained by speech recog-
nition experiments.

2 Adaptation Method

Our method involves adapting a task dependent
LM that is created from a sparse amount of text
using a large translated text (T'RT), where TRT
denotes the translation of the rich corpus (RT), in
the same domain area as the task. This involves two
steps shown graphically in Fig. 1. First the sparse
text is split into two, a training text corpus (ST') and
a development text corpus (SD). A language model
LM1 is created from ST, and LM2 from TRT. The
SD set is used to optimize the weight () used in
Step 2.

Step 2 involves first optionally combining the ST
and the SD corpora and building a new language
model, LM3 from them. LM3 and LM2 are then
linearly interpolated using Equation (1),

Peomb(wilh) = X Py(wilh) + (1 — X) Py(w;|h), (1)
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Fig. 1 Data diagram

where h is the history, P, is the probability from
either LM1 or LM3 and P; is the probability from
LM2.

The final perplexity value is calculated using the
evaluation set (Fwval) which is a disjoint from all
other dasasets,

3 Experimental Data

The weather information domain was chosen for
the Icelandic experiments and translation from En-
glish (rich) to Icelandic (sparse) using WBW. For
the experiments the Jupiter corpus [5] was used. It
consists of 67116 unique sentences gathered from ac-
tual users’ utterances. A set of 1500 sentences were
manually translated from English to Icelandic and
split into SD (300 sentences), Fval (200 sentences)
and ST (1000 sentences). 63116 sentences were used
as RT.

A list of all unique words was then created from
the Jupiter corpus and manually translated. Names
of places were identified and then replaced randomly
with Icelandic place names since the task is in the
weather information domain. The English to Ice-
landic word list was then used to automatically
translate RT to create TRT.
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Fig. 2 Word error rate results from Experiment 1
and Experiment 2.

The acoustic model was trained on 13 male and 7
female speakers, a total of 3.8 hours of spoken data.
The speech evaluation corpus consists of 200 sen-
tences spoken by 3 male and 2 female speakers. To-
tal length of the spoken evaluation corpus is 32 min-
utes. Tri-gram LMs were used throughout.

4 Results

Two different experiments were performed. The
SD, Eval and TRT sets were common for both the
experiments but the ST set size varied from 300 to
1000 sentences and the vocabulary varied. Inter-
polation of the language models was done slightly
differently to that explained in Section 2. If the
SD corpus were added to the ST corpus to make
LM3, the weights calculated in Step 1 would be
inaccurately optimized for the combined set espe-
cially when the ST corpus is small. Therefore LM1
was used instead of LM3. The optimization of the
weights when ST and SD are combined into LM3
is postponed for future work.

Experiment 1 used the unique words found in
the ST set as the vocabulary, Vsr. The results are
shown in Fig. 2. The W ER improvement is positive
for all the ST conditions except when ST comprises
400 sentences.

Experiment 2 used the vocabulary from the
TRT set combined with Vgr. The results are shown
in Fig. 2. As expected the WER improvement
is gradually reduced as more manually transcribed
data is added to the ST set.

The improvement of the Icelandic LM with trans-
lated English data was confirmed by reduction in
WER. “Experiment 1 baseline” indicates that,
when 300 sentences were used as ST, the WER was
40.5%. “Experiment 2 interpolation” indicates that,
when 300 sentences were used as ST, the WER was

35.7%, which is 12% relative improvement from “Ex-
periment 1 baseline”. The relative improvement de-
creased to 7% when 1000 sentences were used as ST.

5 Conclusions

The results presented in this paper show that a
LM can be improved considerably by using WBW
translation. The W BW translation is especially im-
portant for resource deficient languages such as Ice-
landic that do not have sentence-by-sentence MT
tools available. It is possible to create a dictionary
for many language pairs and the work for applying
W BW translated text is reduced if the translated
corpus is large and the manually created dictionary
needed is small.

Future work involves evaluation with more speak-
ers and solving the weight calculation when the ST
and the SD corpora are added together. Adapting
WBW translated class models will also be exam-
ined.
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