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Speaker-Independent Isolated Word Recognition Using Dynamic Features of Speech Spectrum

SADAOKI FURUI, MEMBER, IEEE

Abstract—This paper proposes a new isolated word recognition technique based on a combination of instantaneous and dynamic features of the speech spectrum. This technique is shown to be highly effective in speaker-independent speech recognition. Spoken utterances are represented by time sequences of cepstrum coefficients and energies. Regression coefficients for these time functions are extracted for every frame over an approximately 50 ms period. Time functions of regression coefficients extracted for cepstrum and energy are combined with time functions of the original cepstrum coefficients. and used with a staggered array DP matching algorithm to compare multiple templates and input speech. Speaker-independent isolated word recognition experiments using a vocabulary of 100 Japanese city names indicate that a recognition error rate of 2.4 percent can be obtained with this method. Using only the original cepstrum coefficients the error rate is 6.2 percent.

I. INTRODUCTION

DYNAMIC spectral features (spectral transition) as well as instantaneous spectral features are believed to play an important role in human speech perception [1]. Our recent perceptual experiment using isolated syllables truncated at the initial or final end has demonstrated that the portion of the utterance where the spectral variation is locally maximum bears the most important phonetic information in all syllables [2], [3]. However, there have been only a few attempts to use dynamic spectral features directly in speech recognition. In a previous experiment in speaker verification using the first and second polynomial expansion coefficients extracted from each time sequence of cepstrum coefficients, the effectiveness of these dynamic features was demonstrated [4], [5]. The polynomial coefficients were extracted every 10 ms over 90 ms periods (nine frames).

This paper describes a new method for multitemplate speaker-independent word recognition using dynamic spectral features. In principle, it is a modification of the previous method which was applied to speaker verification. The differences between the present word recognition method and the previous speaker verification method lie in the features selected for analysis and in the length of the period for extracting the dynamic features.

II. SYSTEM OPERATION

A. Speech Analysis

A block diagram indicating the principal operations of a word recognition system using the new techniques based on the dynamic features is presented in Fig. 1 [6]. The speech wave, passed through a low-pass filter whose cutoff frequency is 4 kHz, is sampled at 8 kHz. The digitized speech is then scanned forward from the beginning of the recording interval and backward from the end to determine the beginning and end of the actual utterance. Also, endpoint detection is incorporated in the unconstrained endpoint DP matching algorithm applied at a later stage. It is therefore desirable that short silent intervals, that is, background noise intervals, be added to both the beginning and end of the actual utterance rather than strictly perform the endpoint detection. Here, the endpoint detection is accomplished by means of an energy calculation. A 32 ms Hamming window is applied to the speech every 8 ms, and the first- to the tenth-order linear predictor coefficients are extracted from each of these frames by the autocorrelation method. These coefficients are transformed into cepstrum coefficients [7], and a logarithmic transformation is applied to the energy to approximate the perceptual loudness scale.
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B. Regression Coefficients

Regression analysis is applied to each time function of the cepstrum coefficients and to the log-energy over several frames every 8 ms. The linear regression coefficient, namely, the first-order orthogonal polynomial coefficient, is

\[ a_m(t) = \left( \frac{\sum_{n = -n_0}^{n_0} x_m(n) \cdot n}{\sum_{n = -n_0}^{n_0} n^2} \right)^m \]  

where \( x_m(-n_0 \leq n \leq n_0) \) is the time function of the \( m \)th parameter within the segment being measured; \( x_m(n) \) is the log-energy and \( x_m(n) \) \((1 \leq m \leq 10)\) is the \( m \)th cepstrum coefficient. These coefficients represent the slope of the time function of each parameter in each segment, respectively. The length of the interval was set to seven frames (56 ms), based on the preliminary experiment described in Section V. Accordingly, \( n_0 \) is equal to 3. The 56 ms interval length seemed adequate for preserving transitional information associated with changes from one phoneme to another.

The utterance is then represented by time functions of the log-energy \( x_0(t) \), cepstrum coefficients \( \{x_m(t)\}_{m=1}^M \), and the regression coefficients \( \{a_m(t)\}_{m=0}^M \), where \( t \) is the frame number. These time functions, excepting the log-energy \( x_0(t) \) itself which is sensitive to the speech level, are used for the recognition. Since the coefficient \( a_m(t) \) cannot be defined within three frame intervals at the beginning and end of speech period, these three frame intervals are eliminated from the speech period. It does not cause the elimination of the actual utterance because of the short noise interval added to the utterance period at the endpoint detection stage.

In order to reduce the number of calculations at the time registration stage, the frame interval is converted from 8 to 16 ms by averaging the time functions of adjacent frames.

C. Time Registration

A sample utterance is brought into time registration with reference templates to calculate the overall distance between them. This is accomplished by the staggered array DP matching algorithm [8], a new time warping algorithm employing a dynamic programming technique. This algorithm reduces the calculation points along the diagonal axis on the DP matching plane which is determined by a reference template and a sample utterance. This algorithm requires fewer distance calculations than conventional algorithms while realizing a complete unconstrained endpoint matching.

Fig. 2 shows the constraints for the warping function. The warping function is required to increase monotonically with a maximum slope of two and a minimum slope of \( \frac{1}{2} \). The DP matching calculation is performed only at the points indicated by the symbol "\( \Theta \)" which constitute every third point along the diagonal axis. This reduces the number of DP matching calculations to \( \frac{1}{3} \) of that of conventional algorithms. Precision in the accumulated distance calculation is maintained by using the distance values at the neighboring points indicated by the symbol "\( \ast \)."

An actual calculation is performed at \((i, j)\) points which satisfy the condition

\[ i + j = 3I + 2 \quad (I = 0, 1, 2, \ldots, I_{\text{max}}); \]

\[ I_{\text{max}} = \text{int} \left( \frac{(I + J - 2)}{3} \right). \]  

Distance calculations are obtained for successive values of \( I \), within the allowable region of the warping function path. Here, \( I \) and \( J \) are the lengths of the sample utterance and the reference template, respectively, and \( \text{int} \left[ \right] \) is the integral number calculation. The intermediate distance values are stored in the register \( R(k) = R(i - j) \) indicated in Fig. 2(a), where

\[ R(k) = \min \left[ \begin{array}{c}
R(k - 1) + d(i - 1, j) + d(i, j) \\
R(k) + \frac{3}{2} \{d(i, j) + d(i - 1, j - 1) \\
+ d(i - 2, j - 2)\} \\
R(k + 1) + d(i, j - 1) + d(i, j) \end{array} \right] \]  

Points of the distance values \( d(i, j) \) used for each distance accumulation are indicated in Fig. 2(b). \( K \), the half-width of the allowable region of the warping function, namely, the half-length of the register \( R(k) \), is set to

\[ K = \text{int} \left( \frac{\min \left( I, J \right)}{4} + 3 \right). \]  

The unconstrained endpoint condition at both the beginning and end of the utterance is provided by using the spectral values before and after the actual speech period. The warping function can start from any frame of the first \( R(k) \) register \( (-K \leq k \leq K, R(0) \) is located at \((1, 1)\), and end at any frame of the last \( R(k) \) register indicated in
Fig. 2(a). The unconstrained endpoint technique is highly effective in coping with uncertainty in the location of both the initial and final frames due to breath noise, etc. The overall distance accumulated over the optimum warping function is obtained by

\[ D(F) = \min_{(i,j) : \sum_{n=1}^{L-J} l_{i-j}} \{R(k)\}/(I + J). \] (5)

D. Distance Measure

The distance measure \( d(i,j) \) is defined as

\[
d(i,j) = \left( w_1 \sum_{m=1}^{10} (x_m^R(i) - x_m^L(j))^2 \right) + w_2(a_0^R(i) - a_0^L(j))^2 + w_3 \sum_{m=1}^{10} (a_m^R(i) - a_m^L(j))^2 \left/ \left( \sum_{r=1}^{3} w_r \right) \right.
\] (6)

where \( R \) and \( I \) indicate the reference template and sample utterance, respectively. The weighting factors \( \{w_r\}_{r=1}^{3} \) are set a priori based on the effectiveness of each parameter set indicated by preliminary experiments.

The overall distance obtained using the DP matching between the sample utterance and each reference template is transferred to the word decision stage. The recognized utterance is then selected to be the word whose reference template has a smaller distance than any of the other reference templates.

III. SAMPLE UTTERANCES

In order to evaluate the effectiveness of the new recognition techniques in speaker-independent conditions, a vocabulary of 100 Japanese city names shown in Table I was selected. Two kinds of utterance sets used in the recognition experiments were uttered in a computer room whose background noise level was about 70 dB(A). They were recorded through a dynamic microphone.

1) Utterance Set 1: This utterance set consisted of the 100 words uttered twice each by four male speakers. These speakers, considered to represent the individual range of male voices, were selected from 30 male speakers. The selection was based on clustering results obtained in the course of a speech recognition experiment using the SPLIT method [9], [10]. In the SPLIT experiment, the utterances of these four speakers were most frequently used to construct multiple word templates.

In the recognition experiments of this paper using utterance set 1, the second utterances from each speaker were recognized using the first utterances from each of the four speakers as reference templates. That is, comparisons for this utterance set were always between test utterances and single templates. The number of reference-test speaker combinations was 16, in which four combinations were intraspeaker conditions and 12 were interspeaker conditions. The total number of test utterances were 400 and 1200 in the former and the latter conditions, respectively.

2) Utterance Set 2: The first utterances from all four speakers of utterance set 1 were stored as multiple templates, and utterances from 20 male speakers, who were different from the four speakers, were used as test utterances. That is, the comparisons for this utterance set were with four templates. The total number of test utterances was 2000, where one utterance from each speaker was tested for each word.

IV. DIFFERENTIAL SPECTRUM

The cepstrum is defined as the inverse Fourier transformation of the log spectrum. The Fourier transformation of regression coefficients derived from lower order cepstrum coefficients, therefore, produces differential log-spectrum envelopes, which represent log-spectrum envelope transitions in unit time periods.

Fig. 3 illustrates the time sequences of log-energy, the log-spectrum envelope, and the differential log-spectrum envelope for the Japanese word /SaQoro/ uttered by two male speakers. The differential envelopes explicitly represent the dynamics of the spectrum envelopes. For example, the dynamic characteristics of the /r/ sound, which are difficult to observe in conventional spectrum envelope sequences, are clearly shown in this figure.

Although the regression coefficient for the energy contour is not shown in this figure, it is reasonable to assume that its time function is effective in representing the speaker-independent macroscopic characteristic or broad outline for each word. Additionally, it has an advantage over the energy contour itself. Since the energy regression coefficient is independent of the absolute speech level, it is not necessary to normalize it by maximum and minimum speech levels which can be obtained only after the end of an utterance. This calculation causes a decision
Fig. 3. Time sequences of spectrum envelope, differential spectrum envelope and energy for a word /s0Op0r/ uttered by two male speakers.

delay in conventional methods [11], [12]. Strictly speaking, the method of this paper requires a three-frame (24 ms) delay for calculating the regression coefficients. However, this delay is negligible.

V. EFFECTIVENESS OF CEPSTRAL REGRESSION COEFFICIENTS

A. Recognition by Regression Coefficients Only (Utterance Set 1)

As a preliminary experiment, the effectiveness of regression coefficients for cepstrum sequences in word recognition was tested by varying the number of frames for extracting the regression coefficients between 3 and 11 frames. Cepstrum coefficients and energy regression coefficients were not used in this experiment. This condition corresponds to \( w_1 = w_2 = 0 \) and \( w_3 = 1 \) in (6). Plots of recognition results using utterance set 1 are shown in Fig. 4. Recognition error rates for interspeaker and intraspeaker conditions are shown separately. These results indicate that the three- and five-frame interval lengths (24-40 ms) are too short to derive effective regression coefficients, whereas the nine-frame length (72 ms) is optimum.

The error rates for the recognition experiment using only the instantaneous cepstral coefficients \((w_1 = 1 \text{ and } w_2 = w_3 = 0)\) are shown on the outside right of Fig. 4. Comparison of results using instantaneous cepstrum and cepstral regression coefficients indicates that regression coefficients extracted from nine-frame intervals are slightly more efficient than the instantaneous cepstrum coefficients. The regression coefficients extracted from seven-frame intervals are almost equal in efficiency to the instantaneous cepstrum coefficients. A part of each error rate, that is, 1.0 percent of the interspeaker error rate and 0.5 percent of the intraspeaker error rate, is attributable to the excessive length discrepancies between test utterances and reference templates, which make DP matching ineffective.

B. Combination of Cepstrum and Regression Coefficients (Utterance Set 1)

Fig. 5 presents the recognition results for the combination of cepstrum coefficients and their regression coefficients. In this experiment, the value of the weighting factor for the cepstral regression coefficients \( w_1 \) was varied, whereas the other weighting factors \( w_2 \) and \( w_3 \) were set to 1 and 0, respectively. This figure shows the results for two regression analysis interval length conditions of seven and nine frames.

These results indicate the following important features:

1) The results for the two regression analysis interval length conditions are almost the same when the cepstrum coefficients and their regression coefficients are used in combination.

2) For interspeaker recognition, using appropriately combined cepstrum and regression coefficients extracted from seven-frame intervals, a mean recognition error rate of 8.2 percent can be obtained. This error rate is 1/4 of that obtained using the cepstrum (14.5 percent) or regression coefficients only (14.2 percent).
teristics, is important to preserve phonetic information and maintain performance.

Based on these results, it was decided to apply the regression analysis to seven-frame intervals for all ten cepstrum coefficients. The optimum condition of the weighting factors for the cepstrum regression coefficients \( \{w_1 = 1, w_3 = 60\} \) approximately satisfies the following equation:

\[
E \left[ \sum_{m=1}^{10} (x_m^R - x_m) \right] = w_1 \cdot E \left[ \sum_{m=1}^{10} (a_m^R - a_m) \right]
\]

where \( E[ ] \) represents the long-term average. This equation means that the weighted distances obtained from the cepstrum and their regression coefficients are comparable.

VI. Effectiveness of Energy Regression Coefficient

The effectiveness of the regression coefficient extracted from the energy contour was tested by varying the weighting factor \( w_2 \), and setting the other weighting factors at their optimum values \( \{w_1 = 1, w_3 = 60\} \) which were estimated previously. Recognition results obtained using utterance set 1 are plotted in Fig. 7. In the left portion of the figure, results are shown for the combination of the cepstrum coefficients and their regression coefficients \( \{w_1 = 1, w_2 = 0, w_3 = 60\} \). In the right portion is shown the result for the combination of the cepstrum coefficients and the energy regression coefficient when \( w_3 \) is set at the optimum value \( \{w_1 = 1, w_2 = 10, w_3 = 0\} \). When the energy regression coefficient is used in combination with the cepstrum, an error rate of 10.7 percent is obtained. This rate is 3.8 percent lower than that obtained using only the cepstrum. However, this improvement is smaller than that obtained using the combination of the cepstral regression coefficients with the instantaneous cepstrum coefficients (6.3 percent improvement). A combination of the energy regression coefficient with the latter combination produces a 0.4 percent improvement in error rate.

VII. Multitemplate Speaker-Independent Word Recognition

A. Various Combinations of Parameters (Utterance Set 2)

Recognition experiments using utterance set 1 clarified the optimum weighting factor values \( \{w_i\} \) for combining the cepstrum coefficients and the regression coefficients derived from cepstrum and energy contours. Based on these results, recognition experiments using utterance set 2 consisting of 20 male speakers’ voices were carried out setting the weighting factors at the optimum values \( \{w_1 = 1, w_2 = 10, w_3 = 60\} \). Four utterances from each of the male speakers of utterance set 1, different from the test utterance speakers, were stored as multiple templates for each word.

Fig. 8 compares mean recognition error rates obtained by varying the combination of parameter sets used for the
Fig. 7. Error rates for various feature parameter conditions. Left: cepstrum (Cep) and their regression coefficient [Reg(Cep)]; middle: combination of Cep, Reg(Cep), and Reg(Pow), weighting factor w1 being varied (w1 = 1 and w2 = 60).

Fig. 8. Recognition results for five feature parameter combination conditions using utterance sets 1 and 2. 〇 indicates the parameter set used.

recognition. A recognition experiment, using only the energy regression coefficient, was not attempted since it produces very large error rates. This figure includes the interspeaker recognition results obtained with utterance set 1. The results for the utterance set 2 are similar to those for the utterance set 1. The cepstral regression coefficients are slightly more efficient than the cepstrum coefficients, and the combination of these two kinds of parameter sets reduces the error rate from 6.2 percent (cepstrum) or 5.9 percent (cepstrum regression) to 3.1 percent. This rate is half of the error rate obtained by either one of the parameter sets.

The error rate obtained when the energy regression coefficient is combined with the cepstrum is 3.8 percent. This means that the cepstral regression coefficients are more efficient than the energy regression coefficient in combination with the cepstrum coefficients. This is similar to the result obtained for utterance set 1. The error rate obtained using the combination of the cepstrum, cepstral regression, and energy regression coefficient is 2.4 percent, which is 3 of the error rate obtained using cepstrum coefficients only.

B. Analysis of Error Rate Improvement

The distribution of the number of errors among speakers is shown in Fig. 9 for the three experimental conditions, namely, recognition by the cepstrum only; the combination of cepstrum and their regression coefficients; and the combination of cepstrum, cepstral regression, and energy regression coefficients. Although there are three speakers in the first case for whom 14, 17, or 18 utterances are incorrectly recognized, the maximum number of errors is reduced to eight when cepstral regression coefficients are combined with the cepstrum coefficients. Also, the addition of the energy regression coefficient reduces the errors even further to six. This means that the combination of instantaneous and dynamic spectral features is highly effective in reducing the so-called “sheep and goats phenomenon” [13].

Table II compares the distribution of major confusable word pairs for two feature parameter conditions, cepstrum only, and the combination of cepstrum, cepstral regression, and energy regression coefficients. Confusable word pairs occurring twice or more in all test utterances by 20 speakers are presented. Those which occur for both parameter conditions are given in the upper part of the table. Although the results using only the instantaneous features include several confusable word pairs which are unlikely to occur in human speech perception, the combination of dynamic and instantaneous features removes these unreasonable confusable word pairs. Detailed analysis of the confusions that occur indicates that the combination of instantaneous and dynamic features reduces serious DP matching errors such as phoneme insertion and deletion, and mapping between vowel and consonant. This outcome can be attributed to the fact that the transitional and steady parts of the speech spectrum are explicitly characterized by the regression coefficients.

VIII. Conclusion

A new speaker-independent spoken word recognition method which uses a combination of instantaneous and
TABLE II

Comparison of the Frequency of Major Consonable Word Pairs for Two Feature Parameter Conditions N1, Recognition Using Instantaneous Features, and N2, Recognition Using the Combination of Instantaneous and Dynamic Features N1 = N2 – N1 [1], Develocalized

<table>
<thead>
<tr>
<th>WORD PAIRS</th>
<th>FREQUENCY</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N1</td>
</tr>
<tr>
<td>Kawasa[ki] - Amagasa[ki]</td>
<td>6</td>
</tr>
<tr>
<td>Nara - Naha</td>
<td>5</td>
</tr>
<tr>
<td>Ichinomiya - Nishinomiya</td>
<td>8</td>
</tr>
<tr>
<td>Nara - Urawa</td>
<td>2</td>
</tr>
<tr>
<td>[To]kushima - [Fu]kushima</td>
<td>2</td>
</tr>
<tr>
<td>Wakayama - Okayama</td>
<td>3</td>
</tr>
<tr>
<td>[Fu]kuyama - Toyama</td>
<td>2</td>
</tr>
<tr>
<td>[Ko]chi - [O]tsu</td>
<td>2</td>
</tr>
<tr>
<td>[Fu]chu - [Na]chigo</td>
<td>0</td>
</tr>
<tr>
<td>Takasa[ki] - Nagasa[ki]</td>
<td>9</td>
</tr>
<tr>
<td>Matsudo - Saseho</td>
<td>5</td>
</tr>
<tr>
<td>Yamagata - Miraoka</td>
<td>3</td>
</tr>
<tr>
<td>Kanagawa - Nagano</td>
<td>2</td>
</tr>
<tr>
<td>[Fu]ki - Fuj</td>
<td>2</td>
</tr>
<tr>
<td>[Ich]i - Fujisawa</td>
<td>2</td>
</tr>
<tr>
<td>[Chi]ka - [Chi]kara</td>
<td>2</td>
</tr>
<tr>
<td>Fumaha[shi] - Meba[shi]</td>
<td>2</td>
</tr>
<tr>
<td>Yokohama - [To]koroza [Ke]</td>
<td>2</td>
</tr>
<tr>
<td>Hamada[tsu] - Takana[tsu]</td>
<td>2</td>
</tr>
<tr>
<td>Toyoh[shi] - Takasa[ki]</td>
<td>2</td>
</tr>
<tr>
<td>Kura[shi] - Taka[tsu]ki</td>
<td>2</td>
</tr>
<tr>
<td>Shimonoose[ki] - Naha</td>
<td>2</td>
</tr>
<tr>
<td>OTHERS</td>
<td>55</td>
</tr>
<tr>
<td>TOTAL</td>
<td>126</td>
</tr>
</tbody>
</table>

Dynamic spectral features have been proposed. Speech signals are analyzed by the LPC method every 8 ms, and converted into cepstrum and log-energy time functions. Regression analysis is applied to each time function over 56 ms intervals (seven frames) every 8 ms to extract dynamic spectral features. The time functions of regression coefficients extracted for the cepstrum and energy contours are used for recognition together with the cepstrum sequences. Following a 1/2-frame rate decimation, the time functions of the feature parameter set which consist of the cepstrum and the regression coefficients for cepstrum and energy are used for the recognition. The time functions of test utterance and reference templates are brought into time registration. This is accomplished by the staggered array DP matching algorithm.

Speaker-independent word recognition experiments using a vocabulary of 100 Japanese city names were carried out to evaluate the new method. When word utterances spoken by four male speakers representing the individual voice range were stored as multiple reference templates for each word, and utterances by another 20 male speakers were used as input speech, the recognition error rates using cepstrum coefficients, a combination of cepstrum and their regression coefficients, and a combination of cepstrum and regression coefficients for cepstrum and energy contours were 6.2, 3.1, and 2.4 percent, respectively. These results demonstrate the effectiveness of the new recognition method. The combination of temporal and dynamic features is effective in reducing the frequency of large individual speaker error rates and in reducing unlikely confusions from the perspective of human speech perception. These results are consistent with the knowledge concerning speech perception obtained from recent experiments indicating that dynamic spectral features play an important role in phoneme perception [3]. Some discussions on new techniques are also included in this paper.

In this recognition method, the frame interval for speech analysis is set to 8 ms, and that for DP matching is set to 16 ms, in order to obtain stable regression coefficients and to reduce the number of distance calculations. A recognition experiment using regression coefficients extracted through analysis with 16 ms frame interval still remains to be done.

Further investigations, current or projected, include a large-scale evaluation. For this purpose, it is desirable that this method be applied to the SPLIT word recognition system to produce pseudophoneme templates based on distances calculated by cepstrum and regression coefficients. The dynamic features represented by the regression coefficients have the advantage of being robust with respect to frequency response distortions introduced by transmission systems [5]. The differential spectrum envelope presented in Fig. 2 will become a useful method for observing the dynamic spectral characteristics.

Elenius et al. [14] have reported that adding the time derivative of critical band cepstral coefficients to the word patterns improves recognition performance. Comparison of effectiveness of the time derivative to the regression coefficients is currently being undertaken.
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