<table>
<thead>
<tr>
<th>Title</th>
<th>Comparison of Text-Independent Speaker Recognition Methods Using VQ-Distortion and Discrete/Continuous HMM's</th>
</tr>
</thead>
<tbody>
<tr>
<td>Author</td>
<td>Tomoko Matsui, Sadaoki Furui</td>
</tr>
<tr>
<td>Issue Date</td>
<td>1994, 7</td>
</tr>
<tr>
<td>Copyright Information</td>
<td>(c)1994 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any copyrighted component of this work in other works must be obtained from the IEEE.</td>
</tr>
</tbody>
</table>
Comparison of Text-Independent Speaker Recognition Methods Using VQ-Distortion and Discrete/Continuous HMM's

Tomoko Matsui and Sadaoki Furui

Abstract—This paper compares a VQ (vector quantization)-distortion-based speaker recognition method and discrete/continuous ergodic HMM (hidden Markov model)-based ones, especially from the viewpoint of robustness against utterance variations. We show that a continuous ergodic HMM is as robust as a VQ-distortion method when enough data is available and that a continuous ergodic HMM is far superior to a discrete ergodic HMM. We also show that the information on transitions between different states is ineffective for text-independent speaker recognition. Therefore, the speaker recognition rates using a continuous ergodic HMM are strongly correlated with the total number of mixtures irrespective of the number of states.

I. INTRODUCTION

For text-independent speaker recognition, VQ-based methods [1]–[2] were proposed many years ago. In recent years, HMM-based methods have become popular for speech recognition and have also been applied to speaker recognition [3]–[7]. However, the effectiveness of HMM-based speaker recognition methods in comparison with VQ-based methods has not been made clear.

Our recent study [8] reported a VQ-based method that is robust against utterance variations even when only a short utterance is available. Rosenberg [3] has reported a method using left-to-right HMM's, and other studies [4]–[5] have proposed using linear predictive ergodic HMM’s. Rose [6] has examined the effects of the number of mixture components in a single state HMM on speaker recognition performance. Savic and Gupta [7], on the other hand, examined speaker verification by comparing test samples and the reference vectors assigned to each state of an ergodic HMM. Until now, an ergodic HMM has been assumed to be effective for text-independent speaker recognition because it automatically forms broad phonetic classes corresponding to each state. However, few studies have directly used the likelihood of an ergodic HMM, and none have yet examined the difference in performance between discrete and continuous HMM’s in text-independent speaker recognition. Although Tishby [5] has reported differences between the performance of VQ-distortion and linear predictive ergodic HMM’s for digit utterances, the difference between VQ-distortion and regular ergodic HMM’s has not yet been analyzed.

This paper compares a VQ-distortion-based speaker recognition method and discrete/continuous ergodic HMM-based ones, especially from the viewpoint of robustness against utterance variations. As examples of utterance variations, sentences uttered at different speeds and recorded on several sessions were used.

II. METHODS

In speaker recognition using VQ-distortion [2], VQ codebooks are created for each reference speaker. As shown in Fig. 1, input speech frames are vector-quantized using the codebooks of reference speakers, and the VQ-distortion values accumulated over all frames are used to identify or verify the speaker (the recognition decision).

In the ergodic HMM approach, on the other hand, a speaker-dependent ergodic HMM is first made for each reference speaker by estimating the HMM parameters using the Baum-Welch algorithm. As in the VQ-distortion approach, the accumulated likelihood of an ergodic HMM for input speech frames is used for the recognition decision. The work reported here used fuzzy-vector-quantization-based discrete models [10] as discrete HMM’s, and mixture-Gaussian HMM’s with diagonal covariance matrixes as continuous HMM’s (Fig. 1). In the former case, the probability for each codebook was smoothed by the fuzzy-vector-quantization technique to cope with the problem of quantization errors.

III. EXPERIMENTS

A. Experimental Conditions

The database consisted of sentence data uttered at three speaking rates (normal, fast, and slow) by 23 male and 13 female talkers. As one example of utterance variations, sentences uttered at different speeds were used. The sentences were selected from phonetically balanced sentences [9] and were read. This database was recorded on three sessions over six months and was recorded in the same recording room using the same microphone for all speakers for all sessions. The sampling rate was 12 kHz. Cepstral coefficients were calculated by LPC analysis with an order of 16, a frame period of 8 ms, and a frame length of 32 ms. (The speech power was not retained.) Ten sentences uttered at normal rate in one session were used for training. The utterances recorded in two other sessions were used for testing. The combination of training and testing sessions was rotated. In the ten sentences for training, the texts of half of them were the same for all speakers and all sessions, and the other half differed from speaker to speaker and from session to session. The sentences for testing in each session consisted of five sentences uttered at normal, fast, and slow rates. The sentences for testing were different from those for training, and were the same for all speakers and all recording sessions. Each sentence was evaluated individually for testing. The average durations of each class of sentences uttered at normal, fast, and slow rates were 4.2 s, 3.2 s, and 5.8 s.

The performances of VQ-distortion and ergodic HMM-based methods were evaluated by the speaker identification and verification rates. In speaker identification using the VQ-distortion approach the speaker who had the minimum distortion was selected from the registered speakers, while using the HMM approach the speaker having the maximum likelihood was selected. In speaker verification, the threshold was used to accept or reject a speaker, and the speaker was accepted only when the VQ-distortion was smaller than the threshold in the VQ approach and when the likelihood was bigger than the threshold in the HMM approach. The threshold was set a
posteriori to equalize the probability of false acceptance and false rejection, and was set for individual speakers. The verification was performed by using one speaker as the customer and the other 35 speakers as impostors, rotating through all speakers and then averaging the results.

In the experiments using VQ-distortion, the codebook size was varied from 32 to 512. In the experiments using discrete ergodic HMM's, the codebook size was varied from 256 to 1024 and the number of states was set at 4. In the experiments using continuous ergodic HMM's, the number of mixture Gaussian distributions was varied from 8 to 128 and the number of states was varied from 1 to 8.

The generalized Lloyd algorithm (LBG algorithm) was used for creating VQ codebooks. For the fuzzy-vector-quantization-based discrete HMM's, the fuzziness value to control the smoothness was set to 1.5 and the number of nearest neighbors used for smoothing was set to 5. HMM parameters were initialized as follows. For the discrete HMM, the length of each training sample was divided by the number of states and assigned to each state. The output probabilities were initialized using histograms of the codewords for each state. For continuous HMM's, the length of each training sample was divided by the total number of mixtures (the number of states times the number of mixtures assigned to each state), and the mean and covariance values of samples assigned to each mixture were calculated. Each state was, therefore, initialized without any special information about broad phonetic classes. Two transition probabilities derived from the same state were initialized identically. Two arcs derived from the same state had the same output probabilities.

**B. Speaker Identification**

Fig. 2 shows the results of speaker identification experiments. For continuous HMM's, the total number of mixtures was varied from 8 to 128 and the number of states was one or four. Since the number of states was fixed to four for discrete HMM's, the results for continuous HMM's include the case of four states in order to clearly compare the discrete and continuous HMM-based methods. In these experiments, a continuous HMM with one state and 64 mixtures performed best, especially for test data that was uttered at a fast rate. The performance of the continuous ergodic HMM was about the same as the VQ-distortion method and was much higher than the discrete ergodic HMM. From the viewpoint of the number of model parameters, the continuous ergodic HMM outperformed the VQ-distortion method, since a 128 VQ codebook has about as many parameters as a 64-mixture Gaussian mixture with diagonal covariance.

For the VQ-distortion-based method, the identification rate increased as the codebook size increased. For the continuous HMM-based method, a 1-state 128-mixture HMM was worse than a 1-state 64-mixture HMM. This was because the difficulty of estimating the variance of each Gaussian distribution increased when the number of mixtures was too large. For the discrete HMM-based method, when the codebook size is greater than 1024, the identification rates may be higher, but the amount of training data and the calculation becomes enormous.

As for speaking rates, the recognition rates were highest for test data uttered at normal rate, and lowest for data uttered at a fast rate.

**C. Speaker Verification**

Fig. 3 shows the results of speaker verification experiments. The verification rate was defined as the probability of true acceptance and true rejection at the equal error operating point. In these experiments, VQ-distortion using a codebook size of 512 performed best, although there was no statistically significant difference between any of the verification results.

The verification rates were higher for test data uttered at normal and slow rates than for test data uttered at a fast rate. This shows that the test vector distribution uttered at a fast rate deviates from those uttered at normal and slow rates.

**D. Robustness Against Different Amounts of Training Data**

The performance of VQ-distortion and continuous HMM's for different amounts of training data was also investigated. Fig. 4 shows the results of speaker identification experiments using two different training sets: one training set consisted of the ten sentences used in the experiments reported in the previous sections, and the other training set consisted of five sentences selected out of the ten sentences. The VQ codebook size was 256 or 512 in the VQ-distortion method. The continuous HMM's had one state and 16, 32, or 64 mixtures. Fig. 4 indicates that, when only five sentences were used for training, the performance of the VQ-distortion method was much better than that of the continuous HMM method, although the performances of both methods were almost the same when ten sentences were used for training. Identifying speakers using continuous HMM's needs more training data. The figure also indicates that when the amount of training data was small, the results for 32 mixtures were relatively better than those for 64 mixtures. This is probably because it is difficult to estimate the continuous HMM parameters when the amount of available data is small.

For the VQ-distortion-based method, the identification rate increased as the codebook size increased up to 512, when ten sentences were used for training. When five sentences were used for training, the performance was almost saturated at a codebook size of 256. The average number of the training vectors per cluster at the saturation level was 11. For the continuous HMM-based method, a 1-state 64-mixture HMM performed best using ten sentences for training. When five sentences were used for training, the performance was almost saturated for the 1-state 32-mixture condition. The average number of training vectors per mixture component at the saturation level was 89. These experimental results indicate that the amount of training
data per mixture for creating continuous HMM's needs to be eight times more than that per cluster for creating VQ codebooks. It may be useful to clip the variance values to prevent bad estimates when the amount of training data is small.

IV. DISCUSSION

A. Difference Between Discrete And Continuous Ergodic HMM's

Let us consider the difference in performance between discrete and continuous ergodic HMM's. In a discrete ergodic HMM, the output probability of each test vector is set to the output probability of the nearest VQ codebook vector as shown in Fig. 5. Our speaker recognition experiments were text-independent and used utterances recorded on several sessions. Since the training and test vectors have session-to-session, text-dependent, and speaking-rate-dependent variations, the test vector distribution deviates from the training vector distribution. Even in such a case, every input vector is assigned the output probability of the nearest codebook vector in the discrete HMM method. If a significant number of test vectors have high output probability of the nearest VQ codebook vector associated with a different speaker, the recognition is poor. With a continuous ergodic HMM, the output probability of such a test vector is low because it corresponds to the tail of the Gaussian distribution. Here, a continuous ergodic HMM is therefore superior to a discrete ergodic HMM.

B. Performance of Continuous HMM's With Different Numbers of States And Mixtures

Speaker identification experiments were also carried out using continuous ergodic HMM's with different numbers of states and mixtures. For all speaking rates, the identification rate increased as the number of states and mixtures increased (Fig. 6). The identification rates were highly correlated with the total number of mixtures (the number of states times the number of mixtures assigned to each state). These results indicate that information on transitions between different states is not effective for text-independent speaker recognition. All the transition probabilities between different states in these experiments were between 0.1 and 0.2. The identification rates were almost saturated when 32 or more mixtures were used except for the fast rate case.

V. CONCLUSION

This paper compared text-independent speaker recognition methods that use VQ-distortion and discrete/continuous ergodic HMM's. Continuous ergodic HMM's identified speakers much more accurately than discrete ergodic HMM's did. The continuous HMM's are as resistant to session-to-session variations in speech and to those due to different utterance rates as the VQ-distortion-based method. However, when little data is available, the VQ-distortion-based method is more robust than a continuous HMM-based method.

With continuous ergodic HMM's, the speaker identification rates are strongly correlated with the total number of mixtures, irrespective of the number of states. This means that the information about transitions between different states does not contribute to text-independent speaker recognition.

Future research items include methods that effectively use phoneme class information and also use Δcepstrum features in combination with cepstrum features.
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