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Abstract

We have previously proposed a unified presentation con-
tents search mechanism named UPRISE (Unified Presenta-
tion Slide Retrieval by Impression Search Engine), and have
also proposed a method to use laser pointer information in
lecture scene retrieval. In this paper, we discuss the treat-
ment of the laser pointer and speech information, and pro-
pose two methods to filter the laser pointer information us-
ing keyword occurrence in slides and speech. We also pro-
pose weighting schemata with filtered laser pointer infor-
mation using slide text and speech information. We evalu-
ate our approach by using actual lecture videos and pre-
sentation slides.

1. Introduction

Recently, systems to store and retrieve integrated mul-
timedia contents, such as video and documents, have been
proposed[1, 2, 3] and widely used in a variety of contexts,
such as web-based training and e-learning. In particular, it is
important for e-learning systems that users can both retrieve
suitable content and find effectively the particular scenes
that they wish to study.

We have proposed the UPRISE (Unified Presentation
Slide Retrieval by Impression Search Engine) system[4, 5,
6]. It combines slides in a presentation and a video record-
ing of the presentation, and retrieves a sequence of de-
sired presentation scenes from archives of the combined
content. UPRISE retrieves a relevant scene by weighting
schemata that consider keyword positions in slides, dura-
tion of a scene, and context in a presentation. In our previ-
ous work[4], we showed that UPRISE’s precision is much

better than those of ordinary tf-idf -based approaches.
We have also proposed a method to reflect the influence

of laser pointer activity on the weighting schemata, and we
evaluated the proposed method with actual presentations[7].
The experimental results showed that the UPRISE’s preci-
sion was improved by using laser pointer information. How-
ever, by analyzing the result, we found that various aspects
of laser pointer pointing needed to be destinguished because
several ones, such as to illustrate relationships between mul-
tiple concepts, and ambiguous pointing, had no positive ef-
fect on the scene retrieval.

In this paper, we discuss the treatment of laser pointer ac-
tivity and speech information in lecture scene retrieval, and
we address the problem of the influence of irrelevant point-
ing on retrieval. We propose two methods to filter the laser
pointer information using keyword occurrence in slides and
speech to moderate the influence. We also propose weight-
ing schemata to combine filtered laser pointer information
with slide text and speech information.

Some previous studies have investigated crossover re-
trievals for lecture contents[8, 9, 10, 11]. However, some
of them do not result in actual retrieval methods and sys-
tems. [11] provided a lecture passage retrieval system using
transcription by speech recognition. However, they did not
consider the case of backtracking or reuse of the slide ma-
terials.

The remainder of this paper is organized as follows. In
Section 2, we consider a number of weighting schemata to
retrieve the unified contents. Then, we discuss the treatment
of laser pointer information in lecture scene retrieval in Sec-
tion 3. In Section 4, we propose a method to filter the laser
pointer information, and Section 5 reports experiments and
results using actual lecture materials. We summarize the pa-
per’s main points in the final section.



2. Weighting Schemata in UPRISE

In UPRISE, we modeled a lecture’s contents as a se-
quence of scenes divided by slide changes and proposed
a slide identification technique[12] for automatic contents
creation.

Because our definition of a scene is the duration between
slide changes, there are many scenes in which the same slide
appears because of backtracking or reuse by the lecturer,
as shown in Fig 1. In this case, we cannot distinguish the
scenes in which the same slide appears by using only text
information in the slide.

To distinguish these scenes, we have incorporated other
information such as the context and duration of scenes,
speech information and laser pointer information. We have
proposed impression indicators as the weighting schemata
in UPRISE[4].

2.1. Adding Structure Information

First, we consider the structure of a lecture slide. If
a given word appears in the title of the slide or in lines
less indented, the value of the position impression is high,
whereas, if the keyword only appears in lines indented deep,
the value is lower. The expression used to calculate the
weighting schemata combined with the slide structure is:

Ip(s, k) =
L(s)∑
l=1

P(s, l) ·C(s, k, l),

where s denotes an identifier of the objective scene, k a tar-
get keyword, L(s) the total number of lines in a slide in s,
P(s.l) is a function of the assigned point in the line l in the
slide for s, and C(s, k, l) is a function of counting keywords
k in the line l of the slide for scene s.

2.2. Adding with Duration Information

Duration information is useful for distinguishing multi-
ple appearances of the same slide caused by backtracking or
reuse by the lecturer. To add the duration information to the
weighting schema, we propose the duration-impression in-
dicator; its value is modified by the presentation time with
a duration parameter:

Id(s, k, θ) = T (s)θ · Ip(s, k),

where T (s) denotes the time used for scene s, and θ is the
duration parameter for changing the influence of the time
factor.

2.3. Adding Context Information

We add information about the slide appearance se-
quence to reflect the influence of context on the weighting

slide A slide B
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Figure 1. Example of scenes in which the
same slide appears

schemata, which accumulates values of the duration-
impression indicator within a presentation window with its
duration defined as a window-size parameter δ:

Ic(s, k, θ, δ, ε1, ε2) =
s+δ∑

γ=s−δ
E(γ − s, ε1, ε2) · Id(γ, k, θ),

where E(x, ε1, ε2) is a function to specify the effect of
neighboring scenes in the context window. The effect of dis-
tance between scenes is decided using the exponential func-
tion with distance–effect parameters of ε1 and ε2.

E(x, ε1, ε2) =
{

exp(ε1x) (x < 0)
exp(−ε2x) (x ≥ 0)

This means that we can alter the effect of the information
for its initial context and later contexts. For example, when
we want to emphasize the starting point of an explanation
related to the keyword, we set ε1 = 5 and ε2 = 0.5.

We describe these parameters (s, k, θ, δ, ε1, ε2) as Φ in
this paper.

2.4. Adding with Speech Information

We proposed a method for using the speech information
in a video[6]. If a target keyword not only appears in the
slide for a scene but is also frequently uttered in the scene,
the scene should be ranked highly because the keyword is
explained we in detail in the scene.

In [6], we extracted the speech information from a lec-
ture video using a technique of speech recognition, and then
we proposed skc(s, k), the number of utterances of target
keyword k in scene s. We also proposed weighting schemata
to reflect the influence of speech by the combination of skc
and Ic.

3. Weighting Schemata Combined with Laser
Pointer Information

Lecturers usually use a laser pointer to emphasize part
of the text in a slide. In other words, when a laser pointer is
used in a presentation, the information about points selected
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Figure 2. Extracting laser pointer information

by the laser pointer can be used to improve the precision of
retrievals. We have already proposed a method of reflecting
the laser pointer information on the weighting schemata[7].

In [7], we first extracted the laser pointer information by
using the method of extracting radiant information from the
laser pointer as coordinates in the slide by the technique of
image analysis[13]. We extracted subscenes from a scene
to make each subscene contain continuous pointer informa-
tion. Because there is ambiguity regarding target keywords
caused by shaking or habits of the lecturer, we distribute
the possibilities of a hit by the pointer in a subscene to the
neighborhood lines and make their sum unity:

L(s)∑
l=1

H(l, q) = 1,

where H(l, q) denotes the hit probability of line l in sub-
scene q of scene s. We make H(l, q) a function of the dis-
tance between the line l and the point, as Fig. 2.

We then create an indicator phd(s, k) by multiplying the
possibilities of a hit by the duration of each subscene.

phd(s, k) =
∑
qi∈s

L(s)∑
l=1

H(l, qi) · T (qi).

To reflect the effect of laser pointer information in the
weighting schemata, we modify Ic by adding phd(s, k) to
the term for the scene duration, and we denote it as Ic[d+phd]:

Ic[d+phd/p](Φ, ωd)

=

s+δ∑
γ=s−δ

E(γ − s, ε1, ε2) · Id[d+phd/p](γ, k, θ, ωd)

Id[d+phd/p](s, k, θ, ωd)
= {T (s) + ωd · phd/p(s, k)}θ · Ip(s, k),

where ωd is the pointer hit duration parameter that changes
the effect of the duration of a hit by the laser pointer.

We evaluated the weighting schemata combined with the
laser pointer information using actual lecture material in [7],

and the experimental results indicate that the laser pointer
information was effective in improving the precision of re-
trieval.

4. Filtering the Laser Pointer Information

As mentioned before, we need to consider difference in
various aspects of laser pointer pointing. To moderate the
effect of several ones, we filter out laser pointer informa-
tion related to these aspects. In this section, we propose two
methods to filter the laser pointer information based on key-
word occurrence in slides and in speech. In addition, we
propose a method considering both conditions together.

4.1. Filtering Based on Keyword Occurrence in
Slides

When we retrieve scenes, we usually use multiple key-
words in a query. However, in our previous work, we con-
sidered the influence of the laser pointer for each keyword
independently. Therefore, the laser pointer information af-
fected the ranking of scenes even if not all the keywords in
a query existed in a slide.

To correct this problem, we propose a method in which
the laser pointer is ignored except when all keywords in a
query exist in a slide, because we suggest that lines high-
lighted by the laser pointer that do not contain all key-
words should not add emphasis for the query. We define
phd/p(s, k) as phd(s, k) considering the condition:

phd/p(s, k) =
{

phd(s, k)
∏

k∈K Ip(s, k) , 0
0

∏
k∈K Ip(s, k) = 0 ,

where K is the set of keywords in a query.
We modify Ic[d+phd] by replacing phd(s, k) by

phd/p(s, k), and we denote it as Ic[d+phd/p], as fol-
lows:

Ic[d+phd/p](Φ, ωd)

=

s+δ∑
γ=s−δ

E(γ − s, ε1, ε2) · Id[d+phd/p](γ, k, θ, ωd)

Id[d+phd/p](s, k, θ, ωd)
= {T (s) + ωd · phd/p(s, k)}θ · Ip(s, k)

4.2. Filtering Based on Keyword Occurrence in
Speech

When a laser pointer hits target keywords in a slide but
the keywords are not spoken by the lecturer, we can assume
that the lecturer did not use the laser pointer to emphasize
the keywords. To moderate the effects of such laser pointer
information, we propose that the laser pointer is ignored ex-
cept when the keywords are spoken by the lecturer in the



scene. We define phd/s(s, k) as phd(s, k) considering this
condition:

phd/s(s, k) =
{

phd(s, k) skc(s, k) , 0
0 skc(s, k) = 0

We replace phd(s, k) by phd/s(s, k) in Ic[d+phd], and add
skc(s, k). We denote it as Ic[d+phd/s]:

Ic[d+phd/s,p+skc/p](Φ, ωd, ψ)

=

s+δ∑
γ=s−δ

E(γ − s, ε1, ε2) · Id[d+phd/s,p+skc/p](γ, k, θ, ωd, ψ)

Id[d+phd/s,p+skc/p](s, k, θ, ωd, ψ)
= {T (s) + ωd · phd/s(s, k)}θ · {Ip(s, k) + ψ · skc/p(s, k)},

where ψ is the spoken-keyword-count parameter to change
the effect of speech on the rating, and skc/p(s, k) is the func-
tion that calculates skc(s, k) only when the keyword k exists
in the slide using in the scene s:

skc/p(s, k) =
{

skc(s, k) Ip(s, k) , 0
0 Ip(s, k) = 0

4.3. Filtering Based on Both Conditions

Because keyword occurrences in slides and in speech are
independent, we propose a weighting factor that considers
both. We define an indicator phd/ps(s, k), as follows:

phd/ps(s, k)

=

{
phd(s, k)

∏
k∈K Ip(s, k) , 0 ∧ skc(s, k) , 0

0 otherwise

We also propose a weighting schema Ic[d+phd/ps,p+skc/p] to
replace phd/s(s, k) by phd/ps(s, k) in Ic[d+phd/s,p+skc/p].

5. Experimental Evaluation

We evaluated our proposed methods to filter laser pointer
information using actual lecture materials. First, we de-
scribe the setting and the data used in our experiments, and
then we show the experimental results and discuss charac-
teristics of the lectures.

5.1. Experiment Setting and Data

We evaluated our proposed methods to filter laser pointer
information using a series of videos from two actual lec-
tures: one about databases and one about computer archi-
tecture.

For the experiments, we ran 124 retrievals using differ-
ent sets of keywords, 78 about computer architecture and 46
about databases. Testers selected one relevant scene as the
best scene corresponding to the keywords.

����������������

����������������

����������������

����������������

����������������

����������������

���	���	���	���	

������������





 ���� 
�
�
�
� 
�
�
�
� � �� �� �� � � �� �� �� � �������� ����





�
�
�
�
�
�
�
�
�
�
�
�

�������� ��� � � � � � ��� � � � � � � ��� � � � � � � ��� � � � � � � �
�� � � � � � � 	 � ��� � � � � � � 	 � ��� � � � � � � 	 � ��� � � � � � � 	 � � �� � � � � � � 	 
 � � � 
 � � 	 � ���� � � � � � 	 
 � � � 
 � � 	 � ���� � � � � � 	 
 � � � 
 � � 	 � ���� � � � � � 	 
 � � � 
 � � 	 � �
��� � � � � � 	 � 
 � � � 
 � � 	 � ���� � � � � � 	 � 
 � � � 
 � � 	 � ���� � � � � � 	 � 
 � � � 
 � � 	 � ���� � � � � � 	 � 
 � � � 
 � � 	 � �

Figure 3. MRRs for the two lectures

We used the open-source speech recognition software
Julius 1 to derive the speech information from the lecture
videos. We added some words from the lecture slides to the
dictionary for speech recognition, which were not originally
included in it.

We fixed the parameters: θ = 0.4, δ = 4, ε1 = 5.0, ε2 =

0.5, and ψ = 1. We also distributed the probabilities of a hit
by the pointer H(l, q) to five neighborhood lines as 0.4, 0.3,
0.15, 0.1, and 0.05.

In this paper, we use mean reciprocal rank (MRR) for the
evaluation measure. MRR is commonly used for the evalua-
tion of question-answering systems such as TREC[14]. The
definition of MRR is:

MRR =
1
N

N∑
i=1

1
ranking by the ith retrieval

,

where N is the number of retrieval.

5.2. Experimental Results

We compare our proposed weighting schemata,
Ic[d+phd/p], Ic[d+phd/s,p+skc/p], Ic[d+phd/ps,p+skc/p], to the exist-
ing methods, Ic and Ic[d+phd].

Figure 3 shows the MRRs for the two lectures. The
results indicate that the proposed weighting schemata are
more precise than Ic and Ic[d+phd]. The MRR decreases in
Ic[d+phd] when ωd is made too large, but the proposed meth-
ods do not. This means that the influence of irrelevant point-
ing grows larger with a steadily enlarging ωd, whereas
the proposed methods moderate the influence of this laser
pointer information.

Figures 4 and 5 illustrate the MRRs for each lecture. Ac-
cording to Fig. 4, the laser pointer information had no posi-
tive effect on the scene retrieval with the existing methods in
the databases lecture. This is because the lecture’s construc-
tion of slides and topics is not suitable for ranking based on

1 http://julius.sourceforge.jp/
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Figure 4. MRRs for the lecture about
databases
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Figure 5. MRRs for the lecture about com-
puter architecture

information about the text on the slides. However, this graph
shows that the laser pointer information filtered by speech
information improves the MRR when the parameter ωd in-
creases. As a result, we can moderate the effect of the em-
phasis the laser pointer adds to keywords.

In contrast, Fig. 5 shows that, with the existing meth-
ods, the laser pointer information favorably influenced the
outcome of scene retrieval in the computer architecture lec-
ture, and the weighting schema filtered by text in the slide
achieves the best score. This means that this lecture’s char-
acteristics differ from the those of the first lecture, and is
suitable for retrieval methods based on slide construction.

5.3. Analysis of Lecture Characteristics

As the above discussion shows, the characteristics of the
two lectures differ. We analyze some lecture characteristics
of slide materials to understand the influence of the charac-
teristics on scene retrieval. First, we assume that structural
differences between lectures affect the ranking of scenes.
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Figure 6. Distribution of the search keywords
of the database lecture
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Figure 7. Distribution of the search keywords
of the computer architecture lecture

For example, the lecture on database includes some exer-
cise scenes. Exercise scenes usually have long durations be-
cause the students require some time to solve problems, and
lecturers sometimes use a slide for exercises in which a par-
ticular keyword appears many times. These characteristics
make scene retrievals more difficult.

We also assume that differences in keyword distribution
influence the difficulty of ranking scenes. Figures 6 and 7
show the distribution of the search keywords used in these
experiments. Most keywords of the computer architecture
lecture appear in a few scenes in contrast to some key-
words in the databases lecture, which appear in more than
20 scenes.

Table 1 shows the average number of scenes containing

Table 1. Search keywords distribution on each
lecture

Average # of scenes Standard deviation
Database 17.9 13.8

Architecture 8.2 6.6



a search keyword in the slide for each lecture, and the stan-
dard deviation. These results show that the keywords in the
database lecture are distributed twice as widely as those in
the computer architecture lecture. That is, scene retrieval for
the database lecture is more difficult than for the computer
architecture lecture.

6. Conclusions and Future Work

In this paper, we have discussed the treatment of
laser pointer and speech information in lecture scene re-
trieval, and propose two methods to filter the laser pointer
data phd(s, k) based on keyword occurrences in slides and
speech. We then combine the filtered laser pointer informa-
tion with the weighting schemata in UPRISE.

Our experimental results using actual lecture materials
indicate that the dedicated weighting schemata for filtered
laser pointer information are effective in improving the pre-
cision of retrieval. We also evaluated each lecture, confirm-
ing that the influence of irrelevant laser pointer information
is moderated on scene retrieval, and we analyzed differences
in each lecture’s characteristics for each information type.

In this paper, we use the speech information only to fil-
ter the laser pointer information, but we have proposed that
speech information is effective in retrieving scenes. There-
fore, we plan to develop a method in future work that ap-
plies laser pointer and speech information comprehensively
and more effectively.

We also plan to evaluate the influence of the speech
recognition rate. We must consider some problems when
we apply speech information; for example, recognition er-
ror and notation difference between the dictionary used in
speech recognition and the text in slides. We can simulate
the situation where we can correct recognized speech by us-
ing manual transcription of speech text.

The rareness factor is important for the weight-
ing schemata in information retrieval. For tf-idf, the inverse
document frequency, idf, is the rareness factor. We have re-
ported on the effectivity of the rareness factor for scene
retrieval [6].

We will consider the rareness factor of keywords in
slides and speech in our proposed methods.

Moreover, we will focus on the case of users submitting
synonymous keywords with text on slides and resolve the
problem by, for example, using thesaurus expansion of the
keywords.
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