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Abstract Interest in the Web services (WS) composition (WSC) paradigm is increasing tremendously. A real shift in distributed computing history is expected to occur when the dream of implementing Service-Oriented Architecture (SOA) is realized. However, there is a long way to go to achieve such an ambitious goal. In this paper, we support the idea that, when challenging the WSC issue, the earlier that the inevitability of failures is recognized and proper failure-handling mechanisms are defined, from the very early stage of the composite WS (CWS) specification, the greater are the chances of achieving a significant gain in dependability. To formalize this vision, we present the FENECIA (Failure Endurable Nested-transaction based Execution of Composite Web services with Incorporated state Analysis) framework. Our framework approaches the WSC issue from different points of view to guarantee a high level of dependability. In particular, it aims at being simultaneously a failure-handling-devoted CWS specification, execution, and quality of service (QoS) assessment approach. In the first section of our framework, we focus on answering the need for a specification model tailored for the WS architecture. To this end, we introduce WS-SAGAS, a new transaction model. WS-SAGAS introduces key concepts that are not part of the WS architecture pillars, namely, arbitrary nesting, state, vitality degree, and compensation, to specify failure-endurable CWS as a hierarchy of recursively nested transactions. In addition, to define the CWS execution semantics, without suffering from the hindrance of an XML-based notation, we describe a textual notation that describes a WSC in terms of definition rules, composability rules, and ordering rules, and we introduce graphical and formal notations. These rules provide the solid foundation needed to formulate the execution semantics of a CWS in terms of execution correctness verification dependencies. To ensure dependable execution of the CWS, we present in the second section of FENECIA our architecture THROWS, in which the execution control of the resulting CWS is distributed among engines, discovered dynamically, that communicate in a peer-to-peer fashion. A dependable execution is guaranteed in THROWS by keeping track of the execution progress of a CWS and by enforcing forward and backward recovery. We concentrate in the third section of our approach on showing how the failure consideration is trivial in acquiring more accurate CWS QoS estimations. We propose a model that assesses several QoS properties of a WS, which are specified as WS-SAGAS transactions and executed in THROWS. We validate our proposal and show its feasibility and broad applicability by describing an implemented prototype and a case study.
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1 Introduction

With the current proliferation of Web services (WS), a considerable shift is expected to occur in the way distributed computing systems are integrated. The conventionally integrated systems are foreseen to be gradually replaced in the near future by distributed and loosely coupled service-oriented systems. The key features that allow the WS technology to accomplish such a shift are: a) It builds on a set of universally recognized XML standards, especially WSDL (Web Service Description Language) [1], SOAP (Simple Object Access Protocol) [2], and UDDI (Uniform Description Discovery and Integration) [3] to describe, discover, and invoke any type of services in a networked environment. b) It has the potential to glue any systems together, no matter how different they are. c) It reduces dependency among components to obtain less fragile systems with increased responsiveness and ability to be frequently modified.
One issue that is gaining notable momentum in the research community is WS composition (WSC), which is used to create what is called *value-added services* or *composite Web services* (CWS) by taking a set of preexisting elementary WS, typically owned and managed by diverse entities, and weaving them together to build more powerful and feature-rich business processes. An example of CWS is an application that books a flight, rents a car, and makes a hotel reservation to provide a complete trip reservation process.

There is a myriad of specifications available for composing WS, exemplified by the emerging standards such as BPEL4WS (Business Process Execution Language for Web Services) [4] and industrial solutions such as IBM’s Emerging Technologies Toolkit ETTK [5] and Microsoft’s .Net [6]. In addition, academic researchers are making substantial research efforts, working on a whole panoply of WSC strategies including dynamic composition (e.g., eFlow [7, 8]), declarative composition (e.g., SELF-SERV [9, 10]), and semantic composition (e.g., SHOP2 [11]). A careful investigation of the major part of the available solutions for WSC reveals that only a very few cases are geared toward a distributed environment, such as the SELF-SERV framework. However, all the other approaches, such as BPEL4WS and eFlow, only support the integration of WS into a centralized model consisting of dedicated centralized engine(s). They have totally ignored the nature of the WS environment where interaction follows a peer-to-peer model and where each peer WS owner provides a set of services that can be used to compose a CWS.

The WSC technology is still regarded as immature: it requires considerable development before reaching its apogee [12, 13]. In particular, the WSC technology has to overcome a major obstacle—the widely recognized unreliability of the Internet—because all the available WS rely heavily on the Internet to be deployed. Adding to the Internet unreliability is a whole set of characteristics of the modern computing environments (e.g., unpredictability, heterogeneity, autonomy, dynamism, complexity, etc.) in which the WS subsist, making the most unexpected failure a normal part of any WS. Furthermore, with the assembly of several elementary WS into a CWS to create richer functionalities, the failure frequency is more important than ever.

In this paper we advocate that, when challenging the WSC issue, the earlier we accept the inevitability of failures and make available proper failure-handling mechanisms— from the very early stage of the CWS design—the greater are the chances of achieving a significant gain in dependability. To formalize this vision, we propose FENECIA (*Failure Endurable Nested-transaction based Execution of Composite web services with Incorporated state Analysis*), in which we tackle the WSC issue from different viewpoints to guarantee a higher level of dependability. Our approach aims at being, simultaneously, a failure-handling-devoted CWS specification, execution, and QoS assessment approach. Our framework is depicted in (Figure 7.1) and its contributions are threefold:

**WS-SAGAS: a CWS specification model.** The first section of our approach tackles the WSC issue from a different viewpoint: instead of trying to avoid failures, we accept their inevitability and we propose a new CWS specification model that builds primarily on the transaction concept—widely recognized by the database community as a strong concept for enhancing reliability and availability [14]. Specifically, we present a new transaction model that we name WS-SAGAS [15–18] to capture the underpinning logic of the CWS in transactions. Our model is specifically tailored to fit the characteristics of the WS architecture, thereby allowing to overcome the constraints imposed by the traditional transaction model [14]. In particular, WS-SAGAS specifies the CWS as a hierarchy of arbitrary nested transactions and introduces key features including state capture, vitality degree, and compensation mechanisms. These mechanisms are critical to inform of and recover from any transient failure. We build on these concepts to specify failure-endurable CWS as a hierarchy of recursively nested transactions. In addition, to define the CWS execution semantics without suffering from the hindrance of an XML-based notation, we describe a WSC in terms of Definition Rules (DR), Composability Rules (CR), and Ordering Rules (OR), and we introduce graphical and formal notations. These rules provide the solid foundation required to formulate the execution semantics of a CWS in terms of execution correctness verification dependencies.

**THROWS: a CWS execution architecture.** In the second section of FENECIA, we propose a new architecture, named THROWS (*Transaction Hierarchy for Route Organization of Web Services*), for a highly dependable distributed execution of CWS. In THROWS [19, 20], CWS execution control is hierarchically delegated among distributed engines: these engines are discovered dynamically throughout the CWS execution progress and they interact in a peer-to-peer fashion, thereby avoiding WS execution dependence on a single authority, which can constitute a potential single point of failure. In THROWS, we achieve failure capture and recovery, and control of long-running and parallel transactions by introducing two key concepts: the Candidate Engines List (CEL) and the Current Execution Progress (CEP).

**QoS estimation and analysis model.** In the third section of FENECIA, we focus on another issue related to the qualitative aspect of CWS: we verify to what extent the failure-handling mechanisms we propose are sufficiently strong to achieve a significant gain in dependability, during execution. We present a novel model that characterizes, estimates, and analyzes several QoS properties of dynamically executed CWS [21, 17]. In particular, we estimate the reliability and the execution time of the CWS. We concentrate on one important issue that has received little attention to date, that is, considering the potential failures repercussions on the CWS execution performance estimates. We advocate that accounting for failures and their repercussions on the effective performance of the CWS is particularly required in the WS architecture, in view of the WS inherent tendency to fail relatively easily (compared to other computing components).
Contrary to most of the current approaches dealing with QoS estimations in the WS context, which rely on the QoS information advertised by the WS providers, our model computes QoS estimates on the basis of the CWS execution observation.

**Approach validation.** To check the feasibility of our approach, we present a prototype that we implemented [18, 22] and that specifies CWS as a hierarchy of recursively nested WS-SAGAS transactions and simulates their execution in THROWS architecture. In addition, we report a case study that demonstrates the applicability of our proposal [21].

By bringing together the sections described above: i) We build on the strength of the WS architecture-enabling standards. ii) We combine a number of carefully selected features: the transaction-based specification and execution, the state-guided execution failure monitoring, the failure-aware QoS estimation, and the execution observation-driven QoS analysis. iii) Finally, we introduce the dedicated failure handling and recovery strategy, and we provide a solid foundation for the FENECTA approach to become a comprehensive methodology for the development of highly dependable CWS.

The remainder of this paper is organized as follows. Section 2 describes the type of failures we consider in this paper. Section 3 describes the key requirements that a transaction model for the WS context must satisfy. Section 4 is an overview of the evolution of the transaction concept. Section 5 describes our WS-SAGAS transaction model. Section 6 describes our architecture, THROWS. Section 7 introduces our QoS model. Section 8 describes our validation and checks the applicability of our proposal. Section 9 describes related work. Finally, Section 10 concludes our paper and gives a few tentative suggestions for future work.

### 2 Fault Model

The fault model and the failure modes we identified were inspired by a failure taxonomy for the particular case of WS architecture developed in [23], which in turn is based on the seminal work of [24].

A fault model is a model of the types of faults that can occur in a system while it is running. The widely recognized specificities of the modern IT environment in which WS subsist (e.g., heterogeneity, complexity, and autonomy of the participating systems and of their underlying platforms, versatile communications protocols and dynamic management policies, uncertainties about system boundaries, etc.) make the system subject to all the classes of faults categorized in [24]. The classes of faults of interest are physical faults including all fault classes that affect hardware, interaction faults including all external faults, and development faults including all fault classes occurring during development. However, in multitierr CWS, which span multiple interacting systems, interaction faults, which occur during use, have the greatest impact. Examples of faults in this class are lost or corrupted messages, process crashes, and faults introduced by updates. The interaction faults can be categorized as transient faults or permanent faults. We consider permanent faults beyond the scope of this paper.

#### 2.1 Failure Modes

A complete understanding of possible failure modes helps determine the mechanisms for fault tolerance. In this paper, we consider failure modes encountered by the system users, specifically timing-related failures where the time of arrival, or the duration of the information delivered, at the service deviates from the expected duration implemented by the system function. These failures are environment-related failures and are associated with WS crashes and timeouts; they are commonly characterized as silent failures because the system service is no longer available to users. At the composition level, special monitoring is required to handle these failures. This class of failure is handled by performing either a forward recovery or a backward recovery without requiring any external intervention.

The other category of failures encountered by system users is content-related failures, such as WS execution exceptions, WS programed exceptions, exceptions propagated from other participant WS, and fault messages received from SOAP calls to WS. We consider content-related failures to be beyond the scope of this paper; dealing with them is complex because WS providers define WS differently.

### 3 A Transaction Model for WS Context: Key Requirements

We identify the key requirements that a transaction model for CWS must satisfy. A number of contributions have added a transactional support for CWS such as WS-transaction [25] and WS-CAF [26]. Although available solutions are mostly for statically composed WS, we target a dynamic CWS. After identifying the different requirements that a transaction model for dynamic CWS must satisfy, we provide a state-of-the-art summary of the concept of transactions in database technology to identify previously proposed concepts that may help to increase dependability.

**Requirement 1.** A generic model that can combine different transactional semantics: WS interleaved in a CWS tends to be hosted by different providers. It is most likely that their providers are using noncompliant transaction supports (if they provide any). Moreover, it is not possible to compel the WS providers to make the same transaction model available. To this end, a transaction model for the WS context must be sufficiently generic to accommodate different transactional semantics in the same model. Furthermore, it must add the required transactional semantics to the WS, if they do not exist. BPEL [4] is a typical example of a WSC specification that defines only one type of transactional semantic for all the WS interleaved in the same CWS.
The sagas model [27] was used to define the required transacational support for static CWS in BPEL. In BPEL, the only way to handle a failure is by compensation; the case where it is impossible or unnecessary to define a compensator for a particular saga is not addressed. It is true that failure atomicity is guaranteed because if any activity fails the overall process is compensated. However, we argue that the support of other transactional behaviors in the same model improves the chances of CWS execution completing successfully. Other required transactional behaviors in this situation are: (i) envisaging alternative mechanisms to compensation if compensation is not an option; (ii) having recourse to compensation only as a last resort, when there is no means of saving some part of the process progress; (iii) including idempotent tasks that need no compensation.

**Requirement 2. A model that can support different interaction patterns:** The logic underpinning business processes tends to be versatile and semantically varying. Consequently, in the same transaction, we may have to orchestrate elementary WS in different ways and in line with different control flow patterns (e.g., join, split, synchronize, etc.). However, a major part of the proposed transaction models only supports a concurrent or sequential interaction within a transaction. To overcome this limitation, the Workflow community contributions are of interest. In particular, well-known Workflow Patterns are those proposed in the seminal work [28]. This collection of patterns has been used to evaluate the functionality of commercial products and standards supporting the development of process-oriented applications (e.g., the METEOR project [29] and BPEL [4]). This work serves as a reliable starting point for defining the required aggregation patterns.

**Requirement 3. A model that can guarantee the best match between WS and CWS components:** A well-known characteristic of the WS realm is its unpredictability; this characteristic is not part of the equation in either the Workflow area or transaction models. Both are designed for a computing environment where modifications are very rare. Moreover, the different components, for either a transaction (subtransactions) or tasks for Workflows, are predefined, which totally eliminates unpredictability.

Returning to the WS context, unpredictability introduces a high probability of failure when WS are statically orchestrated. To overcome this limitation, it is required to define several alternative WS for the same component so that if the execution using one fails, it can be reattempted using others. Moreover, as WS tend to provide basic functionalities, it is very probable that one transaction as a whole cannot be satisfied by one WS alone. This introduces another requirement for component/transaction semantics, composition/decomposition, to facilitate and ensure that the best match is made. This requirement satisfaction is partially addressed in this paper; for a full description, refer to [18].

**Requirement 4. A model that can guarantee correct and dependable execution:** Many specified details of the CWS relate to the defined execution correctness restriction methods. In particular, we cite serializability [30], widely accepted as the cornerstone of database correctness, as unsuitable. Our justification is that serializability is very rigid and imposes restrictions that are not required (or feasible) in the WS context. For example, the shared resource condition is not satisfied because we are no longer dealing with transactions to be serializable against only one database; the different processes described as CWS are far more complex than simple write/read operations.

Several proposals, such as quasi-serializability for a multidatabase environment [31], have proposed solutions that, although they relax the strict serializability condition, still target concurrency control and database integrity control.

Nevertheless, for CWS, correctness means ensuring that the semantics of the CWS are correct against the process-predefined semantics (i.e., process logic and components orders). Therefore, serializable execution is not required in the same way as in a conventional database [32]. An important approach, which indeed was already used for ensuring correct execution of CWS, is by specifying a set of Acceptable Terminal States (ATS) [33, 34].

This approach was initially proposed for transactional Workflow systems and later extended to CWS. In this approach, designers have a crucial role in determining which is the correct execution, in terms of ATS. We argue that ATS is a powerful approach that fits well for CWS with a centralized and static execution, as in [3-4]. However, for a dynamic and distributed execution, ATS is insufficient as there is no central entity that is responsible for verifying that the execution verifies, or violates, the predefined ATS. Moreover, ATS only verifies termination dependency and, even if the different components of a CWS terminate in states included in their ATS, there is no guarantee, or means of proving, their execution order correct. We require special mechanisms to enforce that the execution order of the components of a CWS does not deviate from the prescribed order.

4 Transaction Concept: State of the Art

We highlight features of several transaction models that are interesting for dependability enhancement. We explain for each feature/model why it can or cannot be integrated in a transaction model tailored for CWS.

4.1 Traditional Transaction Model

This model is undoubtedly the precursor of all the transaction models that have been proposed. It refers to a transaction endowed with the ACID (Atomicity, Consistency, Isolation, and Durability) properties [35]. With these properties, each transaction is guaranteed to enforce failure atomicity and serializability as a correctness criterion. Each transaction has a flat structure.
Although the effectiveness of the traditional transaction model in conventional database applications, where transactions are generally simple and of short duration, is irrefutable, the unsuitability of its strict ACID properties for the WS context is clear. Maintaining strict isolation and serializability causes a lack of functionality, flexibility, and performance. This precludes the possibility of intertransaction cooperation and long-running transactions.

4.2 Advanced Transaction Models

Several advanced transaction models have been proposed in response to the inflexibility of the traditional transaction model (refer to [14] for a comprehensive description of some of these). We investigated the applicability of some of these models that inherently allow transaction composition (structuring) — an essential feature for a model for CWS — and encompass concepts with recognized contributions in enhancing dependability but not yet part of the WS architecture.

The nested-transaction model [36], which uses a serializable correctness criterion, made a significant contribution to the database community by: (i) extending the flat transaction structure to a multilevel structure; (ii) introducing the concept of contingent and nonvital subtransactions; and (iii) allowing a higher degree of intertransaction parallelism. All of these concepts are of considerable relevance to WS architecture because, first, the concurrent execution of transactions is an essential feature. Second, contingent subtransactions are easily realizable because WS that share the same functionalities are numerous; considerable research effort is directed toward achieving this issue. Third, definition of nonvital subtransactions is essential to increase availability.

To deal with the problem of long-lived transaction faults, the concept of compensation was first introduced in the sagas model [27]. A saga consists of a set of ACID subtransactions with a predefined order of execution and a set of compensating subtransactions. If a long-lived transaction fails, it can be aborted and rolled back, and then retried. However, if a saga as a whole becomes unrecoverable and has to abort, appropriate compensations are run to compensate for the completed parts of the transaction (backward recovery), that is, semantically undoing the effects of the failed parts. The other possibility in recovery is a forward recovery, that is, the system needs to retry the same failed transaction parts. The compensation ingredient here is of particular interest because it can realize a flexible fault-handling approach—a highly desirable characteristic in the WS context, in view of its high failure tendency. However, the restriction imposed by sagas that each subtransaction must be successfully compensatable cannot always be fulfilled. Therefore, alternative mechanisms for noncompensatable tasks are required.

The nested-sagas transaction model has been proposed as an extension to the sagas model [37]. It treats communication between transaction steps as an essential feature in the WS context. Each saga specifies input and output ports, bound at run time to mailboxes (i.e., queue of messages). Communication is achieved using three different classes of predefined commands: Bind, Send, and Receive.

The Flex transaction model was designed to allow more flexibility in transaction processing [33, 38]. A flexible transaction is specified by defining a set of subtransactions, a set of intratransaction execution dependencies, and a set of acceptable terminal states (ATS) defining the conditions for the success of the flexible transaction. The Flex transaction model goals are very similar to our goals because it targets a multibase system, which can be assimilated to a special case of the WS environment where the participating systems are predefined and cannot dynamically disappear without prior notice. In particular, the way a flexible transaction is defined makes it the best candidate for CWS, as it allows the designer to specify a set of functionally equivalent subtransactions, each of which, when completed, accomplishes the task. Moreover, the contribution of the state and the intratransaction execution dependencies associated with each transaction can overcome the stateless WS and provide flexible atomicity and isolation, especially if the subtransactions support some form of compensation. It is also suitable for controlling and tracking the execution progress in a distributed environment.

While these advanced models differ in various forms, they all share the same line of thinking: the strict ACID properties support is no longer a viable solution for a nontraditional database environment. In this sense, they exploit application-specific semantics to define nonserializable correctness criteria to specify and constrain the behavior of the transaction components and their interactions. As well as these transaction models, many others were also proposed for databases (e.g., cooperative SEE transactions [14], DOM transactions [14], etc.) or by the Workflow research community. We limited our study to these models because they are at the base of many others that were proposed later.

5 WS-SAGAS Transaction Model

We propose to adopt features of interest from the transaction models described above and to build on them to make our transaction model sufficiently rich to support any CWS underpinning logic and to provide it with the required mechanisms to guarantee a dependable specification of dynamic CWS executed in a peer-to-peer environment.

Specifically, we inherit the arbitrary nesting of transactions, the forward recovery with execution retrial, the backward recovery ensured with compensation mechanism, the vitality degree, the state, the Workflow-like aggregation patterns, and the intertransaction execution dependencies to ensure correct execution.
5.1 General Assumptions

**Assumption 1.** We assume we are dealing with business processes that may need to combine various transactional behaviors. That is, a process puts together different activities; several are idempotent and need not be undone (e.g., displaying order information), several can be easily undone or compensated for (e.g., adding products to an order), and several others cannot be (automatically) undone because they mark a decision, commonly called noncompensatable (e.g., checking out and ordering).

**Assumption 2.** We assume that there is no dependency between successive invocations of the selected WS, if the dynamic WS discovery and selection leads to selecting the same WS.

**Assumption 3.** We assume the process of candidate WS discovery, selection, and mapping, and that verification that a certain candidate WS and a certain component from a CWS are semantically equivalent can be performed automatically. A very active area of research is measuring the semantic and syntactic similarity between WS to ensure the best match can be done. We consider this issue beyond the scope of this paper, as we can apply any of the available proposals.

**Assumption 4.** We assume the system designers have a comprehensive description of the business rules buried in the process-underpinning logic and they can use these rules without ambiguity to discern the different transactional behaviors and their scope (i.e., a CWS, a component from a CWS, an aggregation of components, etc.).
5.2 Description of WS-SAGAS Model Salient Features

Our model introduces the following features to specify the underpinning logic of a process (e.g., virtual travel agency), as a fault-tolerant and dynamically executed CWS against a peer-to-peer environment:

5.2.1 Process, Transaction, and Element

To allow a dynamic process composition, instead of specifying the underpinning logic of a process using a set of pre-existing WS woven together into a static CWS, we introduce the concept of an Element—represented by a rectangle in (Figure 4.1)—and use it as a unit in the composition of a process as a hierarchy of recursively nested WS-SAGAS transactions.

The same element can be simultaneously a component from a WS-SAGAS and a parent of other elements in another WS-SAGAS. Therefore, it is called a composite element and we represent it as a blue rectangle. Alternatively, an atomic element is only embedded in a WS-SAGAS and is represented as a white rectangle.

On executing a process, WS are dynamically discovered, and candidates are selected and mapped either to the different elements or to WS-SAGAS, considering the WS availability. In this paper we limit the WS selection and mapping to the atomic elements. However, our approach supports the mapping to entire WS-SAGAS. This issue is detailed in [18]. The control flow between the different elements specifies the ordering relation between the different elements and is represented by directed edges. Finally, the data flow specifies how the data produced by an element are transferred to another element and are represented by the mapping between the different input and output boxes; we do not consider this issue in this paper and we will address it in our future work.

More precisely, we adopt the following notation of a process, illustrated also by (Figure 4.1):

\[
P_i[n_i, m_i] : \text{WS-SAGAS}_1 \quad (n_i, 1 \text{ elements}) \quad \text{(nesting level 1)}
\]

\[
\vdash \text{WS-SAGAS}_{i,a} \quad (n_i, 2 \text{ elements}) \quad \text{(nesting level 2)}
\]

\[
\vdash : \quad \vdash \quad \vdash \text{WS-SAGAS}_{i,a,b} \quad (n_i, p \text{ elements}) \quad \text{(nesting level p)}
\]

\[
\vdash \quad \vdash \text{WS-SAGAS}_{i,a,b,c} \quad (n_i, m_i \text{ elements}) \quad \text{(nesting level m_i)}
\]

A process (denoted \( P_i \)) is assumed to have a unique identifier \( i \) as a subscript, where \( i \) ranges over the set of natural numbers \( N \) to designate different processes. Each process is assumed to have \( n_i \) elements distributed over \( m_i \) nesting levels. In the hierarchy of WS-SAGAS forming the processes, we denote the uppermost WS-SAGAS WS-SAGAS. Note that we keep the same subscript for the corresponding process. Note also that WS-SAGAS is the only WS-SAGAS in the hierarchy that has no parent.

In (WS-SAGAS \( \vdash \text{WS-SAGAS}_{i,a} \)), the symbol “\( \vdash \)” indicates that WS-SAGAS is defined at the top of the subtransaction WS-SAGAS. That is, the parent element of the subtransaction WS-SAGAS must be \( E_{i,a} \), one of the elements aggregated in WS-SAGAS.

A hierarchy of WS-SAGAS forming a process contains a parent WS-SAGAS, plus zero or more children; the children can be atomic elements or composite elements, parents of other WS-SAGAS.

We guarantee the uniqueness of an element identifier by keeping the identifier of the subtransaction it appertains to and concatenating it to a unique identifier for the element. More formally, let \( E_{i,a} \) be one of the elements from the uppermost transaction WS-SAGAS and “\( i.a \)” its identifier; “\( i \)” is the index of its parent WS-SAGAS. We emphasize that the number of “\( i \)” in the identifier indicates the nesting level, and the last digit (i.e., \( a \) for \( E_{i,a} \)) indicates the order. We assume that “\( a \)” is defined in \([1..\text{WS-SAGAS}]\) where \( \text{WS-SAGAS} \) is the cardinality (i.e., the number of assembled elements) of the subtransaction WS-SAGAS; and is equal to \( n_i \). Similarly, it is equal to \( n_i \) for WS-SAGAS, the second nesting level, and equal to \( n_{i,m} \), for the nesting level \( m \) containing WS-SAGAS. To generalize, we use in WS-SAGAS the symbol “\( s \)” to indicate that there exists a subtransaction that has as a parent the element \( E_{i,a,b} \), and that comes in one of the nesting levels after nesting level 1, which contains the element \( E_{i,a} \). In “\( i.a.s \)” the symbol “\( s \)” is replaced to define the WS-SAGAS actual identifier. We assume WS-SAGAS is the nesting level \( p \) where \( p < m \), and \( m \) corresponds to the last nesting level in \( P_i \). We denote the last subtransaction in the hierarchy, which corresponds to the nesting level \( m \) by WS-SAGAS, its first element is denoted \( E_{i,a,b,c} \) and its last element is denoted \( E_{i,a,b,c,n_{i,m}} \).

5.2.2 Vitality Degree

To add flexibility to the way failures cascade through a process, depicted as a hierarchy of WS-SAGAS transactions, we distinguish vital from nonvital elements. The vitality degree of an element is denoted by a superscript set to “\( \text{v} \)” for vital and to “\( \text{nv} \)” for nonvital. The vitality degree obeys these assumptions:

- A vital element (denoted \( E_{i,a}^\text{v} \)) must be executed successfully (i.e., it has to commit) for its parent transaction to commit.
- A nonvital element (denoted \( E_{i,a}^\text{nv} \)) may abort without preventing its parent transaction from committing.
- Aborting a vital element \( E_{i,a}^\text{v} \) induces aborting the whole transaction it appertains to if there is no alternative WS to retry it.
- Aborting a nonvital element \( E_{i,a}^\text{nv} \) does not reflect on the execution of the transaction it appertains to; the process could complete successfully although not all its component elements were committed. Doing so is expected to increase availability and to decrease the probability of overall process failure occurring.
We describe below the definition of the vitality degree of a process \( P \) depicted as a hierarchy of recursively nested WS-SAGAS transactions. In the remainder of this paper, an element’s superscript is omitted and the notation \( (E_{i,k}) \) without specifying the vitality degree is used for an element when not relevant or interesting. The distinction between a vital element \( (E_{i,k}^v) \) and a non-vital element \( (E_{i,k}^n) \) is only given when a special consideration is required.

### 5.2.3 Transactional Behavior

Every atomic element \( E_{i,k} \) has a transactional behavior. The transactional behavior of an element is closely related to the nature of its functional semantics and is determined principally by the designers to describe how the element failure can be handled. The transactional behavior of an element can be one of the transactional behaviors described below:

- **Compensatable**: The functional semantics of the element can be undone.
- **Noncompensatable**: The functional semantics of the element cannot be undone (automatically) once done.

Two other transactional behaviors are implicitly supported by our model: retrievable and idempotent elements. We assume all the vital elements are retrievable with different semantically equivalent WS and that the non-vital elements are not retrievable because their fulfillment is optional.

An idempotent element is one that has no effect (eg. read operation); we treat this as a compensatable element that is undone by running an empty compensator.

The choice of potential candidate WS for a particular element must consider the required transactional behavior for that element. When an atomic element is compensatable, we represent its compensating element just below it with a rounded-corner rectangle (see Figure 4.1). Assume that the element \( E_{i,k} \) is compensatable: we denote its compensating element \( E_{i,k}^c \).

Similarly, a composite element is compensated by the different elements aggregated in its corresponding WS-SAGAS: in Equation 5.1, \( E_{i,n} \) is a composite element represented by the subtransaction WS-SAGAS \( S_{i,n} \) and it can be compensated by compensating WS-SAGAS \( S_{i,n}^c \). We describe this in detail below.

### 5.2.4 State

We attach to each atomic element from a WS-SAGAS transaction a state for the following reasons:

- **(i)** To decide how to advance a process execution, (i.e., to decide whether to delegate the execution control to other element(s) or to resume it), it is essential to know the execution progress of each element separately.

- **(ii)** At some point of the execution of a process, the pre-specified objectives may be achieved. In this case, the process is considered to be successfully completed and can be committed. Because we consider a distributed model, where there is no central monitor that has all the required information about the execution progress, we cannot make a decision unless we attach a state to each element. We can then derive the current state of the whole process. More importantly, we can deduce whether the execution progress is correct against the process pre-specified semantics and ordering.

At any time, the state of every element \( E_{i,k} \) —denoted state \( \text{state}_{i,k} \) (in Figure 4.1)—keeps the same identifier as the element it is attached to. The state of an element is assumed to be exclusively in one of the six states defined below, if the element is compensatable (see Figure 5.1 (a) and (b)):

1. **Waiting**: \( E_{i,k} \) is not yet submitted for execution and is still waiting for the execution progress to reach its level.
2. **Executing**: \( E_{i,k} \) is effectively being executed.
3. **Failed**: \( E_{i,k} \) has encountered a failure.
4. **Aborted**: \( E_{i,k} \) has received a request to abort itself and has obeyed it.
5. **Committed**: \( E_{i,k} \) has successfully terminated and was committed.
6. **Compensated**: \( E_{i,k} \) has been compensated for.

If an element is non-compensatable, the set of states that model the element’s internal behavior is reduced to five states by eliminating the compensated state (see Figure 5.1(c) and (d)). A vital element is assumed to be retrievable, and there is therefore a directed edge between the failed and executing states in Figure 5.1(a) and (c).

For an element to transfer from one state to another, a transition condition has to be evaluated. When it is verified, several actions may be triggered. Of the different actions, one action makes the state of the element change from one state to another.

For a compensatable element \( E_{i,k} \), to transit from the state waiting to the state executing, we assume the viability of the condition that indicates that at least one WS bearing the same semantic functionalities as the element must be selected. Only when the selected WS is mapped to the element does the element’s state becomes executing.

Depending on the allocated WS execution progress and the progress of other elements in the same WS-SAGAS, the executing state can transit to aborted, if the WS execution must be canceled, or it can transit to either the committed or the failed states; this depends on whether the selected WS achieved the element’s objectives or not.

Assume that the state of a compensatable element was set to failed. Subsequently, depending on the element’s vitality degree, the processing differs:

- **(a)** When the element is vital, another candidate WS that bears the same semantic functionalities is selected and the execution is retried with this new candidate by changing the element state back to executing; success of execution of the new WS means success of the element and its state is set to committed. However, if an element is retried a number of times with different WS and all the attempts are unsuccessful and it is no longer possible to retry the execution, for any predefined reason, then the element’s state remains failed, and a backward recovery is triggered.


The other possible case is when we have a non-vital element. If the first candidate WS execution failed, the element’s state is set to Failed, no execution retry is attempted, and the execution of the whole WS-SAGAS is resumed, as if the element was successful.

The main difference in processing a compensatable and a non-compensatable element becomes clear when an element is in the committed state and the execution of another vital element from the same WS-SAGAS cannot be retried so a backward recovery is necessary. In such a case, all the compensatable elements in the committed state are compensated and their state then becomes compensated.

The case of non-compensatable elements included in a WS-SAGAS requires special consideration because the issue of mixing compensatable and non-compensatable components in the same transaction is a difficult problem.

In [38], the authors introduced a commit protocol to ensure the compensatable components are committed before the commitment of the non-compensatable components. The global commit/abort decision is determined by the outcome of the non-compensatable components. If they abort, all of the compensatable components are compensated. In our model, we extend this protocol and we use mainly the state concept to allow the execution of a hierarchy of recursively nested WS-SAGAS more flexibly. A detailed discussion of this issue is in the following section.

### 5.2.5 Failure Recovery

The WS-SAGAS defines a compensating element for each element, when possible. There are two choices when an element fails to commit (e.g., allocated WS failure): the first is to attempt the element execution retry, which is a variant of the sagas forward recovery. However, the difference is that the same element is reattempted but with another WS. If the first choice is not possible, then the second choice is backward recovery, in which the WS-SAGAS offers either to compensate or to abort the elements to bring the overall CWS back to a consistent state. We elaborate on this point in greater detail later in this section.

### 5.2.6 WS-SAGAS Notations

An investigation of most of the current CWS specification languages and approaches showed that there are three main categories of notations adopted to depict a CWS: (a) The first category uses an XML-based notation; BPEL [4] and WebTransact [39, 40] are typical examples. (b) The second category opts for a graphical notation for more expressiveness and to overcome the complexity of an XML-based notation; they typically use a standardized modeling notation to describe CWS. Examples are state charts and UML models—a typical example is SELF-SERV [41]—or they define a proprietary notation, if the standard notations are not sufficiently rich to accommodate all the desired semantics of their approaches, e.g., eFlow [8]. (c) The third category prefers formal notations such as $\pi$-calculus or other process algebras because of their conciseness and power to analyze the semantics and correctness of the model [42].

In WS-SAGAS, we advocate the use of three notations because we are strongly convinced that one notation alone is inadequate to express all the semantics of an approach and may not be suitable for different users. First, instead of an XML-based notation, we propose a textual notation that can be used to generate automatically an XML-based notation of the CWS, when later implementing the system. Our textual notation is much less error prone, less complex, more human readable, and more easily modifiable. The most important feature of our notation is that we exploit it to specify and constrain the behavior of the different elements in a process and the interactions between them. In addition, to complement our textual notation and to define a common standard foundation for comparison with other formal approaches, we propose a formal notation. We also define a proprietary graphical notation and we use this to illustrate a running example, because the standardized notations, such as UML diagrams, do not encompass all the semantics we required for our model. Finally, to have a comprehensive notation of a CWS, our three notations can be combined or used separately.
5.2.7 WS-SAGAS Aggregation Patterns

To define the aggregation patterns, we propose building on existing work on Workflow patterns and on an analysis of existing Workflow languages reported in [28]. The following motivated our choice: a) Control flow dependencies encountered in Workflow modeling comply with the WS context, because the situations they capture are also relevant in this domain. b) Existing languages for WSC, such as BPEL and BPML, were built on the basis of languages for Workflow modeling [43]; therefore, we have a common basis for comparing our work with these approaches. c) It is possible for our model to incorporate different aggregation patterns into the same structure, which was not allowed with advanced transaction models proposed previously. By incorporating the transaction concept with the different aggregation patterns we enable a flexible and dependable WSC [18].

The analysis of existing Workflow languages allowed us to identify the relevant patterns necessary to model the logic of any process, no matter what it is. We identified eight patterns: sequence, parallel, selection, switch, rendezvous, selective merge, exclusive merge, and iterative (see Figure 5.2) [17,18]. In [28], the authors introduced 20 patterns, but we limited our study to eight of these and we deliberately excluded the others (such as the cancellation patterns or the state-based patterns) because those eight patterns, when combined with the compensation, the state, and the vitality degree, are sufficient to express any process that our approach can support. Existing Workflow languages provided either a graphical notation or an XML-like notation of these patterns and, to the best of our knowledge, there is no standard notation for such aggregation patterns. We have already identified the limitations of XML-like notation and described why we prefer to define our textual notation. We continue with the same line of thinking and propose a process algebraic approach to formalize the description of our aggregation patterns. Instead of an informal notation, we propose using process algebras (PA) because we are dealing with aggregation patterns that have semantics and the correctness of their semantics needs to be verified. PA contributions in this direction make them an interesting candidate.
5.3 WS-SAGAS Notation

The underpinning logic of a process \( P \), depicted as a hierarchy of recursively nested WS-SAGAS, is denoted by a 3-tuple \( \langle \mathcal{R}, \mathcal{A}, \mathcal{F} \rangle \) formed by a textual notation \( \mathcal{R} \), a graphical notation \( \mathcal{G} \), and a formal notation \( \mathcal{F} \).

5.3.1 Description of Textual Notation (\( \mathcal{R} \))

A textual notation of a process \( P \) (denoted \( \mathcal{R} \)) is formed with three different sets of \textit{Rules} identified by the system designers using the process logic description: the set of \textit{Definition Rules} \( \mathcal{DR} \), the set of \textit{Composability Rules} \( \mathcal{CR} \), and the set \textit{Ordering Rules} \( \mathcal{OR} \).

The \( \mathcal{DR}, \mathcal{CR} \), and \( \mathcal{OR} \) share the same tuple-like notation but their semantics differ because:

1. Each \( \mathcal{DR} \) gives relevant information of an \textit{entity} that either relates to the \textit{CWS} specification (e.g., a process, an element, a component, etc.) or intervenes in the CWS execution (e.g., a WS, a coordinator, etc.).
2. Each \( \mathcal{CR} \) specifies the relation between the different \textit{entities} defined by the different \( \mathcal{DR} \) (i.e., how the entities are combined, how the entities interact with each other, etc.).
3. Each \( \mathcal{OR} \) defines the condition that the relation between the different entities defined by the \( \mathcal{CR} \) must verify (i.e., under which condition entities are combined, under which condition entities interact with each other).

We propose the following tuple-like generic notations to define a \( \mathcal{DR} \), a \( \mathcal{CR} \), and an \( \mathcal{OR} \):

\[
\begin{align*}
\mathcal{DR}(\text{Entity}_y) & : \{\text{Attribute}_1, \ldots\} \\
\mathcal{DR}(\text{Entity}_y) & : \{\text{Attribute}_2 \times \ldots\} \\
\mathcal{DR}(\text{Entity}_y) & : \{\text{Attribute}_3 \circ (\text{Attribute}_4, \ldots)\} \\
\mathcal{CR}(\text{Entity}_y) & \rightarrow \{\text{Entity}_x, \text{Entity}_y\} \\
\mathcal{OR}(\text{Entity}_y) & \rightarrow \{\text{Entity}_x \, \text{op} \, \text{Entity}_y\}
\end{align*}
\]

where:

- \textit{Attribute} is the relevant information about an \textit{Entity}.
- \textit{op} is the condition that the composability relation between \textit{Entity}_x and \textit{Entity}_y must define.

5.3.2 Definition Rule of an Element

Let \( E_{i,k} \) be an \textit{Atomic} element from WS-SAGAS, \( \mathcal{DR}(E_{i,k}) \) is an ordered tuple that provides relevant information of an \( E_{i,k} \), namely its \textit{name}, \textit{description}, \textit{state}, \textit{vitality degree}, \textit{transactional behavior}, \textit{operation} with its corresponding \textit{input} and \textit{output} parameters, and its \textit{QoS} attributes. We added only those attributes we considered to be fundamental in composing WS; extending the \( \mathcal{DR} \) expression with other attributes is possible.

We use the following notation of a \( \mathcal{DR} \) of an element, which is a specialization of the generic \( \mathcal{DR} \) notation for an \textit{entity} described above:

\[ \mathcal{DR}(E_{i,k}) : \{\text{name, description, behavior, state, type, vitality, (operation} \times \{\text{ins, out}}, \text{qos}\} \] ,

where:

- \textit{name} is the name of the element.
- \textit{description} is a concise description of the element's main semantic functionality.
- \textit{behavior} is the transactional behavior of the element.
- \textit{vitality} is the vitality degree of the element.
- \textit{type} is the element granularity: an element that has no children is an \textit{atomic}.
- \textit{state} describes the execution progress of the element.
- \textit{operation} is an operation that an element may execute several times, but at least one.
- \textit{ins} and \textit{out} are the different input and output parameters of the element.
- \textit{qos} are the different \textit{QoS} attributes of the element, which are estimated when the element is executed.

Specifically, we define \( \mathcal{DR} \) to provide relevant information about three different entities: a \textit{process}, a WS-SAGAS, and an \textit{element}. The set of \( \mathcal{CR} \) identifies the relation of composability between the different elements and WS-SAGAS (e.g., which WS-SAGAS is composed of composing which WS-SAGAS/elements). Finally, the set of \( \mathcal{OR} \) identifies the ordering condition that every relation of composability between the elements and process must verify.
For each atomic compensatable element \( E_{i,k} \) verifying \((DR(E_{i,k}).behavior = \text{Compensatable and } DR(E_{i,k}).\text{type} = \text{Atomic})\), we define a compensating element (denoted \( E'_{i,k} \)). This element is invoked if a failure later in the execution of \( E_{i,k} \) makes it necessary.

The occurrence of element \( E'_{i,k} \) after element \( E_{i,k} \) restores the system to a state that is an acceptable approximation of its state before the start of the execution. For every compensating element, we may define the definition rule of a compensating element (exactly \( DR(E'_{i,k}) \)), in the same way we defined it for an element.

**Definition 5.2 (Definition Rule of a WS-SAGAS)**

Let WS-SAGAS\(_{i,a} \) be a subtransaction formed by \( n_{i,2} \) elements and having as a parent the composite element \( E'_{i,a} \) from WS-SAGAS\(_{i} \) (see Equation 5.1).

\( DR(WS-SAGAS_{i,a}) \) is an ordered tuple that provides relevant information on WS-SAGAS\(_{i} \), specifically its name, description, state, \( \text{vitality} \) degree, transactional behavior, and QoS attributes. The values of several attributes are deduced from the attributes in the composing elements of the WS-SAGAS.

\[
DR(WS-SAGAS_{i,a}) : \langle \text{name}, \text{description}, \text{behavior} \times, \\
\text{state} \times, \text{vitality}, \text{qos} \times \rangle ,
\]

where:

- \( \text{name} \) is the name identifier of the WS-SAGAS.
- \( \text{description} \times \) is a concise description of the WS-SAGAS; it combines the description of the different elements that appertain to this WS-SAGAS and verifies:

\[
DR(WS-SAGAS_{i,a}).\text{description} \equiv \bigcup_{l=1}^{n_{i,2}} (DR(E_{i,a,l}).\text{description}) .
\]

- \( \text{state} \times \) describes the execution progress of the subtransaction WS-SAGAS\(_{i,a} \). It is an \( n_{i,2} \)-tuple formed by the states of the elements composing WS-SAGAS\(_{i,a} \):

\[
DR(WS-SAGAS_{i,a}).\text{state} \equiv \bigcup_{l=1}^{n_{i,2}} (DR(E_{i,a,l}).\text{state}) .
\]

We assume that only the state of the \( \text{vital} \) elements affects the overall WS-SAGAS commitment’s decision. In addition, all the compensatable elements must wait for the noncompensatable elements from the same subtransaction (i.e., nesting level) to be able to commit their work. By putting together these two assumptions, we can reduce the state of a WS-SAGAS to the set of states of the elements that verify the conditions:

\[
DR(WS-SAGAS_{i,a}).\text{state} \equiv \bigcup_{l=1}^{n_{i,2}} (DR(E_{i,a,l}).\text{state}) \text{ with:}
\]

\[
DR(E_{i,a,l}).\text{vitality} = \text{Vital and }
DR(E_{i,a,l}).\text{behavior} = \text{Non compensatable} .
\]

- \( \text{vitality} \) is a reduction of a tuple formed by \( n_{i,2} \) vitality degrees, one for every atomic element aggregated in WS-SAGAS\(_{i,a} \). We reduce this \( n_{i,2} \)-tuple to a one-value tuple. If there is at least one \( \text{vital} \) element in a WS-SAGAS, the overall WS-SAGAS is \( \text{vital} \). However, a WS-SAGAS is \( \text{nonvital} \) if all of its composing elements are \( \text{nonvital} \). These requirements are formulated below:

- \( DR(WS-SAGAS_{i,a}).\text{vitality} = \text{nonvital} \ iff \\
\{ E_{i,a,l} \in WS-SAGAS_{i,a} | \ell \in \{1..n_{i,2}\} \} \) we have:

\[
DR(E_{i,a,l}).\text{vitality} = \text{nonvital} .
\]

- \( DR(WS-SAGAS_{i,a}).\text{vitality} = \text{vital} \ iff \\
\{ E_{i,a,l} \in WS-SAGAS_{i,a} | \ell \in \{1..n_{i,2}\} \} \) that verifies:

\[
(DR(E_{i,a,l}).\text{vitality} = \text{vital}) .
\]

- \( \text{behavior} \times \) is a \( n_{i,2} \) tuple formed by the transactional behaviors of the atomic elements in WS-SAGAS\(_{i,a} \). Its expression is:

\[
DR(WS-SAGAS_{i,a}).\text{behavior} \equiv \bigcup_{l=1}^{n_{i,2}} (DR(E_{i,a,l}).\text{behavior}) .
\]

- Finally, \( \text{qos} \times \) are the different QoS attributes we consider; we derive these on the basis of the \( \text{qos} \) attributes of the elements that appertain to the WS-SAGAS. We describe how below.

**Definition 5.3 (Set of Definition Rule of a Process)**

The set of \( DR \) that defines a process \( P \) is derived below based on the expression of a process in (Equation 5.1):

\[
DR(P)[m_{i,t}] \equiv \bigcup_{\ell=1}^{n_{i,t}} (DR(WS-SAGAS_{i,a} \cup DR(E_{i,a,t})) \\
\bigcup_{\ell=1}^{n_{i,t}} (DR(WS-SAGAS_{i,a} \cup DR(E_{i,a,t})) .
\]

We assume that only the state of the \( \text{vital} \) elements affects the overall WS-SAGAS commitment’s decision. In addition, all the compensatable elements must wait for the noncompensatable elements from the same subtransaction (i.e., nesting level) to be able to commit their work. By putting together these two assumptions, we can reduce the state of a WS-SAGAS to the set of states of the elements that verify the conditions:

\[
DR(WS-SAGAS_{i,a}).\text{state} \equiv \bigcup_{l=1}^{n_{i,2}} (DR(E_{i,a,l}).\text{state}) \text{ with:}
\]

\[
DR(E_{i,a,l}).\text{vitality} = \text{Vital and }
DR(E_{i,a,l}).\text{behavior} = \text{Non compensatable} .
\]

**Definition 5.4 (Composability Rule of a WS-SAGAS)**

The next step in our modeling approach is defining the Composability Rules (CR), essential in defining the nesting and composition dependency between the different WS-SAGAS. A typical CR of a WS-SAGAS is the specialization of the entity CR described above. Below we describe the CR of WS-SAGAS\(_{i,a} \), the second nesting level composed of \( n_{i,2} \) elements:

\[
CR(WS-SAGAS_{i,a}) \rightarrow \langle E_{i,a,1}, \cdots, E_{i,a,n_{i,2}} \rangle .
\]
Definition 5.5 (Set of Composability Rules for a Process)
We define the set of CR for the process shown in (Figure 4.1) and (Equation 5.1):

\[
CR(P) \mid n_i, m_j \equiv \bigcup_{l=1}^{i.a.b.c} (CR(WS-SAGAS)_{l})
\]

\[
\equiv CR(WS-SAGAS)_{i.a.b}
\cup CR(WS-SAGAS)_{i.a.b.c}
\cup CR(WS-SAGAS)_{i.a.b.c.e}
\]

where:

\[
CR(WS-SAGAS)_{i.a.b} \rightarrow \{E_{i.a.b.1}, \ldots, E_{i.a.b.n_{i}}\}
\]

\[
CR(WS-SAGAS)_{i.a.b.c} \rightarrow \{E_{i.a.b.c.1}, \ldots, E_{i.a.b.c.n_{i}}\}
\]

\[
CR(WS-SAGAS)_{i.a.b.c.e} \rightarrow \{E_{i.a.b.c.e.1}, \ldots, E_{i.a.b.c.e.n_{i}}\}
\]

Definition 5.6 (Ordering Rule of a WS-SAGAS)
The step that comes after identifying the different CR is the Ordering Rules (OR) definition. The most important feature of this step is that each rule builds on the process’s predefined semantics to define and restrict the execution dependencies between the different elements/WS-SAGAS forming a process (i.e., the correct execution orders). For a WS-SAGAS, if no OR is explicitly defined, then the order of the different elements order is interchangeable. Below we describe the OR of WS-SAGAS_{i,a} representing the second nesting level and composed of n_{i,a} elements:

\[
OR(WS-SAGAS)_{i,a} \rightarrow \{E_{i,a.1} \circ \ldots \circ E_{i,a.n_{i,a}}\}
\]

Definition 5.7 (Set of Ordering Rules of a Process)
We define the different OR of the WS-SAGAS subtransactions nested in the process depicted in (Figure 4.1) and (Equation 5.1):

\[
OR(P) \mid n_i, m_j \equiv \bigcup_{l=1}^{i.a.b.c} (OR(WS-SAGAS)_{l})
\]

\[
\equiv OR(WS-SAGAS)_{i.a.b}
\cup OR(WS-SAGAS)_{i.a.b.c}
\cup OR(WS-SAGAS)_{i.a.b.c.e}
\]

where:

\[
OR(WS-SAGAS)_{i.a.b} \rightarrow \{E_{i,a.1} \circ \ldots \circ E_{i,a.n_{i,a}}\}
\]

\[
OR(WS-SAGAS)_{i.a.b.c} \rightarrow \{E_{i,a.b.c.1} \circ \ldots \circ E_{i,a.b.c.n_{i,a}}\}
\]

\[
OR(WS-SAGAS)_{i.a.b.c.e} \rightarrow \{E_{i,a.b.c.e.1} \circ \ldots \circ E_{i,a.b.c.e.n_{i,a}}\}
\]

In the different OR, op stands for “operator” and it depends on the control flow that describes the process in terms of elements and their execution ordering through different constructors (e.g., sequence, choice, parallelism, and synchronization).

Considering how business process logic tends often to involve complex behaviors and capabilities, which are structured in different ways, we need to enrich WS-SAGAS with a set of constructors that broadens its potential scope and make it sufficiently rich to sustain any business process, no matter how complex; this remains an ongoing problem in the area of transaction models. The different “operators” are the eight different aggregation patterns we defined on the basis of the seminal work in [28]. To fill the gap caused by the absence of a standard textual notation of the different patterns, we build on the formal notations and PAs.

5.3.2 Description of Formal Notation (\(\mathcal{P}_i\))

PAs [44] are formal description techniques to specify software systems, particularly those formed from concurrent and communicating components. Numerous PAs have been proposed; well-known PAs are Milner’s Calculus for Communicating Systems (CCS) [45], Hoare’s Communicating Sequential Processes (CSP) [46], and all their extensions, such as the pi-calculus and LOTOS [44]. These PAs define typically simple constructions to describe dynamic behavior, compositional modeling, operational semantics, behavioral reasoning by model checking, and process equivalence.

PAs comply with the WSC issue because they allow description of formally dynamic processes. In addition, their predefined constructs are adequate to specify CWS, due to their inherent composability property [42].

There are a large number of existing PAs; the most adequate formalism can be determined based on the desired expressiveness orientation. The encoding proposed in any of the PAs can be smoothly translated into any other standard PA.

We chose to build on the Compensating CSP [47], a variant of the CSP PA, because it already supports compensation and reasoning for long-running transactions. The atomic events of CSP are used to model the elements of a WS-SAGAS; several atomic elements can be combined using the operators provided by the CSP language to support sequencing, choice, and parallel composition. In addition, to support failed transactions, compensation operators are inherited from the Compensating CSP. Finally, to allow more advanced combinations to support other aggregation patterns that WS-SAGAS requires to formalize the eight aggregation patterns it defined but that CSP does not define, we introduce a set of advanced aggregation operators.

In formalizing WS-SAGAS, we describe a syntax in the spirit of CSP defined by the following grammar in BNF-like notation:
\[ P := WS-SAGAS_t \vdash WS-SAGAS_{t,a} \] (nesting)

\[ WS-SAGAS_t := [E_{i,k}] ; [E_{i,k+1}] \] (sequence)

\[ [E_{i,k}] \parallel [E_{i,k+1}] \] (parallel)

\[ [E_{i,k}] \times [E_{i,k+1}] \] (arbitrary ordering)

\[ [E_{i,k}] \circ ([E_{i,k+1}] \parallel [E_{i,k+2}]) \] (selection)

\[ [E_{i,k}] \triangleright ([E_{i,k+1}] \parallel [E_{i,k+1}]) \] (fork/choice)

\[ [E_{i,k}] \parallel [E_{i,k+1}] \] (join)

\[ [E_{i,k}] \otimes [E_{i,k+1}] \] (selective merge)

\[ [E_{i,k}] \ast [E_{i,k+1}] \] (exclusive merge)

\[ \lambda [E_{i,k}] \] (iteration)

\[ [E_{i,k}] := E_{i,k} \uplus E_{i,k}^\uparrow \mid E_{i,k} \uplus E_{i,k}^\uparrow \] (compensating pair).

where:

- \( P \) designates a process and we represent it as a hierarchy of recursively nested WS-SAGAS by adopting the notation (WS-SAGAS_t \vdash WS-SAGAS_{t,a});
- WS-SAGAS_{t,a} is the lowestmost nested subtransaction and “t” is to be replaced by the subtransaction identifier;
- \([E_{i,k}],[E_{i,k+1}]\), and \([E_{i,k+2}]\) are elements from WS-SAGAS where an element enclosed between “\(\triangleright\)" and "\(\times\)" can be a compensating pair of a vital or a nonvital element, if the element is defined as compensatable;
- \([E_{i,k}]\) and \([E_{i,k+1}]\) represent the sequential construction that combines two elements: \([E_{i,k}]\) is executed first, and only when \([E_{i,k}]\) terminates successfully can \([E_{i,k+1}]\) be executed;
- \([E_{i,k}] \parallel [E_{i,k+1}]\) is a parallel composition of two elements;
- \([E_{i,k}] \times [E_{i,k+1}]\) represents the operator for constructing the execution of elements where the execution order is arbitrary; it can be in parallel, sequentially, or a combination of these two;
- \([E_{i,k}] \circ ([E_{i,k+1}] \parallel [E_{i,k+2}])\) represents the selective choice of \([E_{i,k}]\), which selects whichever of \([E_{i,k+1}]\) and/or \([E_{i,k+2}]\) is to be enabled;
- \([E_{i,k}] \triangleright ([E_{i,k+1}] \parallel [E_{i,k+1}])\) represents a particular case of the selective choice operator because only one of \([E_{i,k+1}]\) and \([E_{i,k+1}]\) is to be enabled;
- \([E_{i,k}] \parallel [E_{i,k+1}] \circ [E_{i,k+2}]\) represents the particular case of the selective choice operator where the elements \([E_{i,k}]\) and \([E_{i,k+1}]\) are synchronized at a particular rendezvous point and must wait for each other to execute the element that comes directly after them;
- \([E_{i,k}] \times [E_{i,k+1}] \circ [E_{i,k+2}]\) represents where \([E_{i,k}]\) and \([E_{i,k+1}]\) converge but without synchronization at a particular rendezvous point; the element that comes directly after them (i.e., \([E_{i,k+2}]\)) is activated every time either of these two elements reaches the rendezvous point;
- \([E_{i,k}] \times [E_{i,k+1}] \circ [E_{i,k+2}]\) is a special case of \([([E_{i,k}] \times [E_{i,k+1}] \circ [E_{i,k+2}])]\); the difference is that the first element that terminates its execution activates the execution of \([E_{i,k+2}]\);
- \(\lambda [E_{i,k}]\) is \(\lambda\) iteration of \([E_{i,k}]\).

5.3.3 Description of Graphical Notation (\(\mathfrak{E}\))

Our proposed graphical notation of WS-SAGAS is shown in Figure 5.2).

5.4 WS-SAGAS Transaction Model: Execution Semantics and Correctness

To eliminate ambiguities, to allow analysis and further reasoning regarding our transaction model, and to facilitate its comparison with other models, it is necessary to define our model operational semantics and correct execution. Because we are considering a peer-to-peer execution model, the use of strict serializability poses severe limitations that are unacceptable. The description of a process in terms of DR, CR, and in particular OR, partly contributes to avoiding inconsistencies because the different OR allow definition of the correct control flow in a process.

To ensure the semantics of each element are respected, when each element executed, in particular its nesting, transactional behavior, and vitality degree, we build on the state concept and define several types of dependencies that must hold between the different elements combined in the same pattern; we term these intrapattern dependencies. These dependencies formulate the required conditions for a pattern to commit and describe how failure recovery is performed. Because every WS-SAGAS combines elements following different pattern operational semantics, to define a correct WS-SAGAS on the basis of the different intrapattern dependencies, we describe another form of dependencies, called intra-WS-SAGAS dependencies, that formulate the required conditions for a WS-SAGAS to commit and describe how failure recovery is performed.

Finally, we formulate the conditions for correct execution of a process in terms of intraprocess dependencies by taking as a basis the intra-WS-SAGAS dependencies formulated for each WS-SAGAS appertaining to the hierarchy of WS-SAGAS in the process.

5.4.1 WS-SAGAS Pattern Execution Semantics

Let WS-SAGAS_{t,a} be a subtransaction from a hierarchy forming a process \(P\) (Equation 5.1). WS-SAGAS_{t,a} combines a collection of elements defined in \(CR(WS-SAGAS_{t,a})\). This collection of elements is equal to \(\bigcup_{i=1}^{n} E_i\).

We define WS-pattern as the set of possible patterns defined by combining the CSP-like notation and the Workflow patterns:

\[ WS-pattern \ := \ \{ \text{sequence} \ ; \ \text{parallel} \ ; \ \text{arbitrary} \ ; \ \text{select} \ ; \ \text{switch} ; \ \text{iterative} \ ; \ \text{rendezvous} \ ; \ \text{select} \ \text{emerge} \ ; \ \text{exclusive} \ \text{emerge} \} \ . \]

The different patterns, with their defined operators, are used to write the set of OR, as described above in this section.
Depending on the pattern’s semantics, the operator of a pattern can be prefixed (\(\circ, \triangleleft, \lambda\)), postfixed (\(\circ, \triangleright, \triangleright\)), or infix (\(\triangleleft, \triangleright\), and \(\circ\)). We define for each pattern a scope that delimits the elements within the reach of that pattern and that should verify its semantics.

We assume in what follows that the scope of each pattern includes only atomic elements between \(E_{i,a,k}\) and \(E_{i,a,l}\), where the superscripts of these two elements verify \(k < l < n_i, 2\). The end of one scope and the start of another is decided when a postfixed or a prefixed operator is encountered in an OR. Overlapping of elements between consecutive scopes is allowed. The case of composite elements is considered below in the description of the nesting semantics.

We assume there is an entity that contains the different \(DR, CR, and OR\) of the entire process. On every execution of every element of a process, the element's state in this entity is updated.

The entity that contains all this information is transferred between elements (i.e., an engine or an authority responsible for the execution of the element) as the execution process advances. We also assume that each element keeps a copy of this entity until the end of the process instance execution. Therefore, any element can know the set of elements that come after and before it.

To describe the patterns’ semantics, we define for each pattern several types of dependencies that formulate the conditions that the elements in the pattern must satisfy to activate, commit, interrupt, compensate, or abort the pattern execution. The concept of dependencies is strongly related to the concept of state. We define five types of dependency. Each dependency is denoted by \(\text{intra}^{a|\beta}(\text{pattern})\), where the superscript is replaced with an abbreviation of the type of dependency and the pattern is defined in \(WS\)-pattern:

- \(\text{intra}^{a}(\text{pattern})\) is an \(intrapattern\) execution activation dependency and describes the condition(s) that must be verified for the elements combined in the pattern to start execution.
- \(\text{intra}^{\alpha}(\text{pattern})\) is an \(intrapattern\) execution commitment dependency that describes the condition(s) required for the pattern to be successfully terminated.
- \(\text{intra}^{\beta}(\text{pattern})\) is an \(intrapattern\) execution interruption dependency that describes the condition(s) where, if verified, the execution of the whole pattern is in a situation where forward recovery is insufficient to suppress a failure and a backward recovery is required. When \(\text{intra}^{\beta}(\text{pattern})\) is valid, depending on the pattern execution progress and from its composing elements, an \(intrapattern\) execution compensation dependency and/or \(intrapattern\) execution aborting dependency is/are triggered.
- \(\text{intra}^{a\beta}(\text{pattern})\) is an \(intrapattern\) execution compensation dependency that formulates the condition(s) that, if verified, ensure the consistency of the execution by triggering a compensation mechanism.
- \(\text{intra}^{\alpha\beta}(\text{pattern})\) is an \(intrapattern\) execution aborting dependency that formulates the condition(s) where, if verified, the consistency of the execution is ensured by aborting the elements that have to be aborted included in the pattern.

**Sequence Pattern** \([E_{i,a,k}; \ldots ; E_{i,a,k+j}])

By \(\bigcup_{i=a}^{k+j} E_{i}\) (Figure 5.2 (a)) we denote a set of elements aggregated in a sequence pattern. To ensure the correct execution of a sequence, we assume that among \(\bigcup_{i=a}^{k+j} E_{i}\) there must exist only one vital noncompensatable element. Where more than one vital noncompensatable element is included in the sequence, splitting the sequence into several sequences is envisaged. Assuming that the vital noncompensatable element in question is \(E_{i,a,d}\), it must verify the following conditions:

\[
\begin{align*}
&\{ \text{DR}(E_{i,a,d}) \text{ behavior = non-compensatable and} \} \\
\text{DR}(E_{i,a,d}) \text{ vitality = vital}.
\end{align*}
\]

The activation of the execution of each element requires the termination of each direct predecessor. More formally, let \(E_{r}\) be an element verifying \(\{ \forall k \in [i,a.k \ldots i.a.k+j];\text{the execution of } E_{r}\text{ requires the successful termination of its direct predecessor, if it is vital (i.e., DR}(E_{r})\text{ state = Committed), and the termination of its predecessor, even with a failure (i.e., DR}(E_{r})\text{ state = Failed), if it is nonvital.} \}

The commitment of the sequence of elements depends on \(E_{i,a,d}\); more formally, the intracommitment dependency of this pattern is specified as:

- \(\text{intra}^{\alpha}(\text{sequence})\) verification requires that (CONDITION S1) and (CONDITION S2) are valid:
  - (CONDITION S1) The sequence can attempt to commit \(\text{iff } \text{DR}(E_{i,a,d})\text{ state = Committed.} \)
  - (CONDITION S2) If the previous condition is valid, then the sequence can be committed iff

\[
\{ \forall E_{r}[k \in [i,a.k \ldots i.a.k+j]] \text{ verifying; DR}(E_{r})\text{ vitality = vital, we have: DR}(E_{i,a,d})\text{ state = Committed.} \}
\]

If the set of elements combined in the sequence does not encompass any vital noncompensatable element, then the intracommitment dependency verification requires satisfaction only of (CONDITION S2).

If (CONDITION S2) is not verified, that is:

\[
\{ \exists E_{r}[k \in [i,a.k \ldots i.a.k+j]] \text{ that verifies; DR}(E_{r})\text{ state = Failed and DR}(E_{i,a,d})\text{ vitality = vital.} \}
\]

then the two conditions we define below, (CONDITION S3) and (CONDITION S4), are evaluated. Subsequently, a backward recovery is triggered in the same way whether a sequence includes a vital noncompensatable element or not.

An extreme situation is when the set of elements combined in the sequence are compensatable and nonvital; in such a case, even if all the elements fail, the pattern intra-interruption dependency is deduced and it has no effect on the overall WS-SAGAS, because a nonvital WS-SAGAS success is not critical for the overall process commitment.
Assume that the element \( E_{i,a,d}^v \) was attempted a number of times with different WS but none of those attempts was successful; this mechanism is actually a forward recovery where an element is reattempted with different WS. In this case, the element is assumed to have failed and a backward recovery is triggered, which implies the verification of the intrainterruption dependency of this sequence pattern; more formally:

- \( \text{intr}^\uparrow(\text{sequence}) \) verification requires that (CONDITION S3) is valid:
  (CONDITION S3.) The execution of the sequence pattern is interrupted \( \iff DR(E_{i,a,d}).\text{state} = \text{Failed} \) is verified.

Depending on the execution progress of all the other elements in the sequence (i.e., \( \bigcup_{k=1}^{i+k} E_t - E_{i,a,d} \)), the verification of \( \text{intr}^\uparrow(\text{sequence}) \) may trigger an intrapattern compensation dependency, an intrapattern aborting dependency, or both. More formally:

- \( \text{intr}^\downarrow(\text{sequence}) \) denotes an intrapattern aborting dependency in a pattern; it requires that \( \text{intr}^\uparrow(\text{sequence}) \) was verified and that (CONDITION S4) is valid:
  (CONDITION S4.) The intrapattern aborting dependency holds and there are elements in the sequence that verify:
  \[ \exists E_{i,l} \in [i \ldots i+k+j] \text{ we have: } DR(E_{i,l}).\text{state} = \text{Executing} \text{ and } DR(E_{i,l}).\text{vitality} = \text{vital}. \]

The verification of (CONDITION S4) implies that the validity of \( \text{intr}^\downarrow(\text{sequence}) \) and that all the elements that verified (CONDITION S4) are aborted.

- \( \text{intr}^\downarrow(\text{sequence}) \) denotes an intrapattern compensating dependency in a pattern; it requires that \( \text{intr}^\uparrow(\text{sequence}) \) was verified and that (CONDITION S5) is valid:
  (CONDITION S5.) The intrapattern compensating dependency is satisfied and there are elements in the sequence that verify:
  \[ \{ E_{i,l} \in [i \ldots i+k+j] \text{ we have: } DR(E_{i,l}).\text{state} = \text{Committed} \text{ and } DR(E_{i,l}).\text{vitality} = \text{vital}. \]

The verification of (CONDITION S5) implies that the validity of \( \text{intr}^\downarrow(\text{sequence}) \) is verified and that all the elements that verified (CONDITION S5) are compensated for.

To explain compensation performance, assume that we have the following sequence from WS-SAGAs\(_{i,a,d}\); we note that an element placed between "\( \uparrow \)" is actually a compensable element:

\[ \text{sequence} : [E_{i,a,d}^v;E_{i,a,d+1}^v;\ldots;E_{i,a,d+k}^v;\ldots;E_{i,a,d+k+j}^v] \]

The execution of the different elements verifies:

- \( \forall E_{i,a,l} \mid k \leq \ell < \partial, DR(E_{i,a,l}).\text{state} = \text{Committed} \)
- \( \forall E_{i,a,l} \mid \partial < \ell \leq k+j, DR(E_{i,a,l}).\text{state} = \text{Executing} \)

When \( \text{intr}^\uparrow(\text{sequence}) \) is verified, the sequence execution is:

\[ [E_{i,a,k};E_{i,a,k+1};\ldots;E_{i,a,g};\ldots;E_{i,a,k+j};\ldots;E_{i,a,k+1};E_{i,a,k}] \]

We assume that the execution of every compensating element, such as \( E_{i,a,k+1}^v \), is successful and does not fail. Its execution is performed by executing a previously mapped WS that can reverse the effects of the WS that was mapped to \( E_{i,a,k}^v \). The failure of compensation is considered beyond the scope of this paper because it remains an unresolved complex issue.

**PARALLEL PATTERN** \( ([E_{i,a,k}] ; ([E_{i,a,k+1}] ; \ldots; || [E_{i,a,k+j}] )) \) is the notation of this pattern. Let \( \mathcal{S}(E_{i,a,k}) \) be the set of all the elements that are directly ordered after \( E_{i,a,k} \) and that are presumed to be executed concurrently, and \( \mathcal{S}(E_{i,a,k})_{\text{max}} \) be a subset that only contains the subset of elements that is executed effectively. The content of \( \mathcal{S}(E_{i,a,k})_{\text{max}} \) depends on the aggregation pattern semantics (Figure 5.2(b)). For a parallel pattern, all the elements in \( \mathcal{S}(E_{i,a,k})_{\text{max}} \) must be activated after \( E_{i,a,k} \). This means that \( \mathcal{S}(E_{i,a,k})_{\text{max}} = \mathcal{S}(E_{i,a,k}) \).

The activation of the execution of the elements in the set \( \mathcal{S}(E_{i,a,k})_{\text{max}} \) requires that \( E_{i,a,k} \) successfully terminates its execution (i.e., \( DR(E_{i,a,k}).\text{state} = \text{Committed} \)), where it is vital. Otherwise, it may terminate in any other state, without affecting the execution progress.

Assume that the set \( \mathcal{S}(E_{i,a,k})_{\text{max}} \) contains one or several vital noncompensable elements. For this pattern to commit, a special synchronization mechanism needs to be added to inform the different elements of the progress of the other vital noncompensable elements in the same pattern. The synchronization mechanism must guarantee that either all or none of the vital noncompensable elements are committed.

The commitment of this pattern depends on the vital noncompensable elements’ execution progress.

More formally, the intrapattern commitment dependency \( \text{intr}^\downarrow(\text{parallel}) \) is specified as:

- \( \text{intr}^\downarrow(\text{parallel}) \) verification requires that (CONDITION P1) and (CONDITION P2) are valid:
  (CONDITION P1.) The set of elements can attempt to commit \( \iff \)
  \[ \forall E_{i,a,l} \in \mathcal{S}(E_{i,a,k})_{\text{max}} \text{ verifying:} \]
  \[ DR(E_{i,a,l}).\text{behavior} = \text{non-compensable} \text{ and} \]
  \[ DR(E_{i,a,l}).\text{vitality} = \text{vital}, \text{ we have:} \]
  \[ DR(E_{i,a,l}).\text{state} = \text{Committed}. \]

(COMPONENT P2.) If the previous condition is valid, then the parallel pattern can be committed \( \iff \)

\[ \forall E_{i,a,l} \in \mathcal{S}(E_{i,a,k})_{\text{max}} \text{ and } DR(E_{i,a,l}).\text{vitality} = \text{vital}, \text{ we have:} \]
\[ DR(E_{i,a,l}).\text{state} = \text{Committed}. \]
If the set of elements $\mathcal{S}(E_{i,a,k})_{\text{comp}}$ does not encompass any vital noncompensatable element, then the intrapattern commitment dependency verification requires only the satisfaction of (CONDITION P2).

If (CONDITION P2) is not verified, that is:

\[
\exists E_{i,a,t} \in \mathcal{S}(E_{i,a,k})_{\text{comp}} \text{ verifying:} \\
DR(E_{i,a,t}).\text{state} = \text{Failed},
\]

then the conditions, (CONDITION P3) and (CONDITION P4), have to be evaluated, and subsequently, a backward recovery is triggered corresponding to the definition below for a parallel pattern that combines vital noncompensatable elements.

An extreme situation is when all the elements in the set $\mathcal{S}(E_{i,a,k})_{\text{noncomp}}$ are nonvital.

Even if all the elements fail, the intrapattern commitment dependency is deduced and the failure of this WS-SAGAS has no effect on the overall process, as a nonvital WS-SAGAS success is not crucial for the overall process commitment.

Assume that one or more elements from the set of vital noncompensatable elements were attempted a number of times with different WS but none of those attempts was successful. Similar to the sequence pattern, these elements are assumed to be failed and a backward recovery is triggered, which implies the verification of the intrapattern interruption dependency of this parallel pattern; formally:

- intra$^p$ (parallel) verification requires that (CONDITION P3) is valid.

(CONDITION P3.) The execution of the parallel pattern is interrupted if:

\[
\exists E_{i,a,t} \in \mathcal{S}(E_{i,a,k})_{\text{noncomp}} \text{ that verifies:} \\
\{DR(E_{i,a,t}).\text{behavior} = \text{non-compensatable}, \\
\text{we have: } DR(E_{i,a,t}).\text{state} = \text{Failed}.\}
\]

Depending on the execution progress of all the other concurrent elements combined in the same pattern, the verification of intra$^p$ (parallel) may trigger an intrapattern compensation dependency, an intrapattern aborting dependency, or both. Formally:

- intra$^a$ (parallel) denotes an intrapattern aborting dependency; it requires that intra$^p$ (parallel) was verified and that (CONDITION P4) is valid.

(CONDITION P4.) The intrapattern aborting dependency holds and there are elements in $\mathcal{S}(E_{i,a,k})_{\text{noncomp}}$ that verify:

\[
\exists E_{i,a,t} \in \mathcal{S}(E_{i,a,k})_{\text{noncomp}} \text{ we have: } DR(E_{i,a,t}).\text{state} = \text{executing and } DR(E_{i,a,t}).\text{vitality} = \text{vital}.\}
\]

The verification of (CONDITION P4) implies the validity of intra$^a$ (parallel). It entails that all the elements that verified (CONDITION P4) are aborted.

- intra$^{pp}$ (parallel) denotes an intrapattern compensation dependency; it requires that intra$^p$ (parallel) was verified and that (CONDITION P5) is valid.

(CONDITION P5.) The intrapattern compensation dependency holds and we have:

\[
\exists E_{i,a,t} \in \mathcal{S}(E_{i,a,k})_{\text{comp}} \text{ that verify:} \\
\{DR(E_{i,a,t}).\text{behavior} = \text{compensatable}, \\
\text{and } DR(E_{i,a,t}).\text{state} = \text{Committed}, \\
\text{and } DR(E_{i,a,t}).\text{vitality} = \text{vital}.\}
\]

The verification of (CONDITION P5) implies the validity of intra$^{pp}$ (parallel) is verified and that all the elements that verified (CONDITION P5) are compensated for. We describe below how compensation is performed: Assume that the only vital noncompensatable elements is $E_{i,a,k}$ and it has failed. Assume also that:

\[
\forall E_{i,a,t} \in \mathcal{S}(E_{i,a,k})_{\text{noncomp}} - E_{i,a,k}, \text{we have: } DR(E_{i,a,t}).vitality = \text{vital and } DR(E_{i,a,t}).\text{behavior} = \text{compensatable}.\}
\]

If the execution progress of these elements verifies:

\[
\forall E_{i,a,t} \in \mathcal{S}(E_{i,a,k})_{\text{noncomp}} - E_{i,a,k}, \text{we have:} \\
DR(E_{i,a,t}).\text{state} = \text{Committed}.\}
\]

then, when intra$^{pp}$ (parallel) is verified, the compensation order is:

\[
\begin{align*}
&[E_{i,a,k};(E_{i,a,k+1};E_{i,a,k+2};\ldots;E_{i,a,k+j};E_{i,a,k+j+1};\ldots;E_{i,a,k+j+k})]
\end{align*}
\]

We assumed that $E_{i,a,k}$ is vital and compensatable. We emphasize that this element can be nonvital; however, it must be compensatable. Otherwise, a backward recovery would not be possible, because a noncompensatable element’s effects, once committed, cannot be undone. If the underpinning process logic requires a parallel pattern with $E_{i,a,k}$ noncompensatable, a plausible solution is to insert an idempotent between $E_{i,a,k}$ and the set of elements to be executed concurrently.

**Selection Pattern** \(\mathcal{S}(E_{i,a,k}) \cap (E_{i,a,k+1}] \ldots [E_{i,a,k+j}]\).

This pattern is a special case of the parallel pattern, where at least one and at most all the elements from $\mathcal{S}(E_{i,a,k})_{\text{noncomp}}$ could be selected. After executing the element $E_{i,a,k}$, a selection condition is evaluated to choose from the set of its direct successors $\mathcal{D}(E_{i,a,k})_{\text{noncomp}}$. Building on the assumption of equal probabilities for the different choices, $E_{i,a,k}$ can choose from $\mathcal{P}(\mathcal{D}(E_{i,a,k})_{\text{noncomp}})$, the power set of $\mathcal{D}(E_{i,a,k})_{\text{noncomp}}$, which is the set of all subsets of $\mathcal{D}(E_{i,a,k})_{\text{noncomp}}$ (Figure 5.2(c)).

The execution commitment, interruption, aborting, and compensation obey the same dependencies defined for the parallel pattern. The only difference is that the chosen set of elements from $\mathcal{P}(\mathcal{D}(E_{i,a,k})_{\text{noncomp}})$ must verify the conditions:

\[
\mathcal{S}(F_{i,a,k})_{\text{noncomp}} \subseteq \mathcal{D}(E_{i,a,k})_{\text{noncomp}} \quad \text{and} \quad \mathcal{S}(F_{i,a,k})_{\text{noncomp}} \neq \emptyset.
\]
SWITCH PATTERN \( \{ E_{i,a,k} \} \subseteq \{ \} \cdot \{ E_{i,a,k+1} \} \) \( \ldots \cdot \{ E_{i,a,k+j} \} \). Similarly, this pattern is a specialization of the Selection pattern (see Figure 5.2(d)). It differs in that only one element can be chosen from \( \mathcal{D}(E_{i,a,k})\). Similarly, the set of elements that come directly after \( E_{i,a,k} \). Similarly, by defining \( \mathcal{S}(E_{i,a,k}) \) as the set chosen from \( \mathcal{A}(E_{i,a,k}) \), it must verify the following conditions:

\[
\begin{align*}
\mathcal{S}(E_{i,a,k}) \subseteq & \mathcal{D}(E_{i,a,k} \subseteq E_{i,a,k+1}) \setminus \emptyset \\
|\mathcal{S}(E_{i,a,k})| = 1.
\end{align*}
\]

The execution commitment, interruption, abortion, and compensation obey the same dependencies defined for the parallel pattern.

RENDEZVOUS PATTERN \( \{ E_{i,a,k} \} \cdot \{ E_{i,a,k+1} \} \cdot \{ E_{i,a,k+2} \} \cdot \{ E_{i,a,k+3} \} \cdot \{ E_{i,a,k+4} \} \). Assume that \( \mathcal{D}(E_{i,a,k}) \) is the set of elements that are the direct predecessors of the element \( E_{i,a,j} \). This pattern restricts the commitment of a set of elements executed in parallel as follows: all the vital elements in \( \mathcal{D}(E_{i,a,j}) \) must be committed for \( E_{i,a,k} \) to start execution. Therefore, the element \( E_{i,a,k} \) activation requires that the intra(\( \text{parallel} \)) dependency of the elements in \( \mathcal{D}(E_{i,a,j}) \) is verified. When intra(\( \text{parallel} \)) is verified, \( E_{i,a,j} \) execution starts.

The commitment of this pattern depends on \( E_{i,a,j} \) progress; the intrapattern commitment dependency is formulated as follows:

- intra(\( \text{rendezvous} \)) verification requires that (CONDITION R1) is valid:
  (CONDITION R1.) The execution commitment can be deduced \( \text{iff} \):

\[
\begin{align*}
DR(E_{i,a,j})_{state} &= \text{committed or} \nonumber \\
DR(E_{i,a,j})_{state} &= \text{failed.}
\end{align*}
\]

Assume that \( E_{i,a,k} \) is compensatable and vital, and a failure that could not be resolved by a forward recovery occurred. In such a case, a backward recovery must be triggered. A backward recovery mechanism requires undoing the effects of all the elements in \( \mathcal{D}(E_{i,a,j}) \). However, this may not be possible in the case where we have \( \mathcal{D}(E_{i,a,j}) \) verifying this following condition:

\[
\exists E_{i,a} \in \mathcal{D}(E_{i,a,j})_{state} = \text{non-compensatable}
\]

In this paper, we assume that in this pattern, \( \mathcal{D}(E_{i,a,j}) \) includes only compensatable elements.

SELECTIVE MERGE PATTERN \( \{ E_{i,a,k} \} \cdot \{ E_{i,a,k+1} \} \cdot \{ E_{i,a,k+2} \} \cdot \{ E_{i,a,k+3} \} \cdot \{ E_{i,a,k+4} \} \). Consider the case where two or more elements come together but without synchronization. Assume no elements are ever executed in parallel (Figure 5.2(g)). Let \( \mathcal{D}(E_{i,a,j}) \) be the set of all the elements that are the direct predecessors of the element \( E_{i,a,j} \). The execution of \( E_{i,a,j} \) cannot be activated unless either of the elements appertaining to \( \mathcal{D}(E_{i,a,j}) \) has terminated. On every element termination, \( E_{i,a,j} \) is activated again. Let \( \mathcal{S}(E_{i,a,j}) \) be the subset chosen from \( \mathcal{D}(E_{i,a,j}) \) and let \( \lambda = |\mathcal{S}(E_{i,a,j})| \). In this case, \( \lambda \) represents the upper bound of the interval of time the element \( E_{i,a,j} \) can be activated.

As \( \mathcal{S}(E_{i,a,j}) \) can combine vital and non-vital elements, the condition for the activation of the execution of \( E_{i,a,j} \) varies because a successful termination for a vital element is equivalent to a commitment; nevertheless, for a non-vital element it can be any other state. More formally:

Assume that at least one of the elements in \( \mathcal{S}(E_{i,a,j}) \) is vital, that is, the following condition is verified:

\[
\exists E_{i,a} \in \mathcal{S}(E_{i,a,j})_{state} = \text{committed, vitality = vital}
\]

If the above condition is verified, the activation condition for \( E_{i,a,j} \) is verified and its execution is started every time the following condition is valid:

\[
\exists E_{i,a} \in \mathcal{S}(E_{i,a,j})_{state} = \text{committed, vitality = vital}
\]

To ensure consistent execution, \( E_{i,a,j} \) needs to know the cardinality \( \lambda \) of \( \mathcal{S}(E_{i,a,j}) \). This can be deduced by referring to OR's content. An incremental counter needs to be increased on every activation of \( E_{i,a,j} \). When this counter reaches \( \lambda \), the pattern commitment is verified. The intrapattern commitment dependency is formulated as follows:

- intra(\( \text{selective merge} \)) verification requires that (CONDITION SM1) is valid:
  (CONDITION SM1.) The pattern commitment can be deduced \( \text{iff} \):

\[
\begin{align*}
DR(E_{i,a,j})_{state} &= \text{committed or} \nonumber \\
DR(E_{i,a,j})_{state} &= \text{failed (i.e., because } E_{i,a,j} \text{ can be vital or not); and the counter reached } \lambda.
\end{align*}
\]

If (CONDITION SM1) is verified, a backward recovery is triggered. The backward recovery includes all the elements in \( \mathcal{D}(E_{i,a,j}) \). Depending on their vitality degree and execution progress, an intrapattern compensation dependency and/or abortion dependency may be triggered, the same as that defined for the previous parallel pattern. However, a critical situation may occur when \( E_{i,a,j} \) is activated \( \lambda \) times and some of these activations fail and require a backward recovery. In such a situation, inconsistencies occur, especially if \( E_{i,a,j} \) is non-compensatable. To deal with this situation, we assume that \( E_{i,a,j} \) and all the elements in \( \mathcal{S}(E_{i,a,j}) \) are non-compensatable and in the first failure of \( E_{i,a,j} \), the whole pattern failure is deduced and a backward recovery is performed. \( E_{i,a,j} \) is compensated first, then the different elements in \( \mathcal{S}(E_{i,a,j}) \) are either compensated or aborted, in view of their execution progress. This is performed under the same conditions as formulated for the parallel pattern.
EXCLUSIVE MERGE PATTERN \( (\{E_{a,k}\} \ldots \{E_{a,k+1}\}) \rightarrow [E_{i,a}] \) is a point in a WS-SAGAS where the execution of two or more elements converge but without synchronization (see Figure 5.2(f)). In contrast to the selective merge pattern, this pattern assumes that only one element is executed and its execution success triggers the direct successor \( E_{a,j} \) only once. \( E_{i,a} \) contains the elements within the scope of this pattern and is where any of them may trigger the execution of \( E_{i,a} \); we assume that all the elements from \( E_{i,a} \) have the same probability of triggering the execution of \( E_{i,a} \).

Activation of the execution of \( E_{i,a} \) requires the verification of either of the following two conditions:

- Assume that \( E_{i,a} \) contains only vital elements: (CONDITION E.M1.) The activation of the execution of \( E_{i,a} \) requires that only one vital element has been committed and it is the first to be committed; more formally:

\[
\exists DR(E_{i,a}^2).state = commited \quad \text{and} \quad \forall E_{i,a,\alpha} \in \mathcal{E}(E_{i,a}) \rightarrow \{E_{i,a}^2\}, \quad \text{we have:} \quad DR(E_{i,a,\alpha}).state \neq \text{committed.}
\]

- Assume that \( E_{i,a} \) contains only nonvital elements: (CONDITION E.M2.) The activation of the execution of \( E_{i,a} \) requires that only one nonvital element has terminated and it is the first to do so; more formally:

\[
\exists DR(E_{i,a}^2).state \in \{\text{committed, failed, aborted, compensated}\} \quad \text{and} \quad \forall E_{i,a,\alpha} \in \mathcal{E}(E_{i,a}) \rightarrow \{E_{i,a}^2\}, \quad \text{we have:} \quad DR(E_{i,a,\alpha}).state \in \{\text{executing, waiting}\}.
\]

Upon satisfaction of either of the above conditions, the execution of \( E_{i,a} \) can be started. The commitment of this pattern depends on \( E_{i,a} \) progress.

- intra\(^{\prime}\) (exclusive merge) verification requires that the following condition, (CONDITION E.M1), is valid: (CONDITION E.M1) The pattern commitment can be deduced if:

\[
\begin{cases} 
DR(E_{i,a}^2).state = \text{committed or} \\
DR(E_{i,a}^2).state = \text{failed};
\end{cases}
\]

If \( E_{i,a} \) is compensatable and vital and a failure that cannot be handled using forward recovery occurs, the same assumption made for the rendezvous pattern applies for failure handling.

ITERATIVE PATTERN \( (\{E_{a,k}\} \ldots \{E_{a,k+1}\}) \) is a point in a WS-SAGAS execution where the execution of a particular element \( E_{i,k+1} \) must be repeated \( \lambda \) times (Figure 5.2(h)). The number of iterations depends on the process semantics. This pattern is a special case of the selective merge pattern; the only difference is when \( \mathcal{S}(E_{i,a}) \) is a set that contains only one element. It follows that the process is the same as for the selective merge pattern, if we replace \( E_{a,k} \) by \( \mathcal{S}(E_{i,a}) \) and \( E_{a,k+1} \) by \( E_{i,a} \).

5.4.2 WS-SAGAS Patterns Correct Structuring

We define a set of aggregation patterns that combines a collection of elements in different ways. A WS-SAGAS is defined by connecting a number of patterns in order to satisfy a particular business rule logic. Putting together different patterns permits the definition of a wide range of process-underpinning semantics. However, some of these pattern combinations may lead to inconsistencies in the control flow. To avoid this, we need to differentiate the permissible pattern combinations from the pattern combinations that may cause inconsistencies. Moreover, we need to define the correct order of combination. To this end, because the process logic is encompassed in the different OR it defines, we need to define the permissible combinations that we use to say if an OR is correct or if it has consistency conflicts.

Let \( \text{pattern}_1 \) and \( \text{pattern}_2 \) be two patterns to be defined in \( \text{WSpattern} \) and that have overlapping scopes (i.e., they come one after the other and have overlapping scope of elements); to obtain a correctly structured WS-SAGAS, the designer must observe several restrictions:

- If \( \text{pattern}_1 = \text{parallel} \), then \( \text{pattern}_2 \) can be either a rendezvous pattern or a selective merge pattern.
- If \( \text{pattern}_1 = \text{switch} \), then \( \text{pattern}_2 \) can be only an exclusive merge pattern.
- If \( \text{pattern}_1 = \text{selection} \), then \( \text{pattern}_2 \) can be either a selective merge pattern or an exclusive merge pattern.

5.4.3 WS-SAGAS Subtransactions Execution Semantics

Every WS-SAGAS forms a collection of elements assembled following different aggregation patterns. Therefore, the execution of the WS-SAGAS depends on the execution of the different patterns it composes. We formulate the execution semantics of a WS-SAGAS in terms of intra-WS-SAGAS dependencies and we define four types of dependencies. Let WS-SAGAS\(\alpha \) be a subtransaction of pattern\(\alpha \) its ordered set of patterns described by OR (WS-SAGAS\(\alpha \)). Let \( \text{pattern}_{\alpha_1} \) be the first pattern in \( \text{pattern}_{\alpha} \), and \( \text{pattern}_{\alpha_2} \) the last pattern.

\( \text{intra}^{\prime}(\text{WS-SAGAS}_{\alpha}) \) is an intra-WS-SAGAS activation dependency. It places conditions on the different intrapattern dependencies formulated for the different patterns in \( \text{pattern}_{\alpha} \). Let \( \text{pattern}_{\alpha_1} \) and \( \text{pattern}_{\alpha_2} \) be two consecutive patterns from WS-SAGAS\(\alpha \). For \( \text{pattern}_{\alpha_2} \) execution to be activated, \( \text{pattern}_{\alpha_1} \) must have terminated its execution. We do not restrict the termination to a successful commitment because a pattern can be a collection of nonvital elements.

\( \text{intra}^{\prime}(\text{WS-SAGAS}_{\alpha}) \) is an intra-WS-SAGAS commitment dependency. It places conditions on the different intrapattern dependencies formulated for the different patterns in \( \text{pattern}_{\alpha} \). A WS-SAGAS can commit if all the patterns that contain at least one vital element are committed. More formally, \( \text{intra}^{\prime}(\text{WS-SAGAS}_{\alpha}) \) is valid if:

\[
\{ \forall \text{pattern}_{\alpha_1} \in \text{pattern}_{\alpha} \text{ where } \exists E_{i,a,\alpha} \in \text{pattern}_{\alpha_1}, \quad \text{we have: } \text{intra}^{\prime}(\text{pattern}_{\alpha_1}) \text{ is verified.} \}.
\]
If any of the patterns in WS-SAGAS$_{d,a}$ that contain at least one vital element were interrupted by a failure and a backward recovery was triggered, then the WS-SAGAS failure is deduced. More formally, intr$(WS$-$SAGAS_{d,a})$ is valid iff
\[
\exists \text{pattern}_{a,d} \in \text{pattern}_{a,d} \quad \text{where } \exists \forall \text{pattern}_{a,d} \in \text{pattern}_{a,d} \quad \text{we have: } \text{intr}_a (\text{pattern}_{a,d}) \text{ is verified.}
\]
Assume that pattern$_{a,d}$ and pattern$_{a,d'}$ are two consecutive patterns from WS-SAGAS$_{d,a}$, and pattern$_{a,d}$ is verifying the above condition. Therefore, intr$_a (WS$-$SAGAS_{d,a})$ is verified and it requires that all the patterns in pattern$_{a,d}$ have to recover.

Every pattern activates implicitly the intrapattern interruption dependency of its predecessor when its own intrapattern interruption dependency is verified and terminated. This is ensured by every successive pattern having overlapping scopes.

5.4.4 WS-SAGAS Nesting Semantics

In the description of all the patterns semantics, we assumed that all the elements were atomic. However, we have defined our process with multistep nesting levels where an element can be at the same time part of one WS-SAGAS and parent of another WS-SAGAS. The element $E_{i,a}$ is included in WS-SAGAS if and only if it is regarded as a composite element in the same nesting level, that is, $\{VE_{i,a} \in CR(WS$-$SAGAS_{d,a}) \}$, $E_{i,a}$ does not know that $E_{i,a}$ is composite. That is, the execution progress of the elements in WS-SAGAS$_{d,a}$ reaches the composite element $E_{i,a}$ the execution of WS-SAGAS$_{d,a}$ is triggered. However, for the other elements in WS-SAGAS$_{d,a}$, we assume that the execution delegation is totally transparent in the sense that the other elements in WS-SAGAS$_{d,a}$ are only waiting for the execution of the element $E_{i,a}$.

On the other hand, $E_{i,a}$ is the parent of the subtransaction WS-SAGAS$_{d,a}$. Consequently, the commitment of $E_{i,a}$ in WS-SAGAS is equivalent to the intr$a (WS$-$SAGAS_{d,a})$. Therefore, in the intracommitment dependency of every pattern that has $E_{i,a}$ in its scope, we have to replace the condition:  "DR($E_{i,a}$).state = committed" by "intr$(WS$-$SAGAS_{d,a})$ is verified". Similarly, all the intracommitment, intracomposition, and intrabable dependencies for each pattern, including a composite element within its scope, should be revised likewise.

In the same way, another form of execution dependency is required to guarantee that the nesting relation between the WS-SAGAS forming a process is respected. We introduce another form of dependency, inter-$WS$-$SAGAS$$_{d,a}$ nesting dependency to ensure that commitment of WS-SAGAS$_{d,a}$ depends on WS-SAGAS$_{d,a}$ and that failures of WS-SAGAS$_{d,a}$ should also be cascaded to WS-SAGAS$_{d,a}$. More formally:

Let WS-SAGAS$_{\ell}$ and WS-SAGAS$_{d,a}$ be two subtransactions in $P$ (i.e., $\ell$ and $d$ are defined in $\ldots,i,a,s,b,s,c\ldots$). There is an inter-$WS$-$SAGAS$ nesting dependency between WS-SAGAS$_{\ell}$ and WS-SAGAS$_{d,a}$, we note: inter$(WS$-$SAGAS_{\ell}, WS$-$SAGAS_{d,a})$ iff:
\[
\exists \forall \text{pattern}_{\ell} \in CR(WS$-$SAGAS_{\ell}) \exists \forall \text{pattern}_{d,a} \in CR(WS$-$SAGAS_{d,a}) \quad \text{we have: } \text{intr}_d (\text{pattern}_{d,a}) \text{ is verified.}
\]

5.4.5 Process Execution Semantics

We assume a peer-to-peer execution model of a process $P$ depicted as a hierarchy of recursively nested WS-SAGAS, which in turn are collections of aggregated elements. We denote a process execution instance by $P^x$, where $x$ is ranging in $[1..\alpha]$ and $\alpha$ designates the number of invocations of the process. The execution of a process instance assumes a dynamic WS discovery and candidate selection. For each process execution instance, we have a set of $DR$, a set of $OR$, and a set of $CR$:

$\text{DR} (P^x) = \{n_i, m_i\}$, $\text{CR} (P^x) = \{n_i, m_i\}$, and $\text{CR} (P^x) = \{n_i, m_i\}$.

A successful termination of a process execution instance is reached when all the vital WS-SAGAS forming the hierarchy are successfully committed and that the invocation order of the collection of elements forming the hierarchy of WS-SAGAS is correct against the prescribed order. More formally, the following conditions are satisfied:

- $\text{intr}_d (P^x)$ is verified and
- $\text{intr}_d (P^x) = \{n_i, m_i\}$ respected the same prescribed order defined in $\text{OR} (P)[n_i, m_j]$.

$\text{intr}_d (P^x)$ is an intraproces commitment dependency. It puts conditions on the different intra-$WS$-$SAGAS$ dependencies formulated for the different WS-SAGAS in $P$. A process can commit if all the vital WS-SAGAS are committed. More formally, $\text{intr}_d (P^x)$ is valid iff:
\[
\exists \forall \text{WS-SAGAS}_j \in P \quad \text{verifying } \text{DR} (WS$-$SAGAS_{j}) \quad \text{vitality} = \{\text{vital}, \text{we have: } \text{intr}_d (WS$-$SAGAS_{j}) \}
\]

If any of the vital WS-SAGAS in $P$ were interrupted by a failure and a backward recovery was triggered, then the whole WS-SAGAS failure is deduced. A failure is cascaded up and down the hierarchy. More formally, $\text{intr}_d (P^x)$ is valid iff:
\[
\exists \forall \text{WS-SAGAS}_j \in P \quad \text{verifying } \text{DR} (WS$-$SAGAS_{j}) \quad \text{vitality} = \{\text{vital}, \text{we have: } \text{intr}_d (WS$-$SAGAS_{j}) \}
\]

5.5 Illustrative Example

We specify the tri state process $P_1$ using our defined textual, graphical, and formal notations. The travel itinerary reservation process $P_1[n_1, m_1]$ is described as a hierarchy of WS-SAGAS composed of $n_i = 6$ elements distributed over $m_i = 2$ nesting levels. The first level is WS-SAGAS$_1$ that combines $n_1$ elements: a trip information registration ($E_{1,1}$), a flight-booking element ($E_{1,2}$), a hotel reservation element ($E_{1,3}$), and a car rental element ($E_{1,4}$). The second nesting level is WS-SAGAS$_{1,3}$ that has as a parent $E_{1,3}$ that combines $n_2$ elements: a reserve room element ($E_{1,3,1}$) and a reserve restaurant element ($E_{1,3,2}$). To each atomic element, a compensating element is defined: $E_{1,1}$ is the compensating element of $E_{1,1}$, $E_{1,2}$ is the compensating element of $E_{1,2}$, $E_{1,3}$ is the compensating element of $E_{1,3}$, $E_{1,3,1}$ is the compensating element of $E_{1,3,1}$, $E_{1,3,2}$ is the compensating element of $E_{1,3,2}$, and $E_{1,4}$ is the compensating element of $E_{1,4}$. 
We assume that a potential user of the process has to provide his desired destination, his desired departure and return dates, and his name. As QoS attributes, we assume that we are only interested in knowing the execution time and the reliability.

5.5.1 Textual Notation: $\mathcal{P}_1$

The textual notation of $P_1$ is formed by the triplet combining the list of $DR$, the list of $CR$, and the list of $OR$, as described below.

**Definition Rules:**

\[
DR(P_1)[n_1, m_1] \equiv \bigcup_{\ell=1}^{1.3} DR(WS-SAGAS_\ell) \bigcup_{\ell=1.1}^{1.2} DR(E_\ell) \\
\bigcup \left( DR(WS-SAGAS_{1,3}) \bigcup_{\ell=1.1}^{1.4} DR(E_\ell) \right) \\
\bigcup \left( DR(WS-SAGAS_{1,3,1}) \bigcup_{\ell=1.3,1}^{1.3,2} DR(E_\ell) \right)
\]

**Description Rules:**

\[
DR(WS-SAGAS_1) \colon \{ name = WS-SAGAS_1, \\
description = \bigcup_{\ell=1}^{1.4} DR(E_\ell).\text{description} \}
\]

**State Rules:**

\[
state = \bigcup_{\ell=1.1}^{1.4} DR(E_\ell).\text{state} \bowtie \text{vitality} = \text{vital},
\]

**Behavior Rules:**

\[
behavior = \bigcup_{\ell=1.1}^{1.4} DR(E_\ell).\text{behavior} \]

\[
DR(E_{1,1}) \colon \{ name = E_{1,1}, description = \text{travel information}, \text{type} = \text{atomic}, \text{service} = \text{Waiting}, \text{vitality} = \text{vital}, \text{operation} = ((in_1 = \text{destination}, in_2 = \text{depart}, in_3 = \text{return}, in_4 = \text{name}), (out_1 = \text{destination}, out_2 = \text{depart}, out_3 = \text{return}, out_4 = \text{name})),
qos_1 = \text{reliability}, qos_2 = \text{executionTime} \}
\]

**Composability Rules:**

\[
CR(P_1)[n_1, m_1] \equiv CR(WS-SAGAS_1) \\
\bigcup CR(WS-SAGAS_{1,3})
\]

\[
CR(WS-SAGAS_1) \rightarrow \{ E_{1,1}^v, E_{1,2}^v, E_{1,3}^v, E_{1,4}^v \}
\]

\[
CR(WS-SAGAS_{1,3}) \rightarrow \{ E_{1,3,1}^v, E_{1,3,2}^v \}
\]

**Ordering Rules:**

\[
OR(P_1)[n_1, m_1] \equiv OR(WS-SAGAS_1) \\
\bigcup OR(WS-SAGAS_{1,3})
\]

\[
OR(WS-SAGAS_1) \rightarrow \{ E_{1,1}^v, E_{1,2}^v, E_{1,3}^v, E_{1,4}^v \}
\]

\[
OR(WS-SAGAS_{1,3}) \rightarrow \{ E_{1,3,1}^v, E_{1,3,2}^v \}
\]

5.5.2 Graphical Notation: $\mathcal{G}_1$

(Figure 5.3) is an illustrative example of how a trip reservation process $P_1$ is specified using the WS-SAGAS transaction model graphical notation.

5.5.3 Formal Notation: $\mathcal{F}_1$

The formal notation of the process $P_1$ is described below using the syntax, in the spirit of CPS, that we defined:

\[
P_1 = WS-SAGAS_1 \vdash WS-SAGAS_{1,3}
\]

\[
WS-SAGAS_1 = [E_{1,1}^v \vdash (E_{1,2}^v \vdash (E_{1,3}^v \vdash E_{1,4}^v))]
\]

\[
WS-SAGAS_{1,3} = [E_{1,3,1}^v \vdash E_{1,3,2}^v]
\]

\[
WS-SAGAS_{1,3} = [E_{1,3,1}^v \vdash E_{1,3,2}^v]
\]

6 THROWS Architecture

6.1 Motivations

The FENECIA approach defined the WS-SAGAS model to describe how a business process is specified. However, the WS-SAGAS remains only a specification because it dealt only with modeling and did not consider the evident need of a CWS enactment model to have a comprehensive methodology that tackles the WSC issue from all its different aspects. To this end, in the FENECIA approach, we investigated the issue of CWS execution.

Typically, a CWS can be organized in either a centralized or a distributed fashion. We refer to the execution mode as centralized when a single coordinator or engine, such as the BPWS43 engine, executes a CWS developed, for example using BPEL4WS [4]. In contrast to a distributed model where data are transferred directly between two points, in a centralized model all data must go through the coordinator. The coordinator may thereby become a performance bottleneck and constitute a single point of failure. In addition, allowing a large amount of irrelevant data to traverse the coordinator may overload the network and cause poor scalability and significant performance degradation.

To cope with the revealed inadequacy of the execution of CWS with a centralized control in FENECIA, we opted for a distributed model and we present THROWS architecture, which is an acronym for a Transaction Hierarchy for Route Organization of Web Services, where the composition execution control is distributed [19] over multiple engines, each allocated to an element from a process depicted as a hierarchy of recursively nested WS-SAGAS transactions. Rather than communicating through a central authority, the engines communicate directly with each other to transfer data and delegate execution control when required.

6.2 General Assumptions and Description of THROWS Architecture

In THROWS architecture, the execution control of a process P is depicted as hierarchy of recursively nested WS-SAGAS and is allocated to dynamically discovered engines. To ensure high availability of distributed execution of the CWS, we make available on each engine side the following information: the CEL (Candidate Engines List) and the CEP (Current Execution Progress).

In THROWS, for each atomic element Eijk from a subtransaction WS-SAGAS, a CEL is generated by searching for WS that have capabilities satisfying the element Eijk functionalities. To each discovered WS, an engine is allocated, and together they are stored as a couple, engine−WS, in the CEL of the element Eijk, denoted as CEL(Eijk). That is, CEL(Eijk) is an ordered set of engine−WS couples, and every time an element is to be executed, CEL(Eijk) is generated and an engine−WS couple is allocated. When allocated to execute a particular element Eijk, the engine executes the WS it controls and that provides the required functionalities from the element Eijk. Therefore, the engine is responsible of the invocation, execution and completion, failure information, and recovery of Eijk.

An engine allocated to an element Eijk is denoted as eijk and it controls a WS denoted as wijk, where the subscript “ijk” is kept the same as the element to which it is allocated and the superscript “p” is a unique identifier ranging over [1...|CEL(Eijk)|], with |CEL(Eijk)| the cardinality of CEL.

We assume that there are two types of engines. The first type of engine is allocated to atomic elements and is responsible for the invocation, execution and completion, failure information, and recovery; we call this type engine executor and we denote it as eeijk. The second type of engines is responsible for composite elements. An engine allocated to a composite element controls an overall WS-SAGAS; we call this the engine coordinator and we denote it as ecijk.

Assume that for a particular value q of p in eijk, the engine eeijk committed successfully the element Eijk. Then, in such a scenario, the engine eeijk is responsible for generating the CEL of the direct successors of the element it controls; this is how the execution progresses in THROWS. However, if the engine fails, then a forward recovery can be attempted if there are other engines in the CEL; otherwise, a backward recovery is triggered.

The CEP, using the state concept defined in WS-SAGAS and with every element being updated with every state change, allows for information about failures to be collected and the backward recovery mechanism to be realized, as described in WS-SAGAS. On the other hand, the CEL allows an increase in the chances for the execution of a CWS commit by realizing the forward recovery mechanism, described in WS-SAGAS. In the future, both the CEL and CEP, because of their contents, can serve as a solid base for investigating and analyzing the reasons for failures that have occurred if they are stored in a history that collects the execution logs of different CWS.

To return to the engine coordinator, assume that Eia is a composite element from the process described by (Equation 5.1). When the execution progress reaches Eia, an engine eeia, is allocated to Eia. Because Eia is the parent of the subtransaction WS-SAGASia, the engine eeia has to initiate the execution of WS-SAGASia.

The particularity of eeia as engine coordinator—is that it has no unique WS under its control; therefore, it does not invoke any WS. Instead, it has to generate the CEL of the first element in WS-SAGASia, that is, CEL of Eia1. Then, an engine eeia1 is selected and the execution proceeds until it reaches the last element in WS-SAGASia; we assume this element is EiaNia and it is allocated to an engine eeiaNia. This engine, when it terminates the execution of the element, returns execution control to the engine parent of the entire subtransaction WS-SAGASia, that is, to the engine coordinator eeia. The engine coordinator eeia resumes execution termination of element Eia by updating the state of Eia in line with the overall state of WS-SAGASia.
We describe the coordination between engine coordinator and engine executor below in this section.

In describing our execution architecture, we only consider the case where all the elements in a process $P$ are compensatable. The case of a process that includes one or more noncompensatable elements is addressed in our future work.

In searching for WS that match an element’s functionalities, we assume only simple matching based on the element’s predefined operations in its DR and the WS description included in its WSDL. We consider only simplified conditions that can be developed in a future work. We assume that we can determine easily and automatically whether a WS and an element are semantically equivalent. To date, assessing the similarity of WS to achieve the best match is an active area of research. We can apply one of the available proposals ranging from keyword-based methods to ontologies and reasoning algorithm-enriched methods. We consider the applied WS discovery and selection methods beyond the scope of this paper.

**Definition 6.1 (Engine Executor ($ee_{i,p}^k$))** An engine executor $ee_{i,p}^k$ is allocated to control the execution of a WS $WS_{i,p}^k$ that provides capabilities satisfying the functionalities of a particular atomic element $E_{i,k}$ from a WS-SAGAS.

Because an engine is an entity that relates to the CWS execution, we define it using the following specialization of the generic DR introduced in the preceding section:

$$DR(ee_{i,k}^p) = \langle name, description, wsdlLink, ec_p^p, \langle operation \times (ins, outs) \rangle \rangle,$$

where:

- $name$ is necessary to identify the engine executor;
- $description$ is a concise description of the capabilities of the WS controlled by the engine $ee_{i,k}^p$;
- $wsdlLink$ is the location of the WSDL of the WS controlled by the engine $ee_{i,k}^p$;
- $(operation \times (ins, outs))$ are the different operations that a particular WS $WS_{i,p}^k$ can provide with their corresponding input and output parameters;
- every first and last engine executor controlling the first and last element in a subtransaction, respectively, must know the engine coordinator that controls the subtransaction they relate to.

This is required because the WS-SAGAS execution starts by receiving the control from the engine coordinator, and when the execution of the last element terminates, this element has to inform the coordinator of its termination and of its execution results. However, because a WS-SAGAS execution may be subject to failure and interrupted before reaching the last element, ideally we must make this information available in all the elements. More precisely, in (Equation 5.1), assume that $ec_{i}^p$ is the engine coordinator that initiated the execution of the subtransaction and that was allocated WS-SAGAS; then, in every engine executor controlling an element from WS-SAGAS, we have the information $ec_{i}^p$ made available.

**Definition 6.2 (Engine Coordinator ($ec_{i,k}^p$))** An engine coordinator (denoted $ec_{i,k}^p$) is allocated to control the execution progress of a composite element $E_{i,k}$ aggregated in a subtransaction $WS$-$SAGAS_i$, and the parent of another subtransaction $WS$-$SAGAS_{i+a}$. Because an engine is an entity that relates to the CWS execution, we define it using the following specialization of the generic DR introduced in the preceding section:

$$DR(ec_{i,k}^p) = \langle name, description, CR(WS-SAGAS_{i,a}) \rangle,$$

where:

- $name$ is necessary to identify the engine coordinator;
- $description$ is a concise description of the functionalities of the engine $ec_{i,k}^p$. It verifies:

$$DR(ec_{i,k}^p).description = DR(WS-SAGAS_{i,a}).description$$

- $CR(WS-SAGAS_{i,a})$ has the same content as $CR$ specified in the preceding sections. This content is required for the engine coordinator to know the elements it is responsible for invoking. In particular, as described above, $ec_{i,k}^p$ has to generate the CEL of the first element in $WS$-$SAGAS_{i,a}$; therefore, it requires full knowledge of $CR(WS-SAGAS_{i,a})$.

**Definition 6.3 (The Candidate Engine List of an Atomic Element (CEL($E_{i,k}$)))** For each atomic element $E_{i,k}$ from WS-SAGAS, we define CEL as the list of candidate engines potentially enabled to execute $E_{i,k}$ (i.e., they control the execution of WS providing the same semantics as $E_{i,k}$). Generating CEL is the responsibility of the direct predecessor of the element, that is, when the execution of $E_{i,k}$ by a certain engine $ee_{i,k}^p$ is committed. Then, the engine executor $ee_{i,k}^p$ must allocate the execution control to another engine to progress the process execution by generating the CEL of its direct successor; we assume it generates $CEL(E_{i,k+1})$, and then it selects an engine $ee_{i,k+1}^p$ and delegates the execution control to that engine.

Depending on the element it controls (i.e., order in the WS-SAGAS’s OR), an engine may have to generate only one CEL, many CELs, or it may not have to generate any.

In addition, generating the CEL of a particular element might be the responsibility of only one engine, or it might be the responsibility of several engines. We show in what follows that distinguishing one case from another depends on the content of $OR(WS-SAGAS_i)$:

1. $(E_{i,k} \circ E_{i,k+1} \circ E_{i,k+2} \circ \ldots \circ E_{i,k+j})$ where every prefixed operator verifies $\circ \in \{||, \odot, \circ\}$: In this case, the engine responsible for executing the element $E_{i,k}$ on finishing successfully $E_{i,k}$ has to generate the CELs of all the elements in $\mathcal{F}(E_{i,k})_{\text{exec}}$ (the subset of elements chosen for execution from all the direct successors of $E_{i,k}$). If we assume that $ee_{i,k}^p$ is the engine that was allocated to $E_{i,k}$ and has committed it, then the generated CELs of all the elements in $\mathcal{F}(E_{i,k})_{\text{exec}}$ is denoted $CEL(\mathcal{F}(E_{i,k})_{\text{exec}})$, and the set of the selected engines (each for each element from $\mathcal{F}(E_{i,k})_{\text{exec}}$) is denoted $\mathcal{F}(ee_{i,k}^p)_{\text{exec}}$. 


2. \((E_{i,k} \text{op} E_{i,k+1} \text{op} E_{i,k+2} \text{op} \ldots \text{op} E_{i,k+j})\) where every prefixed operator verifies \(\text{op} \in \{\|, *, <, \odot, \odot \rightarrow, \odot \Rightarrow\}\). In this case, \(\text{CEL}(E_{i,j})\) is generated by the engine(s) responsible for executing the element(s) in \(\mathcal{S}(E_{i,j})\) (the sub-set of elements being executed from all the direct predecessors of \(E_{i,j}\)). If we assume \(e_{i,j}^e\) to be the engine selected to execute \(E_i\), then this set of engines is denoted \(\mathcal{S}(e_{i,j}^e)\).

3. As defined in (Equation 5.1), \(E_{i_{null}}\) is the last element in this WS-SAGAS and does not have to generate any CEL.

We use the following notation for \(\text{CEL}(E_{i,k})\):

\[
\text{CEL}(E_{i,k}) = \left\{ DR(e_{i,k}^1), DR(e_{i,k}^2), \ldots, DR(e_{i,k}^p), \ldots \right\} \quad (6.1)
\]

where:

- the number of discovered engines in \(\text{CEL}(E_{i,k})\) is variable and depends on WS availability;
- \(DR(e_{i,k}^p)\) is assumed to be the DR of the engine executor that was allocated to \(E_{i,k}\) and was successful in its execution. Every time the execution of an element \(E_{i,k}\) fails, it is allocated a new engine from the \(\text{CEL}(E_{i,k})\), defined with \(DR(e_{i,k}^p)\) and \(p \in [1, |\text{CEL}(E_{i,k})|]\).

Because each non-vital element has to be attempted only once, the cardinality of the different CELs of all the non-vital elements from WS-SAGAS\(_i\) must verify the condition:

\[
\forall E_{i,k}^p \in \text{WS-SAGAS}_i : |\text{CEL}(E_{i,k})| = 1
\]

However, because the successful commitment of all the vital elements is essential, the probability of their success must be increased by generating CELs verifying the condition:

\[
\forall E_{i,k}^p \in \text{WS-SAGAS}_i : |\text{CEL}(E_{i,k})| > 1
\]

It is possible that throughout the execution of the different instances of the same element, an engine generates a CEL that contains multiple candidate engines and that in almost all execution instances, the element execution was committed by the first allocated engine.

Consequently, the time spent in generating the CEL constitutes an overhead. It is required to determine for each element the most suitable value of the cardinality of \(\text{CEL}\), which allows the element to be successfully terminated, but in addition, avoids the risk of having to trigger a recovery only because there is no available candidate engine. This can be possible by considering and analyzing the execution history of the different elements.

**Definition 6.4 (The Replica Engines List of a Composite Element (REL\((E_i)\)))** The REL of a composite element is defined in the same way as an atomic element. However, it does not require any WS discovery or selection. The main difference is that an REL contains the replicas from the same engine coordinator. That is, assume a composite element \(E_i\) is the parent of a WS-SAGAS\(_{i,n}\) in \(P\). When the execution control reaches \(E_i\), instead of generating a CEL, because this element is composite it makes its predecessor(s) generate \(\text{REL}(E_i)\), which is a list of replica engines. This avoids failure, because if one of the engines in \(\text{REL}(E_i)\) fails, another engine takes charge of the execution instead of the failed engine. The information in the different engines is continuously updated to avoid having any obsolete information. Moreover, any update/information that reaches any of the replica engine coordinators in \(\text{REL}(E_i)\) is transparently broadcast to all the others. We use the following notation for \(\text{REL}(E_i)\):

\[
\text{REL}(E_i) = \left\{ DR(e_{i,a}^1), DR(e_{i,a}^2), \ldots, DR(e_{i,a}^p), \ldots \right\} \quad (6.2)
\]

where:

- the number of replica engines in \(\text{REL}(E_i)\) is variable and depends on the designer’s judgment;
- \(DR(e_{i,a}^p)\) is assumed to be the DR of the replica engine coordinator that was allocated to \(E_i\), which was not subject to a failure, and which contains the last updated information concerning the execution progress of WS-SAGAS\(_{i,n}\).

**Definition 6.5 (The Current Execution Progress (CEP))** We define the concept of CEP to keep track of the execution progress of a process, depicted as a hierarchy of recursively nested WS-SAGAS. When an engine executor \(e_{i,k}^p\) executes an atomic element \(E_{i,k}\), every change in that element’s state has to be reflected on the copy of the CEP, stored locally on the engine executor \(e_{i,k}^p\). The CEP content is made available on each engine (executor and coordinator).

On every engine executor, only one type of CEP copy is available. Consider the process depicted in (Equation 5.1), where a copy of CEP of WS-SAGAS\(_i\), which is stored on the engine executor \(e_{i,k}^p\), is formulated as:

\[
\text{CEP}(\text{WS-SAGAS}_i, e_{i,k}^p) : \left\{ \overline{DR}(E_{i,1}) \text{op} \ldots \text{op} \overline{DR}(E_{i,k}) \text{op} \ldots \right\}
\]

where:

- \(\overline{DR}(E_{i,k})\) is defined as the Active DR of the element \(E_{i,k}\): it is equal to the DR of the element \(E_{i,k}\) to which an attribute engine is added, indicating the name of the currently allocated engine to the element; this notation is used to indicate that the element \(E_{i,k}\) is allocated to engine \(e_{i,k}^p\). The last value of the attribute engine is the value of the engine that either committed the element or failed to commit it.
- initially, the attribute \(\overline{DR}(E_{i,k})\) engine is set to null in all the elements’ active DR in CEP.
- \(E_{i,1}\) and \(E_{i,n,i}\), are, respectively, the first and the last element of the subtransaction WS-SAGAS\(_i\).
- \(\text{op}\) is the operator that connects the different element with \(\text{op} \in \{\|, *, <, \odot, \odot \rightarrow, \odot \Rightarrow\}\). Depending on the considered operator, it can be prefixed (e.g., \(+, -, \odot\)), postfixed (e.g., \(\odot, \odot \rightarrow, \odot \Rightarrow\)), or infixed (e.g., \(\|\) and \(\odot\)).
Because we consider a hierarchy of nested WS-SAGAS, we have different CEP expressions, one for every nesting level. More precisely, consider the process in (Equation 5.1). \( P_i \) is formed with \( m_i \) nesting levels. Therefore we have \( m_i \) different CEP, one for each WS-SAGAS.

Because we consider a peer-to-peer execution model, the only connection point between two subtransactions in two consecutive nesting levels, such as WS-SAGAS\(_{1}\) in nesting level 1 and WS-SAGAS\(_{a,1}\) in level 2, is the engine coordinator responsible for the composite element \( E_{i,a} \), parent of WS-SAGAS\(_{a,1}\) and part of WS-SAGAS. The important role of an engine coordinator becomes apparent here because every engine executor is the connection point level and constitutes, similar to the bridge that directs the execution control from one level to another.

Assume that the engine coordinator \( ec_{i,a} \) was allocated to the composite element \( E_{i,a} \) from WS-SAGAS\(_{1}\). On being allocated to execute the element \( E_{i,a} \), this engine receives a copy of CEP(WS-SAGAS\(_{1}\), \( ec_{1,a-1} \)) from its direct predecessor (i.e., assume it is an engine \( ec_{1,a-1} \) allocated to an element \( E_{1,a-1} \)).

Because \( E_{i,a} \) is composite, the engine coordinator \( ec_{i,a} \) has to initiate the execution of WS-SAGAS\(_{a,1}\); therefore, it has to generate a CEL of \( E_{i,a+1} \) and must provide it with the copy of CEP(WS-SAGAS\(_{1}\), \( ec_{1,a-1} \)). Therefore, on \( ec_{i,a} \), we have two CEPs: the first is CEP(WS-SAGAS\(_{1}\), \( ec_{1,a-1} \)) and the second is CEP(WS-SAGAS\(_{a,1}\), \( ec_{a,1} \)). In this way we can start the execution of another nested level. The content of CEP(WS-SAGAS\(_{a,1}\), \( ec_{a,1} \)) is described in the same way as CEP(WS-SAGAS\(_{1}\), \( ec_{1,a-1} \)).

When the execution of WS-SAGAS\(_{a,1}\) terminates, \( ec_{a,1} \) has to resume execution control. On receiving a copy of CEP(WS-SAGAS\(_{a,1}\), \( ec_{a,1} \)), it deduces its own state on the basis of the execution progress of the whole WS-SAGAS and has to generate a CEL for \( E_{i,a+1} \)—its direct successor in WS-SAGAS—select an engine, and allocate execution control to it; assume the allocated engine is \( ee_{i,1+a} \), if \( E_{i,a+1} \) is atomic. In this case, engine \( ec_{a,1} \) sends to \( ee_{i,1+a} \) a copy of CEP(WS-SAGAS\(_{1}\), \( ec_{1,a-1} \)) (see Figure 6.1).

### 6.3 Collaboration between Peer Engines and Web Services

To execute a WS-SAGAS, the engines in THROWS architecture communicate by the different messages that we define. All the messages are sent in a peer-to-peer fashion, that is, from the source to the destination without going through any central entity, as they would for centralized execution. Consequently, performance bottlenecks should decrease.

In what follows, the distinction between an engine executor or coordinator is only made when the processing differs.

#### 6.3.1 Conversation between Peer Engines:

Messages exchanged between peer engines contain:

(i) The current execution progress (CEP): After an engine is chosen to be in charge of a particular element, it has to be informed of the CEP content (last-updated version).
To guarantee that the necessary information for any potential recovery is still available, we assume that the CEP content is preserved in the side of every engine until the end of all the WS-SAGAS executions.

Therefore, even if a message sent between two engines is discarded or does not reach its destination for any reason (e.g., network broken, time out), it is possible to submit it again. We note that CEP contains the execution context (e.g., input/output variables, services invocation results) necessary for each WS invocation.

(ii) The execution start signal, abortion request, and compensation request: These messages enable a synchronized transactional execution of CWS. However, they are not sufficient. We also need special synchronization messages to control delegation of the execution control between engines to prevent race conditions occurring, and improper control flow signals may be triggered, leading to possible inconsistencies.

Considering that in our architecture, we are constrained by a distributed and loosely coupled environment, the distributed two-phase commit protocol (2PC) cannot apply, because the Atomicity property and the locking mechanisms on which it is founded are not required and a central monitor's existence is undesirable.

There are a number of proposed protocols for distributed and loosely coupled environments, including BTP [48], WS-transaction [25] with WS-coordination [49], and WS-CAF [26]. Not all the available WS support the same protocol, so instead of using any of these protocols, for flexibility in THROWS architecture we introduced the predelegation phase, the synchronization phase, the peer-engines waiting period, and the engine-ws waiting period:

- The predelegation phase: During this phase, a first entity (one or more engines) agrees that it will release execution control while a second entity (one or more engines) agrees that it is ready to accept collection of the control. This phase is necessary at the beginning of each element execution. Introducing such a phase reduces the potential for cancellations (e.g., engine not ready) and improves the probability of successfully completing the composite WS execution. The first entity sends a control delegation request and it is assumed to receive a control delegation agreement from the second entity.

- The synchronization phase: This phase follows directly after the predelegation phase where one or more elements has to be executed in parallel. To ensure this, different engines, on receiving a start signal propagated by their direct common predecessor, start the execution simultaneously.

- Peer engines waiting period: This is the estimated period of time, after which the engine does not receive any confirmation or agreement, so the message for control delegation ignores that engine and chooses another engine from the CEL as a new candidate for control delegation; then, the predelegation phase is repeated.

- Engine-web service waiting period: It is most likely that an engine controller controlling a WS, for an unknown reason (e.g., failure) does not receive a response message from the WS for a time; in some cases, the waiting time, as an answer time may even tend to be infinite, which is unacceptable. To avoid this, a similar situation to the above occurs. We define this as the engine-ws waiting period. It avoids the engine executor waiting eternally for an answer that may never come: if the WS fails to respond after the engine-ws waiting period has elapsed and no information was received of the execution progress of the WS, then the engine executor must consider itself failed and a recovery must be triggered.

6.3.2 Conversation between an Engine Executor and a WS:

The different messages that are used to communicate between an engine executor and a WS are defined according to the WS execution progress and they are chiefly of two forms:

- The engine executor sends a notification of execution start to ask the WS it controls to start executing. At the same time it provides the WS with the necessary input data for its execution.

- When a WS finishes executing, it notifies the engine executor of its own execution results. In this case also, the engine-ws waiting period, which has to be estimated, is essential to avoid the engine executor finding itself eternally waiting for an answer that may not arrive. Therefore, after the engine-ws waiting period has elapsed, the engine executor has to be informed of the WS execution's progress. If no answer is received, it implies that the WS has failed.
6.4 Description of THROWS Architecture Functionality

The WS-SAGAS transaction model supports the specification of a process in different ways following different defined aggregation patterns. For these different patterns, we need to describe how they are to be executed. In the following, we show how the state and vitality degree concepts play a crucial role in determining how the execution is to progress, and especially, in distinguishing successful from faulty situations, in informing of failures, and in recovering from failures. In describing the functioning of THROWS architecture, we mostly describe sequential and parallel WS-SAGAS. Other patterns can be deduced in the same way, because we have defined the execution semantics of each pattern in detail in the previous section. (Figure 6.2) shows the different transition rules that THROWS defines to make an atomic compensatable element’s state change from one state to another. The diagram is for vital and non-vital elements.

6.4.1 Initiating the Execution of a Process \( P_i \)

The entire process \( P_i \) execution is initiated by an engine coordinator \( ee^p_{i,j} \). To ensure that it does not constitute a single point of failure, we assume that we have \( REL(P) \), a replica engine coordinator list that contains several replicas of \( ee^p_{i,j} \).

A process running on a server is responsible for taking a user request for a particular process and for creating \( REL(P) \), and starting the execution with one of the replica engine coordinators; we assume here that it is \( ee^p_{i,j} \). More precisely, below is the content of \( REL(P) \):

\[
REL(P) = \{ DR[ee^p_{i,j}], . . . , DR[ee^p_{i,j}], . . . , DR[ee^p_{i,j}], . . . \} \tag{6.3}
\]

Every replica in \( REL(P) \) contains the \( CEP \) of the overall process and the \( CEP \) of the WS-SAGAS for which the engine coordinator is responsible. That is, in \( ee^p_{i,j} \) we have both, \( CEP(P, ee^p_{i,j}) \) and \( CEP(WS-SAGAS_i, ee^p_{i,j}) \); \( CEP(P) \) is formed as follows:

\[
CEP(P, ee^p_{i,j}) : CEP(WS-SAGAS_i, ee^p_{i,j}) \cup CEP(WS-SAGAS_i, ee^p_{i,j,1}) \cup \ldots \cup CEP(WS-SAGAS_i, ee^p_{i,j,a,b}) \cup \ldots \cup CEP(WS-SAGAS_i, ee^p_{i,j,a,b,c}) \tag{6.1}
\]

\( CEP(P, ee^p_{i,j}) \) means that the \( CEP \) copy is stored on engine \( ee^p_{i,j} \). Similarly, \( CEP(WS-SAGAS_i, ee^p_{i,j,1}) \) is stored on engine \( ee^p_{i,j,1} \), \( CEP(WS-SAGAS_i, ee^p_{i,j,a,b}) \) is stored on engine \( ee^p_{i,j,a,b} \), etc (see Figure 6.1).

The engine coordinator initiates the process execution by starting the execution of the WS-SAGAS at the first nesting level, that is, WS-SAGAS. The first step is to generate the \( CEL \) of the element appearing first in the first pattern; in the case of WS-SAGAS, \( CEL(E_{i,j}) \) is generated, an engine is allocated, the predelegation phase is performed, and a copy of \( CEP(WS-SAGAS_i, ee^p_{i,j}) \) is passed to \( ee^p_{i,j} \) and the execution of the WS-SAGAS starts.

We describe below the internal functioning of a WS-SAGAS: the execution of patterns that only contain atomic elements. Then, we describe how the execution is delegated between different nesting levels.

6.4.2 Sequence Pattern Execution \((\{E_{i,k}\}; \{E_{i,k+1}\})\)

We describe the general execution model of a sequence pattern aggregating only compensatable atomic elements. We assume that an engine executor \( ee^p_{i,k} \) has been allocated to the element \( E_{i,k} \). Depending on the execution progress, different scenarios may occur:

1. \textbf{Element \( E_{i,k} \) commitment:} In this scenario we assume that the execution of \( wsf^p_{i,k} \) controlled by \( ee^p_{i,k} \) was successful. The successful execution must be reflected on the \( CEP \) content (to comply with our proposed notation of an engine that uses \( p \) to designate any engine and \( q \) to designate an engine that was successful, we use \( ee^p_{i,k} \) instead of \( ee^p_{i,j} \)). Therefore, the engine \( ee^p_{i,k} \) has to update the locally stored copy of \( CEP \); specifically, the state of the element is to be modified as follows:

\[
CEP(WS-SAGAS_i, ee^p_{i,k}) \rightarrow DR(E_{i,k}).state: = \text{Committed}.
\]

The execution results are used to update the output parameters of the element:

\[
CEP(WS-SAGAS_i, ee^p_{i,k}).DR(E_{i,k}).\text{operation:} : = DR(ee^p_{i,k}).\text{operation:}.
\]

Afterwards, the engine executor has to delegate execution control. To this end, it generates \( CEL(E_{i,k+1}) \) and chooses an engine executor to which it must delegate the execution control; we assume here that the engine \( ee^p_{i,k+1} \) was allocated to execute \( E_{i,k+1} \). We note that the execution of \( E_{i,k+1} \) by \( ee^p_{i,k+1} \) is the execution of a WS \( wsf^p_{i,k+1} \) controlled by \( ee^p_{i,k+1} \). The WS \( wsf^p_{i,k+1} \) to be mapped to \( E_{i,k+1} \) must satisfy the following three conditions:

\[
CEP(WS-SAGAS_i, ee^p_{i,k+1}) \rightarrow DR(E_{i,k+1}).\text{description:} = CEL(E_{i,k+1}).DR(ee^p_{i,k+1}).\text{description:}.
\]

(the functionalities of the element meet the WS capabilities)

\[
CEP(WS-SAGAS_i, ee^p_{i,k+1}) \rightarrow DR(E_{i,k+1}).\text{operation: in:} = CEL(E_{i,k+1}).DR(ee^p_{i,k+1}).\text{operation: in:}.
\]

(the input parameters of the element and of the WS are compliant)

\[
CEP(WS-SAGAS_i, ee^p_{i,k+1}) \rightarrow DR(E_{i,k+1}).\text{operation: out:} = CEL(E_{i,k+1}).DR(ee^p_{i,k+1}).\text{operation: out:}.
\]

(the output parameters of the element and of the WS are compliant)
Once these conditions are satisfied, the two engines start a predelegation phase in which one engine agrees to delegating control while the other agrees to having control delegated to it. When \( ee_{i,k}^p \) receives the agreement notification from \( ee_{i,k+1}^p \), it finalizes the delegation by updating and sending the CEP content to the allocated engine:

\[
CEP(WS-SAGAS, ee_{i,k}^p). \tilde{DR}(E_{i,k+1}).engine := ee_{i,k+1}^p.
\]

We emphasize that whether or not \( E_{i,k} \) was vital does not affect the functioning of the engine for a successful execution.

2. Vital Element \( E_{i,k+1}^{v} \) Failure: We assume that exceptional behavior (e.g., unavailable, timed out, error message) of the WS \( ws_{i,k+1}^v \) precluded the engine \( ee_{i,k+1}^v \) from successfully committing the element \( E_{i,k+1}^{v} \). Consequently, the element \( E_{i,k+1}^{v} \) execution attempt by the engine \( ee_{i,k+1}^v \) is considered to have failed and the following steps must be performed to recover to a consistent state, because the element’s success is crucial for the overall subscription success. First, the engine \( ee_{i,k+1}^v \) has to update its locally stored copy of CEP with the latest progress in execution as follows:

\[
CEP(WS-SAGAS, ee_{i,k+1}^v).\tilde{DR}(E_{i,k+1}).state := Failed.
\]

Second, a copy of the locally stored CEP is sent as a failure notification message to the engine responsible for the execution of the predecessor of \( E_{i,k+1}^{v} \), that is, to engine \( ee_{i,k}^v \), so that it takes charge of the failure recovery process. Depending on the cardinality of \( CEL(E_{i,k+1}^{v}) \) either a forward recovery (i.e., trying to advance the execution process with an attempt at an execution retrial) or a backward recovery (i.e., to recover the CWS to a consistent state) is to be performed by \( ee_{i,k}^v \).

3. Vital Element \( E_{i,k+1}^{v} \) Forward Recovery: After being notified of \( E_{i,k+1}^{v} \) execution failure by \( ee_{i,k}^v \) (i.e., receiving a copy of CEP in which the element \( E_{i,k+1}^{v} \) state was set to Failed), the engine \( ee_{i,k}^v \) checks the cardinality of \( CEL(E_{i,k+1}^{v}) \) to determine whether trying a forward recovery, by allocating another engine in order to reattempt the execution of \( E_{i,k+1}^{v} \), is feasible or not. When \(|CEL(E_{i,k+1}^{v})| \neq 0\) is verified, it means that other WS satisfying the element \( E_{i,k+1}^{v} \) required functionalities are available. Therefore, execution retrial is possible: the engine \( ee_{i,k}^v \) searches for the engine ranked next to \( ee_{i,k+1} \) in \( CEL(E_{i,k+1}^{v}) \); here we assume it is the engine \( ee_{i,k+1}^v \). This engine is allocated to reattempt the execution of the element \( E_{i,k+1}^{v} \); the locally stored content of CEP in \( ee_{i,k}^v \) is updated as follows:

\[
CEP(P_i, ee_{i,k}^v).\tilde{DR}(E_{i,k+1}).engine := ee_{i,k+1}^v.
\]

Subsequently, a predelegation has again been performed with the new engine \( ee_{i,k+1}^v \), the CEP content, with the required context data for effectively starting the execution, is communicated.

4. Vital Element \( E_{i,k+1}^{v} \) Backward Recovery: If it happens that \(|CEL(E_{i,k+1}^{v})| = 0\), the execution retrial is impossible and a backward recovery is necessary. To this end, all the other elements from the same WS-SAGAS that are ordered before \( E_{i,k+1}^{v} \) and have already committed are compensated for, that is, all the vital and nonvital elements that verify the following conditions:

\[
CEP(WS-SAGAS, ee_{i,k}^v).\tilde{DR}(E_{i,[k+1,\ell]}).state := Committed.
\]

are compensated for by executing for each element its compensating element. We emphasize that a compensation mechanism is triggered by a compensation request propagated for all the engines of the elements that verify the above condition. In addition, we note that the compensation request propagation is handled as described below.

5. Element \( E_{i,k} \) Compensation: On receiving a compensation request, an engine first checks if it has any predecessor to which it must, similarly, propagate a compensation request. Second, it has to compensate the execution of the element for which it is responsible. That is, if we consider the case of the engine \( ee_{i,k}^v \) responsible for the element \( E_{i,k} \) (applicable to the case of vital and nonvital), the engine \( ee_{i,k}^v \) searches for a WS that satisfies the functionalities of \( E_{i,k} \), the compensating element of \( E_{i,k} \).

Here, we assume that a WS \( ws_{i,k}^v \) was discovered. The engine \( ee_{i,k}^v \) executes the WS \( ws_{i,k}^v \). On completing \( ws_{i,k}^v \) execution, \( ee_{i,k}^v \) updates CEP and propagates it with the compensation request to the engines concerned:

\[
CEP(WS-SAGAS, ee_{i,k}^v).\tilde{DR}(E_{i,k}).state := Committed.
\]

The engine that finds that it has no predecessor engine is presumably the engine responsible for the first element \( E_{i,1} \). This engine executor has only to compensate the element \( E_{i,1} \). Finally, the overall WS-SAGAS of this level failure is calculated. The engine executor \( ee_{i,k}^v \) responsible for the element \( E_{i,1} \) after compensating the element \( E_{i,1} \) must propagate the failure information up the hierarchy to perform a backward recovery in other terminated WS-SAGAS. To this end, it sends its last updated copy of CEP(WS-SAGAS, \( ee_{i,1}^v \)) to the engine coordinator controlling the element parent of the WS-SAGAS. In this case, it propagates the copy to \( ee_{i,1}^v \). We describe below in this section how an engine coordinator handles this failure information.

6. Nonvital Element \( E_{i,k+1}^{\sigma} \) Failure: Assume that the direct successor of \( E_{i,k+1}^{\sigma} \) is the nonvital element \( E_{i,k+1}^{v} \). In this case, even if the engine \( ee_{i,k+1}^v \) allocated to \( E_{i,k+1}^{v} \) fails, it is not necessary to attempt recovery because its success is optional. However, the engine \( ee_{i,k+1}^v \) continues the execution as if the element was committed by updating the CEP and performing the control predelegation phase as usual.
6.4.3 Parallel Pattern Execution \((E_{i,k}; (E_{i,k+1}, \ldots, E_{i,k+j}))\) 

The main difference with the execution of a sequence of WS-SAGAS is that the engine allocated to the element \(E_{i,k}\) — we assume here it is engine \(e_{i,k}^{\ell}\) — on finishing executing \(E_{i,k}\) has to generate the CEL of the set of elements to be executed in parallel, that is, the elements from \(E_{i,k+1}\) to \(E_{i,k+j}\), as noted above \(\mathcal{S}(\mathcal{E}_{i,k})\). Similarly, \(e_{i,k}^{\ell}\) generates CEL for all the elements in \(\mathcal{S}(\mathcal{E}_{i,k})\). If we assume that the CEL generation and the engine allocation steps were done, we have the CEP updated as follows:

\[
\text{CEP}(\text{WS-SAGAS}, e_{i,k}^{\ell}), \text{DR}(E_{i,k+1}).\text{engine} := e_{i,k+1}^{\ell} \\
\text{CEP}(\text{WS-SAGAS}, e_{i,k}^{\ell}), \text{DR}(E_{i,k+2}).\text{engine} := e_{i,k+2}^{\ell} \\
\text{CEP}(\text{WS-SAGAS}, e_{i,k}^{\ell}), \text{DR}(E_{i,k+j}).\text{engine} := e_{i,k+j}^{\ell}.
\]

Because starting the execution of the elements pertaining to \(\mathcal{S}(\mathcal{E}_{i,k})\) must be synchronized, a synchronization phase has to be introduced. The synchronization phase comes directly after the predelegation phase finishes. It aims at ensuring that the engine \(e_{i,k}^{\ell}\) after receiving the delegation agreements from the other, different engines, simultaneously propagates a start signal. In addition, because a significant delay in receiving the delegation agreement messages can seriously compromise the CWS execution, we use the peer-engine waiting period, as already specified. After it has elapsed without receiving the acknowledgment message from one of the engines, \(e_{i,k}^{\ell}\) must select another candidate engine. When the elements in \(\mathcal{S}(\mathcal{E}_{i,k})\) are being executed, three situations are most likely to occur:

1. **Simultaneous Commitment of all the Vital Elements**: All the vital elements in \(\mathcal{S}(\mathcal{E}_{i,k})\) have been successfully committed, that is, they verify the following condition:

\[
\{ \forall E_{i,\ell} | E_{i,\ell} \in \mathcal{S}(\mathcal{E}_{i,k}) \text{ and } \ell \in [k+1..k+j] : \\
\text{CEP}(\text{WS-SAGAS}, e_{i,\ell}^{\ell}), \text{DR}(E_{i,\ell}).\text{state} = \text{Committed} \}
\]

If the above condition is verified, first, all the engines controlling the elements verifying the above condition have to exchange copies of their locally stored CEP contents. At the end of this update, all the engines controlling vital elements in \(\mathcal{S}(\mathcal{E}_{i,k})\) have the same copy of CEP.

Second, depending on the pattern used to make the different elements in \(\mathcal{S}(\mathcal{E}_{i,k})\) converge to a single point, a set of elements from \(\mathcal{S}(\mathcal{E}_{i,k})\) has to generate the CEL(s) for the element(s) that comes directly after them. If we assume that \(E_{i,j}\) is the common successor, then the elements in \(\mathcal{S}(\mathcal{E}_{i,k})\) have to cooperate in generating the CEL\(E_{i,j}\) by taking the union of the different CEL(s) generated by each of their engines.

Finally, we note that only the results of the execution of the vital elements were considered because the other non-vital elements’ success or failure does not affect the others’ progress.

2. **Failure of one or more vital elements**: One or more vital elements in \(\mathcal{S}(\mathcal{E}_{i,k})\) verify the following condition:

\[
\{ \exists E_{i,\ell} | E_{i,\ell} \in \mathcal{S}(\mathcal{E}_{i,k}) \text{ and } \ell \in [k+1..k+j] : \\
\text{CEP}(\text{WS-SAGAS}, e_{i,\ell}^{\ell}), \text{DR}(E_{i,\ell}).\text{state} = \text{Failed} \}
\]

If a similar situation occurs, then the failed engine(s) has to inform its direct predecessor, here \(e_{i,k}^{\ell}\) of the failure(s). As described above, \(e_{i,k}^{\ell}\) tries to perform a failure recovery. The main differences reside in that, first, the failed engine(s) also have to inform the concurrent engines controlling the other elements to avoid compromising the subtransaction execution by making the others wait forever.

Second, if a backward recovery is necessary, it is most likely that the execution of one or several elements from \(\mathcal{S}(\mathcal{E}_{i,k})\) is still in progress. As a result, the compensation mechanism described above is not applicable. It is essential to abort all the elements that verify the following condition by stopping their execution:

\[
\{ \exists E_{i,\ell} | E_{i,\ell} \in \mathcal{S}(\mathcal{E}_{i,k}) \text{ and } \ell \in [k+1..k+j] : \\
\text{CEP}(\text{WS-SAGAS}, e_{i,\ell}^{\ell}), \text{DR}(E_{i,\ell}).\text{state} = \text{Executing} \}
\]

To abort all the elements that verify the above condition, \(e_{i,k}^{\ell}\) has to propagate an abort request to all their allocated engines. Each engine that receives an abort request responds by immediately stopping its execution and updating its locally stored CEP copy, then sends it to \(e_{i,k}^{\ell}\). After all the different engines have properly handled the received abort request, the CEP content stored on \(e_{i,k}^{\ell}\) is:

\[
\{ \exists E_{i,\ell} | E_{i,\ell} \in \mathcal{S}(\mathcal{E}_{i,k}) \text{ and } \ell \in [k+1..k+j] : \\
\text{CEP}(\text{WS-SAGAS}, e_{i,\ell}^{\ell}), \text{DR}(E_{i,\ell}).\text{state} = \text{Aborted} \}
\]

3. **One or more vital elements are still executing while the others have already committed**: At least one vital element in \(\mathcal{S}(\mathcal{E}_{i,k})\) verifies the following condition:

\[
\{ \exists E_{i,\ell} | E_{i,\ell} \in \mathcal{S}(\mathcal{E}_{i,k}) \text{ and } \ell \in [k+1..k+j] : \\
\text{CEP}(\text{WS-SAGAS}, e_{i,\ell}^{\ell}), \text{DR}(E_{i,\ell}).\text{state} = \text{Executing} \}
\]

In this case, two scenarios are possible:

- **Scenario 1**: The engine(s) responsible for the committed element(s) informs, as described above, the concurrent engine(s) of their commitment and generates the CEL of the successor(s), if they exist. However, they wait for the termination of the element(s) that is/are still being executed to agree on the CEL and to choose the engine to allocate to the successor(s), so that a predelegation phase is performed to effectively start executing the successor(s).

- **Scenario 2**: The committed elements’ engines inform the concurrent engines of their commitment and enter a latent state while waiting for the remaining unfinished elements’ commitment.
A comparison of the two scenarios shows that in (Scenario 1) the time spent by the concurrent engines in generating the CEL(s) of the successor(s) etc. can be meaningless if one of the still executing engines fails. On the other hand, if all the remaining elements were committed, then the time spent in a latent state by the different engines in (Scenario 1) is an overhead.

6.4.4 Execution Control Delegation between an Engine Executor and an Engine Coordinator

Assume that \( E_{i,a} \) is a composite element from WS-SAGAS.
If the execution progress of WS-SAGAS reaches the element \( E_{i,a} \), then, the element \( E_{i,a-1} \) terminates its execution then, \( ec_{i,a-1}^p \) has to delegate the execution control as described above.

The particularity here is that when \( ec_{i,a-1}^p \) checks for a predecessor, the CEP content reveals that the next element to be executed is \( E_{i,a} \) and it is composite. Consequently, the engine executor \( ec_{i,a}^p \) generates an REL not a CEL, the generated REL being REL \((E_{i,a})\). Then, an engine coordinator is selected; let this be \( ec_{i,a}^p \). The execution of WS-SAGAS is suspended waiting for the element \( E_{i,a} \) to be executed by \( ec_{i,a}^p \). As described at the beginning of this section, \( ec_{i,a}^p \) starts execution of WS-SAGAS in exactly the same way as the engine coordinator \( ec_{i,a}^p \) starts the execution of WS-SAGAS.

6.4.5 Execution Termination of a WS-SAGAS Transaction

Assume that the execution of WS-SAGAS was terminated and the execution reached the last element \( E_{i,a,n_2} \), which was executed by the engine executor \( ec_{i,a,n_2}^p \), \( ec_{i,a,n_2}^p \), checks the locally stored CEP, CEP(WS-SAGAS \( i,a,e_{i,a,n_2}^p \)), for elements not yet executed. The result is that all the elements in WS-SAGAS have finished already.

Therefore, it has to inform the engine coordinator responsible for the parent element of WS-SAGAS that the execution was terminated. To this end, it sends a copy of CEP(WS-SAGAS \( i,a,e_{i,a,n_2}^p \)) to the engine \( ec_{i,a}^p \).

The engine \( ec_{i,a}^p \) deduces the element \( E_{i,a} \)'s state from the received CEP(WS-SAGAS \( i,a,e_{i,a,n_2}^p \)). More specifically, assume we deduced from CEP(WS-SAGAS \( i,a,e_{i,a,n_2}^p \)) that:

\[
DR(WS-SAGAS_{i,a}).state = \text{committed}
\]

Then, the execution is continued as described above.

6.4.6 Execution Termination of a Process

On every termination of a WS-SAGAS, the last engine responsible for the last element in the subtransaction finalizes the execution in the way described above. Every WS-SAGAS termination is cascaded up in the hierarchy until the uppermost level controlled by the engine coordinator \( ec_{i,a}^p \) is reached. Then, this engine finalizes the overall process execution by requesting from every other engine coordinator the last updated copy of the CEP of the subtransaction for which it was responsible.

When all the copies have been collected, the locally stored copy of the overall process CEP is updated and process termination is deduced.

6.4.7 Interruption of the Execution of a WS-SAGAS with a Failure

Assume that the execution of WS-SAGAS \( i,a \) was interrupted by a failure of one of its constituent vital elements and that the forward recovery mechanism was unable to overcome the failure. As a last resort, a backward recovery is performed as described in the execution of a sequence/parallel pattern.

When the failure message (i.e., CEP(WS-SAGAS \( i,a \)) with the state of one element set to failed), reaches the engine responsible for the first element in WS-SAGAS \( i,a \)—in this case this engine is \( ec_{i,a}^p \)—this element performs a backward recovery for the element it controls and propagates the failure information up in the hierarchy. All it has to do is to send the updated copy of CEP(WS-SAGAS \( i,a,e_{i,a,1}^p \)) to the parent of the engine coordinator controlling the parent of WS-SAGAS \( i,a \). In this case, a copy reaches \( ec_{i,a}^p \) and, because it checks the CEP content, a failure is deduced. Subsequently, a backward recovery is triggered: \( ec_{i,a}^p \) initiates a backward recovery in WS-SAGAS, by changing the state of the element \( E_{i,a} \) as follows:

\[
CEP(WS-SAGAS_{i,a}, ec_{i,a}^p), DR(E_{i,a}).state := failed
\]

The failure of \( E_{i,a} \) is handled in the same way as described above by compensating all the committed elements in the transaction WS-SAGAS and aborting the other elements still executing. When the failure message reaches the uppermost level, that is, the engine \( ec_{i,a}^p \), this engine propagates the failure down the hierarchy to all the WS-SAGAS that were terminated before the WS-SAGAS \( i,a \) failure (i.e., all the WS-SAGAS lower in the hierarchy must also be recovered).

7 Composite Web Services QoS Modeling and Analysis

We describe the third part of the FENECIA approach: assessing the QoS of CWS depicted as WS-SAGAS and executed following THROWS architecture. Our chief aims in defining a QoS model are that, first, it allows verification of the described CWS as WS-SAGAS are reliably serving their purpose, when executed, by achieving a high level of dependability. Second, it allows greater improvement of the quality of execution in the future by favoring the more reliable WS and discarding the WS that are most likely to be the stage failures.
Moreover, we aim to use the QoS estimation and analysis as a basis for improving the WS-SAGAS structure. To this end, our model characterizes, estimates, and analyzes several QoS properties, namely the execution time and the reliability [17,21], on the basis of the past executions collected in a history, and takes into consideration the failure repercussions.

7.1 Preliminaries

We give an overview of the QoS concepts we are concerned with because the QoS concept itself is broad. It has been applied to many areas and, depending on the area of application, its definition varies.

Some define it as "a set of user-perceivable attributes, which describe a service and the way it is perceived" [50,51]. We are not concerned with this form of QoS because it has been widely addressed and was the subject of considerable research efforts in the area of WSC. Several studies have focused on the dynamic selection of the provider [52-54] and on semantic WS description to improve the selection [55]. These studies are classified under the umbrella of maximizing user satisfaction.

A more appropriate definition of the QoS we treat in the FENICIA approach is "the system property that consists of a set of quality requirements on the collective behavior of one or more objects, such as the information transfer rate, the latency, the system's failure probability, etc." [50,56]. That is, this category of QoS assessment chiefly targets estimating a number of QoS properties for later analysis by the system designers to verify as to what extent the CWS are efficiently serving their purpose during execution (i.e., are the introduced fault-tolerance mechanisms working properly? Are the selected WS adequate?).

7.2 Motivation

The issues guiding us toward introducing such a model are summarized below.

- Most of the current approaches dealing with QoS estimates in the WS context rely on the QoS information advertised by the WS owners/providers, which may be not up to date or subject to manipulation by the providers. To overcome this limitation, we compute the QoS estimates on the basis of the CWS execution observation, where the observation results are collected in a history. In doing so, we believe that more accurate estimates can be acquired because we do not rely on the providers' data.
- A major part of the work done up until now considers only situations where the CWS do not fail. As a result, the estimates obtained are very often regarded as too optimistic because they do not account for any failure (information, recovery) and their repercussions. In our model, we account for failures and their repercussions on the effective performances of the CWS because this is particularly required in the WS architecture, in view of the WS inherent tendency to fail relatively easily (relative to other computing components). Typical causes of failure include: noncompliant WS characteristics (e.g., transactional supports, management policies, access rights) and obvious Internet limitations (e.g., latency, time-out, security).
- Finally, because WS are generally stateless, tracking the failures and determining their locations is almost impossible. To overcome this limitation, the notion of state that we initially introduced in WS-SAGAS is used. Introducing the state concept is expected to contribute in acquiring more accurate information on the location of failures and to be used later to improve the CWS QoS.

7.3 Execution Time Characterization

In our QoS model, we first estimate the execution time of each atomic element $E_i$ for a subtransaction $WS-SAGAS$ from a hierarchy of nested $WS-SAGAS$ forming a process $P$. Then, we describe the derivation of the equivalent estimate for the entire $WS-SAGAS$ and the entire process. Our QoS model builds heavily on the observation of the past invocations of the process and on collecting the observations in a history. Because the execution follows the THROWS architecture, the history content is chiefly formed from the different copies of $CEP$ stored in the different engines' logs that cooperated to execute the whole process. By enforcing the policy, all the copies of the different $CEPs$ stored locally on the different engines must be kept until the end of each process invocation; at the end we have information about the process life cycle and all its constituent elements. Moreover, applying the same policy to all the different $CELS$ can be very interesting as each $CEL$, in itself, is a history of the engine-ws couples attempted. With both the $CEP$ and the $CEL$ contents, tracking failures' locations and determinations of the engine-ws couples that fail readily can, in the future, significantly improve the quality of execution.
7.3.1 The Execution Time of an Atomic Element

Because each atomic element is mapped dynamically to a WS, we investigate first the issue of estimating the execution time of an elementary WS, which has been addressed previously on several occasions. Specifically, we refer to [60,57] in which the authors defined the execution time taken by a single WS invocation with the sum of the three following constituents:

- The service time $S(WS)$ is the time that the WS takes to perform its task.
- The message delay time $M(WS)$ is determined by the size of the message being transmitted/returned and the load on the network through which the message is sent.
- The waiting time $W(WS)$ is the delay caused by the load on the system where the WS is deployed.

This model does not comply with our approach because we target a dynamic and fault-tolerant execution. However, the above model is, first, only for CWs with one-to-one static WS-element mapping. Second, it does not take into account any eventual failure and how it may intervene in varying the performances. These two reasons preclude it from being directly applicable in the FENETIA approach, without further extensions.

In characterizing the execution time, we build on the above model and introduce the Optimistic Execution Time and Probable Execution Time where the former is limited to the correct execution situations and where the latter considers all the possible execution situations (i.e., committed execution, failed execution, compensated execution, aborted execution, etc.) of a fault-tolerant CWs. Distinguishing between these two variants provides more accurate estimates to account for the failure repercussions on the delivered performances.

**Definition 7.1 (The Optimistic Execution Time)***

We define the Optimistic Execution Time (denoted $T(E_{ik}^v)_{opt}$), as the time spent by the dynamically mapped engine-executor WS couple in executing the vital element $E_{ik}^v$. This definition considers only the best case where the execution is committed when $E_{ik}^v$ is mapped to the first-ranked couple engine-executor-WS in the corresponding $CEL$.

We note here that any atomic element $E_{ik}^v$ can be mapped at runtime to more than one engine-executor-WS, at most exactly $|CEL(E_{ik}^v)|$, the cardinality of $CEL(E_{ik}^v)$ with $|CEL(E_{ik}^v)|$ ranging over $p$, and every time the element $E_{ik}^v$ is to be executed it is allocated an engine executor $ee_{ik}^v$ (controlling the WS $w_{ik}$). If we assume that for a particular value of $p$ we note $q$, $E_{ik}^v$ executions by $ee_{ik}^v$ committed successfully, then $E_{ik}^v$ was attempted by $q$ engines from $CEL(E_{ik}^v)$ ($q$ verifies: $q \leq |CEL(E_{ik}^v)|$ in all these execution attempts, $q - 1$ executions were finished by failures. That is, we can say that $E_{ik}^v$ was retried $q$ times, and that the $q^{th}$ execution delegated to the engine $ee_{ik}^v$ (controlling the WS $w_{ik}$) was successful.

We define $T(E_{ik}^v)_{opt}$ by the following equation (7.1) where $T(E_{ik}^v)_{opt}$ is the sum of the execution time (exactly $S(w_{ik})$) - the time taken by the WS to process its sequence of activities — and of the latency (exactly $L(ee_{ik}^v, w_{ik})$) — the time necessary to send a request and receive a response:

$$T(E_{ik}^v)_{opt} = T(E_{ik}^v, ee_{ik}^v, w_{ik})$$

$$= S(w_{ik}) + L(ee_{ik}^v, w_{ik})$$

with: $1 \leq q \leq |CEL(E_{ik}^v)|$

In the special case of a nonvital element, the execution is attempted only once; consequently the equation (7.1) is transformed as follows:

$$T(E_{ik}^v)_{opt} = T(E_{ik}^v, ee_{ik}^v, w_{ik})$$

$$= S(w_{ik}) + L(ee_{ik}^v, w_{ik})$$

with: $|CEL(E_{ik}^v)| = 1$

**Definition 7.2 (The Probable Execution Time (prob))***

We define the Probable Execution Time (denoted $T(E_{ik}^v)_{prob}$) as the estimate of the time spent by an atomic element $E_{ik}^v$ in being executed effectively, which is equal to $T(E_{ik}^v)_{opt}$, to which we add the time necessary for recovering from failures that the same instance of the WS-SAGAS as a whole has encountered (see Equation (7.3)).

$$T(E_{ik}^v)_{prob} = T(E_{ik}^v)_{opt} + RP(E_{ik}^v) + R(E_{ik}^v)$$

where:

- $T(E_{ik}^v)_{opt}$ is the time to execute the WS $w_{ik}$ controlled by the engine executor $ee_{ik}^v$. We note that $p$ ranges over $[1, |CEL(E_{ik}^v)|]$ and that, for a particular value $q$ of $p$, the execution of $E_{ik}^v$ was committed. Where $E_{ik}^v$ retried with all the engines in $CEL(E_{ik}^v)$ and the execution failed for all of them, then $T(E_{ik}^v)_{opt}$ is assumed to be equal to 0 and $T(E_{ik}^v)_{prob}$ is equal to the time spent in performing a forward recovery by retrying $E_{ik}$ several times (exactly $|CEL(E_{ik}^v)|$ times).

- $RP(E_{ik}^v)$ is the time spent by $E_{ik}^v$ in informing of its own failure or in being informed about others’ failure. $RP(E_{ik}^v)$ is detailed in the following definition.

- $R(E_{ik}^v)$ is the period of time spent in performing a forward recovery every time the element $E_{ik}^v$ failed, to which we add the time spent by $E_{ik}^v$ in performing a backward recovery, if it happens that any of the elements executed in parallel with it, or the elements that come directly after it fail. $R(E_{ik}^v)$ is considered in greater detail below.

**Definition 7.3 (The Failure Recovery Preparation Time)**

We define the failure recovery preparation time of an atomic element (RP($E_{ik}^v$)) as the time necessary to notify of a failure, or to send a recovery (abort/compensation) request. All the messages are one-way SOAP messages that contain the last updated copy of CEP. Depending on the failure location (i.e., the element itself or another element from the same process) and on the elements state and viability degree, the defined expression of the failure recovery preparation time varies as follows:
In the first case, \( E_{i,k}^r \) was committed by an engine executor \( ee_{i,k}^p \) after being reattempted \( q-1 \) times; on every failure by an allocated engine \( ee_{i,k}^p \), it has to inform its direct predecessor by sending a failure information message to \( e_{i,k-1}^r \) (i.e., it can be an engine executor or coordinator), thereby the notation \( I(ee_{i,k}^p, e_{i,k-1}^r) \). If the element is \textit{nonvital}, performing a forward recovery is not required:

Case 1. \( CEP(WS-SAGAS_i, ee_{i,k}^p, \overline{DR}(E_{i,k}).state = Committed \)

\[
RP(E_{i,k}^r) = \sum_{p=1}^{q-1} I(ee_{i,k}^p, e_{i,k-1}^r)(vital)
\]

\[
RP(E_{i,k}^r) = 0 \quad (\text{nonvital})
\]

In the second case, \( E_{i,j}^r \) was committed by an engine executor \( ee_{i,j}^p \) and was reattempted \( q-1 \) times; however, the overall WS-SAGAS failed because of the failure of another element that was executed later in the process. If we assume the failed element to be \( E_{i,j}^r \), with \( j > k \) (handled in the same way whether it is composite or atomic), then the engine allocated to \( E_{i,j}^r \) receives a \textit{compensation request} from the engine responsible for \( E_{i,j}^r \)

\( CR(e_{i,j}^p, e_{i,j}^r) \) is the time spent in exchanging such a message:

Case 2. \( CEP(WS-SAGAS_i, ee_{i,j}^p, \overline{DR}(E_{i,j}).state = \text{Compensated} \)

\[
RP(E_{i,j}^r) = \sum_{p=1}^{q-1} I(ee_{i,j}^p, e_{i,j-1}^r) + CR(e_{i,j}^p, e_{i,j}^r)(vital)
\]

\[
RP(E_{i,j}^r) = CR(e_{i,j}^p, e_{i,j}^r) \quad (\text{nonvital})
\]

In the third case, while the element \( E_{i,j}^r \) is being executed by an engine executor \( ee_{i,j}^p \) (i.e., it was reattempted \( r-1 \) times), the overall process failed because of the failure of another element that was executed later in this WS-SAGAS. If we assume the failed element to be \( E_{i,j}^r \), with \( j > k \), the engine allocated to \( E_{i,j}^r \) receives an \textit{abort request} from the engine responsible for \( E_{i,j}^r \) (the time spent in exchanging such a message is denoted \( AR(e_{i,j}^p, e_{i,j}^r) \)):

Case 3. \( CEP(WS-SAGAS_i, ee_{i,j}^p, \overline{DR}(E_{i,j}).state = \text{Aborted} \)

\[
RP(E_{i,j}^r) = \sum_{p=1}^{q-1} I(ee_{i,j}^p, e_{i,j-1}^r) + AR(e_{i,j}^p, e_{i,j}^r)(vital)
\]

\[
RP(E_{i,j}^r) = AR(e_{i,j}^p, e_{i,j}^r) \quad (\text{nonvital})
\]

In the fourth case, \( E_{i,k}^r \) was attempted by all the engines in its \( CEL \) (i.e., it was reattempted \( CEL(E_{i,k}^r) \) times) but, unfortunately, it failed in all the retried times; therefore, the overall WS-SAGAS failure is deduced. This case is not applicable to a \textit{nonvital} element because its failure does not entail overall process failure:

Case 4. \( CEP(WS-SAGAS_i, ee_{i,k}^{CEL(E_{i,k}^r)}, \overline{DR}(E_{i,k}).state = \text{Failed} \)

\[
RP(E_{i,k}^r) = \sum_{1 \leq p \leq CEL(E_{i,k}^r)} I(ee_{i,k}^p, e_{i,k-1}^r)
\]

\textbf{Definition 7.4 (The Failure Recovery Time)}

We define the failure recovery time (exactly \( R(E_{i,k}^r) \)) as the time required for \( E_{i,k}^r \) to recover from its own failures and from the failure of other elements. We note that an element failure can trigger at most the cardinality of its \( CEL \) forward recoveries; however, it can be subject to only one backward recovery, triggered by another element. The expression of \( R(E_{i,k}^r) \) is defined by the following equation:

\[
R(E_{i,k}^r) = \sum_{1 \leq p \leq CEL(E_{i,k}^r)} For(E_{i,k}^p) + Back(E_{i,k}^r) \quad (7.4)
\]

\[
For(E_{i,k}^r) = \sum_{1 \leq p \leq CEL(E_{i,k}^r)} T(E_{i,k}^r, ee_{i,k}^p, ws_{i,k}^r)
\]

\[
Back(E_i) = xor(Comp(E_{i,k}^r), Abort(E_{i,k}^r))
\]

\( For(E_{i,k}^r) \) is the total time spent in retrying \( E_{i,k}^r \) by the other engine ws couple from \( CEL(E_{i,k}^r) \) every time the allocated engine fails to commit \( E_{i,k}^r \).

\( Back(E_i) \) is always equal to 0 for a \textit{nonvital} element because its execution is not retried even if it fails.

\( Back(E_{i,k}^r) \) In a backward recovery, the mechanism to be applied depends on the composition specification model; the more widely used techniques are rolling back, aborting, and compensation. In the FENECIA approach, the \textit{backward recovery time} is the time necessary to trigger a backward recovery mechanism by aborting all the elements still executing and compensating all the already committed elements. Therefore, the entity \( Back(E_{i,k}^r) \) can be equal to the \textit{Compensation time} (Comp\( (E_{i,k}^r) \)) if another element from the same process that comes after \( E_{i,k}^r \) fails and triggered a backward recovery when \( E_{i,k}^r \) had already committed; alternatively, it is equal to the \textit{Abort time} (Abort\( (E_{i,k}^r) \)) if another element from the same process that is executed concurrently with \( E_{i,k}^r \) failed and triggered a backward recovery while \( E_{i,k}^r \) is still being executed.

Depending on location of the failure (of the element itself or of other elements) and on the element’s \textit{state} and \textit{vitality degree}, the defined expression of \( R(E_{i,k}^r) \) in Equation \( (7.4) \) varies as follows:
Case 1. \( CEP(WS\text{-SAGAS}_{i}, ee_{i,k}^{l}, \bar{D}R(E_{i,k}^{l}).state = \text{Committed} \)
(element committed / WS\text{-SAGAS committed) }$

\[
R(E_{i,k}^{l}) = \sum_{p=1}^{q-1} \text{For}(E_{i,k}^{l}) + \sum_{p=1}^{q-1} T(E_{i,k}^{l}, ee^{l}_{i,k}, ws^{l}_{i,k})(\text{vital})
\]

\[
R(E_{i,k}^{l}) = 0 (\text{nonvital})
\]

Case 2. \( CEP(WS\text{-SAGAS}_{i}, ee_{i,k}^{l}, \bar{D}R(E_{i,k}^{l}).state = \text{Compensated} \)
(element committed/WS\text{-SAGAS failed) }$

\[
R(E_{i,k}^{l}) = \sum_{p=1}^{q-1} \text{For}(E_{i,k}^{l}) + \text{Comp}(E_{i,k}^{l})(\text{vital})
\]

\[
R(E_{i,k}^{l}) = \text{Back}(E_{i,k}^{l}) = \text{Comp}(E_{i,k}^{l})(\text{nonvital})
\]

Case 3. \( CEP(WS\text{-SAGAS}_{i}, ee_{i,k}^{l}, \bar{D}R(E_{i,k}^{l}).state = \text{Aborted} \)
(element still executing with \( ee_{i,k}^{l} \) / WS\text{-SAGAS failed) }$

\[
R(E_{i,k}^{l}) = \sum_{p=1}^{q-1} \text{For}(E_{i,k}^{l}) + \text{Abort}(E_{i,k}^{l})(\text{vital})
\]

\[
R(E_{i,k}^{l}) = \text{Back}(E_{i,k}^{l}) = \text{Abort}(E_{i,k}^{l})(\text{nonvital})
\]

Case 4. \( CEP(WS\text{-SAGAS}_{i}, ee_{i,k}^{l}, \bar{D}R(E_{i,k}^{l}).state = \text{Failed} \)
(element failed/WS\text{-SAGAS failed) }$

\[
R(E_{i,k}^{l}) = \sum_{p=1}^{q-1} \text{For}(E_{i,k}^{l})
\]

7.3.2 The Execution Time of a WS\text{-SAGAS} and of a Process

The execution time of a WS\text{-SAGAS} \( WS\text{-SAGAS}_{i} \) is derived from the estimates of the execution time of the different elements it combines. Because these elements might be orchestrated in different ways to structure the CWS, we propose defining an expression that estimates the execution time for each of the different aggregation patterns that WS\text{-SAGAS} defined (see Table 7.1).

Because WS\text{-SAGAS} are recursively nested, the execution time of the uppermost WS\text{-SAGAS} in the hierarchy is equal to the execution time of the entire process. The expression to estimate the execution time of a WS\text{-SAGAS} \( WS\text{-SAGAS}_{i} \) is derived as follows:

\[
T(R)_{\text{prob}} = T(WS\text{-SAGAS}_{i})_{\text{prob}} + \left( \prod_{i=1}^{m} T(E_{i})_{\text{prob}} | DR(E_{i}).type = \text{atomic} \right) .
\]

We emphasize that the estimate of the execution time—obtained by combining the execution time of the different elements—does not include the time spent in the coordination/communication between peer-engines, that is, the time spent in the execution control delegation (predelegation phase and synchronization phase) or the time spent in \( CEP \) communication, that is, the time spent in propagating the synchronization signals. Second, it does not include the time spent in generating the \( CEL/REL \) and the time spent in updating \( CEP \). Any of these different times fall into the category of control delegation time. We define in what follows how the control delegation time is estimated in our approach.

In general, it can be incorporated in: (i) the time taken by a one-way SOAP message, (ii) the time taken by a two-way synchronous SOAP message (request/response), or (iii) the time taken by an update/search query.

Definition 7.5 (The Control Delegation Time)

The control delegation time is the time between the moment of termination of the execution of one or more elements by a first entity (i.e., one or more engines) and the moment of starting the execution of one or more elements by a second entity (i.e., one or more engines). It typically includes the time necessary to generate the \( CEL/REL \) and select the engine(s), the time spent in the predelegation and synchronization phases, and the time spent in updating and communicating the \( CEP \) content.

Depending on the \( WS\text{-SAGAS} OR \) the control delegation can be: (a) from one engine (executor or coordinator) \( e_{i,k}^{l} \) to another engine (executor or coordinator) \( e_{i,k+1}^{l} \) (i.e., \( e_{i,k}^{l} \) and \( e_{i,k+1}^{l} \) control a sequence of elements) (see case 1). (b) from one engine (executor or coordinator) \( e_{i,k}^{l} \) to the set of engines \( \mathcal{E}(E_{i,k}) \) allocated to the control of the set of elements \( \mathcal{E}(E_{i,k})_{\text{main}} \) (see case 2). (c) from many engines (executor or coordinator) \( \mathcal{E}(E_{i})_{\text{main}} \) controlling the set of elements \( \mathcal{E}(E_{i})_{\text{main}} \) to the engine (executor or coordinator) \( e_{i,k}^{l} \) allocated to \( E_{i,k} \) (see case 3). (d) from many engines (executor or coordinator) to many engines (executor or coordinator); this case can be deduced by combining the second and third cases.

Case 1 (one engine / one engine)

\[
Di_{i,k}^{l} = \text{GS}(e_{i,k}^{l}, CEL(E_{i,k+1})) + \text{PC}(e_{i,k}^{l}, e_{i,k+1}^{l})
\]

where:

\[
- Di_{i,k}^{l} \quad \text{is the time to delegate the execution control between the engine } e_{i,k}^{l} \text{ and engine } e_{i,k+1}^{l} ;
\]
- GS($e_{i,k}^p, CEL(E_{i,k+1})$) is the time spent in generating either $CEL(E_{i,k+1})$ or $REL(E_{i,k+1})$ and in selecting an engine, we assume that the selected engine is $e_{i,k+1}^p$;
- PC($e_{i,k}^p; e_{i,k+1}^p$) is the predelegation phase duration and the time spent in updating and communicating the CEP content.

**Case 2:** (one engine / many engines)

\[
D(e_{i,k}^p; \mathcal{S}(e_{i,k}^p)_{max}) = GS(e_{i,k}^p, CEL(\mathcal{S}(E_{i,k}^p)_{max})) + PC(e_{i,k}^p; \mathcal{S}(e_{i,k}^p)_{max}).
\]

**Case 3:** (many engines / one engine)

\[
D(\mathcal{S}(e_{i,k}^p)_{max}, e_{i,k}^p) = GS(\mathcal{S}(e_{i,k}^p)_{max}, CEL(E_{i,k})) + PC(\mathcal{S}(e_{i,k}^p)_{max}, e_{i,k}^p).
\]

**Definition 7.6 (The Engine-WS Waiting Period)**

We define the *engine-WS Waiting Period* to avoid the situation where an engine $e_{i,k}^p$ allocated to an element $E_{i,k}$ waits eternally for an answer from a WS $w_{i,k}^p$ that might never come, if the WS fails to respond. After the *engine-WS Waiting Period* (exactly $W(e_{i,k}^p; w_{i,k}^p)$) has elapsed and no information has been received of the execution progress of the WS $w_{i,k}^p$, then the engine $e_{i,k}^p$ must consider itself failed and a recovery has to be triggered. The question is how to determine $W(e_{i,k}^p; w_{i,k}^p)$; in case the element $E_{i,k}$ has not yet been attempted.

Usually, WS providers advertise the processing time of their provided WS or offer methods to inquire about it. This could be used here to compute an initial estimate of the entity $W(e_{i,k}^p; w_{i,k}^p)$. Later, when the element is invoked a number of times, $W(e_{i,k}^p; w_{i,k}^p)$ can be estimated on the basis of the observation results of the past invocations of $e_{i,k}$.

In Equation (7.5), $T(E_{i,k})_{opt}$ is the Optimistic Execution Time of $E_{i,k}$ when invoked for the 1st time:

\[
W(e_{i,k}^p; w_{i,k}^p) = \max\{T(E_{i,k})_{opt}, \ldots, T(E_{i,k})_{opt}\} .
\]

**7.4 Reliability Property Characterization**

In this section, we describe the QoS of a CWS in terms of reliability. It is widely recognized that the way the reliability is defined and assessed is specific to the domain considered but, in general, the reliability concept is always kept somehow closely related to the system behavior and its failure history.

In our approach, in characterizing the reliability dimension, we introduce a new category of reliability, named *reliability tendency*, that builds heavily on the *state concept* attached to each element from a process, depicted as a hierarchy of nested WS-SAGAS. Our proposal was motivated by the reliability and the *state concept being very closely related and that the element’s contribution to the overall process reliability estimation varies from one *state to another*.

To this end, we propose collecting the process past invocation in a history (i.e., the different copies of CEP stored in every engine execution log).

Later, the collected history is used to analyze thoroughly the different elements’ behavior when executed by tracking their different *states* and by how and when they transit between different *states*. To estimate the reliability tendency, the process execution history is used to derive for each element the element’s Terminal States Set (TSS), the element’s State Tendency Set (STS), and the State Reliability Contribution (SRC).
Definition 7.7 (The Terminal States Set (TSS))

Each atomic element $E_{i,k}$, after being invoked for execution as a component from a subtransaction WS-SAGAS$_i$, has a **Terminal State** (essentially $TS(E_{i,k})$) with which its invocation is terminated. If the element $E_{i,k}$ is allocated to an engine executor $ee_{i,k}$, every process in the engine’s execution is reflected on the locally stored copy of CEP on the engine’s $ee_{i,k}$ side by updating the attribute state in CEP of the element $E_{i,k}$. When the element’s execution is finished, the element’s TS is updated as follows:

$$TS(E_{i,k}) := CEP(WS-SAGAS_i, ee_{i,k}^o, DR(E_{i,k})).state$$.

After $\alpha$ invocations of the same process $P_i$ for each element, a **Terminal State Set** (essentially $TSS(E_{i,k})$) is formed.

The **TSS** ($E_{i,k}$) is a set of 2-tuples where the occurrence number of each 2-tuple is associated with each **terminal state** as a TS after $\alpha$ invocation of the element $E_{i,k}$. If we assume that there are $\beta$ possible TS, and each $TS$ ($E_{i,k})^\beta$ is associated with a number of occurrences $occ^\beta$, as $x$ ranges over $\{1, \ldots, \beta\}$, then $TSS(E_{i,k})$ is formulated as follows:

$$TSS(E_{i,k}) = \{(TS(E_{i,k})^1, occ^1), \ldots, (TS(E_{i,k})^\beta, occ^\beta)\}$$

with: $\sum_{\beta=1}^{\beta} occ^\beta = \alpha$

The cardinality of $TSS(E_{i,k})$ depends on the different possible $TS$ of the element. In the FENECIA approach, a compensatable atomic element at a given moment can be in one of the following states:

$$DR(E_{i,k}).state \in \{Waiting, Executing, Failed, Aborted, Committed, Compensated\}$$

As we follow a transactional execution, the Executing state cannot be a $TS$; therefore, $\beta$ verifies: ($\beta = 5$) and the $TS$ of any element can only be in:

$$TS(E_{i,k}) \in \{Waiting, Failed, Aborted, Committed, Compensated\}$$

$TSS(E_{i,k})$ is denoted as follows:

$$TSS(E_{i,k}) = \{(Waiting, occ^1), (Failed, occ^2), (Aborted, occ^3), (Committed, occ^4), (Compensated, occ^5)\}$$

with: $\sum_{x=1}^{5} occ^x = \alpha$

Definition 7.8 (The State Tendency Set (STS))

After $\alpha$ invocations of an atomic element $E_{i,k}$, at least one **Terminal State** ($TS(E_{i,k})$) from the different possible $TS$ tends to have the largest occurrence number. We introduce the concept of **State Tendency Set** (essentially $STS(E_{i,k})$), as the set that contains the $TS$ that has the largest occurrence number after $\alpha$ invocations of an element.

That is, $STS(E_{i,k})$ must verify the condition $STS(E_{i,k}) \subseteq TSS(E_{i,k})$; that is, $STS(E_{i,k})$ is the set of $TS$ tuples that are included within the $TSS$ ($TSS(E_{i,k})$) of $E_{i,k}$ and that has the largest occurrence number, after $\alpha$ invocations of $E_{i,k}$.

Definition 7.9 (The State Reliability Contribution (SRC))

We assume that from one $TS$ to another, the contribution to reliability differs: terminating the execution of an atomic element $E_{i,k}$ in the Failed state negatively affects the reliability, contrary to the Committed state, which would contribute positively by increasing the reliability. Accordingly, we define this concept as the **State Reliability Contribution** (essentially SRC) of a particular $TS$. We assume that a transition from one $TS$ to another makes the SRC stronger if it is toward a $state$ denoting execution success, and it is contributing negatively and making the SRC weaker if it is toward a state denoting a faulty execution. The definition of the SRC of each state depends greatly on the environment characteristics considered (e.g., number of TS, possible states, states transitions, etc.). Initially, the different SRC can be allocated a value based on the designer’s judgment (i.e., when the designer wishes to emphasize the more error-prone elements, a stronger SRC values to the faulty $TS$ can be assigned). Typical values of the SRC of the $TS$ of WS-SAGAS are as follows:

$$\{SRC(\text{Waiting}) = 0, SRC(\text{Failed}) = -1, SRC(\text{Aborted}) = 0.5, SRC(\text{Committed}) = 1, SRC(\text{Compensated}) = +0.5\}$$

However, in some systems, making the human intervene to define the different SRC may not be desirable because the system is to be completely automated. In such a case, making the system able to define automatically the different SRC and to revise them when required is necessary. We will address this issue in future work.

Definition 7.10 (Element Reliability Tendency (RT))

The concept of **Reliability Tendency** of an atomic element $E_{i,k}$ (essentially $RT(E_{i,k})$) is derived from its $TSS$ and the different SRC values, as shown in Equation (7.6).

$$RT(E_{i,k}) = \frac{\sum_{x=1}^{5} occ^x \cdot SRC(TS(E_{i,k})^x)}{\sum_{x=1}^{5} occ^x}$$

(7.6)

Definition 7.11 (Process Reliability Tendency)

Any process $P_i$ depicted as a hierarchy of nested WS-SAGAS can be formed by both vital and nonvital elements. Because the failure of a nonvital element is not handled in the same way as the failure of a vital element and investigating the reasons for failure of the nonvital elements is secondary, we propose considering only the vital elements to estimate the overall process $RT$ and ignoring the nonvital elements.

Therefore, the $RT$ of a process $P_i$ formed by $n_i$ elements where $n_i$ elements are vital and distributed between $m_i$ nesting levels is estimated by the following formula:

$$RT(P_i) = RT(WS-SAGAS_i) = \sum_{\ell=1}^{\ell=m_i} RT(E_{i,\ell}) \cdot DR(E_{i,\ell}).vitality = \text{vitality}^i$$
8 FENECIA Framework Validation

Below we describe two axes of validation for our FENECIA framework models and artifacts. In the first part of our validation, we present a prototype that provides an implementation of our execution architecture’s (THROWS) main functionalities. The prototype implementation is intended to show that the failure recovery-oriented features that THROWS architecture provides are feasible with the current WS technologies.

In the second part of our validation, we show the applicability of our failure-aware QoS estimation and analysis model. To this end, we provide a case study of using our model for a real-world example of CWS assembled using Jopera [61, 62], a visual WSC tool.

8.1 Prototyping

As in our prototype we target a fully automatic WSC. We have to describe the semantics of the models and elements of our FENECIA framework in a clearer and unambiguous way that can be easily automated or transformed into any platform specific code for automatic execution. In achieving this target, we translate all the FENECIA models and elements (i.e., the textual notation of a WS-SAGAS, THROWS architecture CEP, CEL, and REL concepts, and QoS model attributes) into an XML-based language. Our proposed XML-based specification language is defined and expressed according to a well-formed structure, the XML Schema description (XSD). An XML-based description of a WSC serves as an input to our prototype as we show below in this section.

The prototype implementation is heavily based on the Java programming language and on a set of WS enabling technologies. In the remainder of this section, we describe our implementation and we sketch a case study and report on its execution. We used a simplified version of the travel itinerary reservation scenario described in the sections above, with only one nesting level (i.e., all elements are assumed to be atomic).

8.1.1 Implementation Environment Choices and Motivations

Our prototype implements a logically distributed prototype of THROWS architecture to execute CWS specified as WS-SAGAS and described using our XML-based language.
We have made extensive use of Java threads and of a number of synchronization mechanisms to allow the concurrent execution of engines. Although a physically distributed prototype appears more suitable, the circumstances we cite below precluded us from implementing such a system:

- The current progress in WS architecture in terms of semantically equivalent WS availability is very limited as there are few UDDI registries in operation (maintained by IBM, Microsoft, etc.). Moreover, these registries are still very small and most of their entries do not work or do not correspond to any real service. Furthermore, most of the UDDI registries in place today are private registries operating inside companies or maintained by a set of companies privately. Therefore, they are not of use to us.

- The current unpredictability of the WS environment, which makes WS appear and disappear on daily basis, makes the dynamic WS discovery process very likely to fail in all attempts. This may considerably impair our results and may even make execution impossible.

- Even if we assume that a wide range of WS equivalents, in terms of functionalities, was provided, fully automatic and dynamic WS discovery and selection remains an unresolved issue with very few solutions. Even large enterprises agree that manual WS discovery and selection remains the most efficient approach and that automated discovery of WS requires accurate descriptions of the functionality of WS and an approach to finding WS based on the functionality they provide. This remains infeasible because it is not possible for a service client to have full knowledge of the exact form and meaning of all the service’s WSDL in advance, and this for all the WS hosted on different providers.

The conditions, and in particular the last, have directed our choice toward building our private UDDI registry and publishing our own WS locally in this registry. In building our WS, we deliberately created a WS that shares the same semantics and syntax (as represented by their WSDL message definitions); thereby, an automatic WS discovery and selection can be performed successfully, the call to the service succeeds, and no unexpected results can be returned. Our prototype features the following functionalities:

- Of the eight different aggregation patterns we defined in WS-SAGAS, our prototype supports only three: the sequence, parallel, and rendezvous patterns. Adding all the different patterns to have a full-featured implementation is feasible.

- In our prototype, we only consider the case of processes formed by compensatable elements alone.

- In our prototype, we consider a process with only one nesting level; therefore, we have only one engine coordinator that starts the overall process execution and that is responsible for terminating the process.

8.1.2 Description of Implementation Tools

We have made extensive use of the different APIs provided by Sun’s JWSDP 1.2 (Java Web Services Developer Pack) [63]. Of the technologies that JWSDP contains, we have chiefly used the Java API for XML Registries (JAXR) with the Registry Server for building, deploying, and publishing the WS we used. All the WS that we needed for our system were built and deployed in an XML registry that followed the UDDI specification (version 1.2). We used JAXR to access this XML registry. To build the different WS, we used Java API for XML-based RPC (JAX-RPC). The WS invocation and its context communication is done implicitly using synchronous SOAP messages over HTTP. Moreover, all the communications between the different modules used SOAP with Attachments API for Java (SAAJ). Depending on the WS execution stage, the exchanged SOAP messages may encapsulate different forms of XML documents. Those XML documents were parsed using JAXP and manipulated with JDOM and DOM.

8.1.3 Description of Prototype Components

The implementation featured components described in the conceptual architecture model of Figure 8.1. We implemented two main modules, the Web Services Manager and the Engine. Each Engine encapsulates two submodules, the CEPS Manager and the CEL Manager. Each Manager has two main functions, an information update and retrieval function and a communication function, that is, sending and receiving SOAP messages.

**The Web Services Manager:** This implements the different functions that relate to WS creation, deployment, and invocation. It consists of the following three submodules: (1) the Services Builder, which chiefly uses JAX-RPC API and several other tools (e.g., wscompile, wsdeploy) to generate the WS endpoints, their clients, and their WSDL documents; (2) the Services Deployer, which deploys the built WS in a Web container (we used TOMCAT); (3) the Services Register, which is responsible for registering the different WS in our private UDDI registry.
THE ENGINE: Our prototype implements two types of engine: engine coordinator and engine executor. The number of instantiated engines depends on the number of elements and the number of nesting levels of a process. The main difference is that an engine coordinator is not responsible for a WS invocation. Both of the two forms of engines contain two submodules, the CEL Manager and the CEP Manager, and the encapsulated functions are the same: (1) CEL manager: The main function of this component is to generate the CEL of the next element(s) to be executed. To this end, it sends a query with the element description (available in the active definition rule of the element in CEP) to the UDDI registry to search for WS with functionalities matching the description and which are published in the registry. On receiving a response to the discovery query, a new engine executor is allocated and a new engine DR added to the CEL for each WS discovered. This module is also used to select an engine executor from a CEL document. (2) CEP Manager: This mainly updates and monitors the CEP document stored on the engine to which it appertains. Typically, an update operation changes an element’s state when a new SOAP message is received, for example, a message that tells that the WS execution was successful.

8.1.4 Detailed Description of Typical Execution Steps of a Process in our Prototype

We describe the different steps of the execution of a simplified version of the trip reservation process that we used in the sections above.

1. Customer Request Submission. The execution starts when a customer inputs his request (the destination, the departure date, the return date, and his name). Submitting the request entails saving the entered values in the CEP document. The trip request is simulated by assigning actual values to the different fields in the XML document. (Listing 8.2) is an excerpt from the initial CEP document of the process defined in our XML language.

![Fig. 8.2](image-url) Excerpt from the simplified trip reservation process: different elements’ attributes with the values affected

![Fig. 8.3](image-url) Excerpt from the messages output on the Java execution console to monitor the execution progress. In this part, a WS discovery is performed by querying the UDDI registry for WS to the element $E_{1,3}$; two WS are found and their binding information is used to generate a CEL with two engine elements.

This CEP document is updated and handled by the different engines throughout the process execution. By the end of its execution, the CEP document contains information about the execution success (e.g., flight booked, hotel ticket reserved, car reserved) or failure (e.g., no available flight).

2. Element selection and CEL generation The engine coordinator $e_{1,1}$ runs on the server side. When it receives a new CEP document it starts processing by parsing the XML document and selecting a current element, that is, the first element to be executed. In the CEP document of Listing of Figure 8.2, the first element is the element ID = “$E_{1,1}$”. The function of going through this CEP document for selecting elements is attached to the CEP Manager module.

After an element is selected, a CEL document is generated. This is the responsibility of the CEL Manager: which receives, as input from the CEP Manager, a description of an element (here, description = “trip information”). The description is used to create a query that is sent to the UDDI registry for searching WS that eventually meet the description provided.
We show in (Listing 8.3) the progress of the execution of this step in terms of messages output on the Java console.

3. Web services discovery and selection To ensure interoperability of the engine (here considered as the JAXR client) and the UDDI registry implementation, the SOAP messages that contain the query (and its corresponding results) are handled completely unseen using SAAJ. Searching the UDDI registry for WS results in a list of all the organization(s) that contain(s) WS we are interested in (i.e., they have capabilities that meet the functionalities of the current element E₁₁). When we query the UDDI registry, the result is all the organizations with the name that contains the string trip.

4. CEP generation The retrieved information, as a result of the query, is parsed for details about the organization(s) and the services it/they provide(s) and is used to generate the CEL document (refer to Listing 8.4) for the automatically generated CEL document for the element E₁₁. To each WS, an engine executor is allocated, that is, a new engine executor ID engineid is dynamically created and stored in the CEL document coupled with the WS information as an engine definition rule (see Listing 8.4 and Listing 8.3 for the CEL document content).

According to Figure 8.4, after the CEP generation process, a candidate engine executor is selected and the CEP Manager updates the CEP document. Here, the selected engine executor is engineExecutorID = “e₁₁ – 1”.

5. CEP update and control delegation When preparing the necessary data for effectively allocating the execution control to the engine executor e₁₁ – 1, the CEP document is encapsulated and sent as a SOAP message. Simultaneously, a new thread engine e₁₁ – 1 is created, the received CEP document is stored locally, and a response is sent back to e₁₁ – 1 notifying that the SOAP message was received and the execution launched.

6. Control delegation finalization and WS invocation preparation After receiving the execution control, the engine executor e₁₁ – 1 updates in the CEP document the state of E₁₁ from Waiting to Executing, and extracts from the CEP document the values of the parameters with which the WS will be invoked (see Listing 8.5).

7. WS invocation The engine executor invokes the WS client. The JAX-RPC runtime is responsible for receiving this WS invocation message within the client call and for passing it to the WS endpoint. In addition, when the WS finishes executing, it passes the results to the JAX-RPC runtime. Likewise, the latter takes care of handing over these results to the CEP Manager.

At this point, depending on the WS execution progress, two scenarios can occur: the WS failure or success. Because we implemented the WS, their failure probability was low. The execution function terminated with success so to show how failure handling is performed we forced WS failure (i.e., fault injection). In what follows, we first describe the case of a scenario in which the WS execution was successful (see Listing 8.5).

In this process instance execution, the WS sends back the result of its execution to the engine executor, which uses this to update the CEP document to add the WS execution result and to add the required change in the execution progress. In the case of the engine executor e₁₁ – 1, the only update is changing the element E₁₁’s state from Executing to Committed.

The next step is to proceed with the execution of the process as the current element execution is committed. To this end, the engine executor e₁₁ – 1 finds that there are two elements, elementID = “E₁₂” and “E₁₃”, that are assembled in a parallel aggregation pattern. The CEP documents of these elements are generated and the engine executor processes as described above and allocates the engines executors (e₁₂ – 1 and e₁₃ – 1), respectively. The CEP document is updated with the new allocated engines (see Listing 8.6).
The CEP Manager component from the engine ee_1.3 - 1 sends the CEP document to both of the new engines. The execution process start is almost the same as that described for ee_1.1 - 1. The main difference is that that two elements elementID = "E_1.2" and elementID = "E_1.3" are assembled in a parallel pattern and they must wait for each other as they are also assembled in a rendezvous pattern (see Listing 8.6). Consequently, we divided the execution process into two phases; when every thread engine finishes a phase, it informs the other engine. The first phase is dedicated to the WS invocation and the second phase to preparing for control delegation, in case the WS invocation is successful.

By the end of the execution of both of the elements E_1.2 and E_1.3, the engines ee_1.2 - 1 and ee_1.3 - 1 generate the CEL document of their successors (here elementID = "E_1.4"; each engine generates CEL document by itself and the resulting CEL document is a combination of the two documents. The engines ee_1.2 - 1 and ee_1.3 - 1 agree on the candidate engine to execute the element elementID = "E_1.4" by merging their CEL documents and selecting an engine, ee_1.4 - 1, to execute it. Subsequently, ee_1.4 - 1 suspends ee_1.2 - 1 and ee_1.3 - 1, and proceeds with its execution.

Up to this point in the current process execution, all the elements executed had a vitality degree attribute in the CEP document equal to vital. For that purpose, when they fail, their failure is critical and causes the whole WS-SAGAS to which they appertain to fail, as described below in describing a process instance that failed.

If the WS attached to ee_1.4 - 1 fails while being executed by ee_1.4 - 1, then this implies that the failure of E_1.4 is ignored and the entire WS-SAGAS execution proceeds, and the state of the element E_1.4 is set to Failed.

As this element is the last element (i.e., parsing the locally stored CEP document and looking for an elements child from the same composite WS returns an empty list), then the success of the entire WS-SAGAS and of the whole process example is deduced by sending the locally stored CEP document to the engine coordinator of the whole WS-SAGAS; here ee_1.1 receives the CEP document encapsulated in a SOAP message (see Listing 8.7 for an excerpt).
8.1.5 Process Instance Execution Termination

In response to the received CEP document (see Listing 8.7 for an excerpt), the engine coordinator ec_1.1 sends the SOAP message in (Listing 8.8) and resumes execution control.

The engine coordinator ec_1.1 terminates the execution of the process instance and deduces the overall process success because all the vital elements were committed. The last version of the CEP document is then available on this engine (see Listing 8.9 for an excerpt).

8.1.6 Execution of a Example Process with Failure Handling

This process example was subject to a WS failure. Here, we intentionally modified the content of the response of the first WS (i.e., received response contains “failure” instead of “success”) candidate to element element.ID = “E_1.2” in order to make the engine consider the WS as failed. Thereby, the engine ee_1.1 - 1 needs to deduce its own failure and to delegate the execution control to the previous engine thread. For that, the current engine ee_1.1 - 1 updates the current element element.ID = “E_1.1” state to Failed and will communicate the CEP document to its direct predecessor. As it was responsible for the very first element in the currently executed WS-SAGAS, it must inform the engine coordinator ec_1.1 because that is the engine that has control delegated to it.

Listing of Figure 8.10 is an excerpt from the CEP document that ee_1.1 - 1 sends to ec_1.1. On receiving this document in a SOAP message, ec_1.1 handles the failure by attempting a forward recovery. First, the engine is updated (the element E_1.1 state is set to waiting), the engine id is set to null, and an attempt to select another candidate engine from the CEL document is performed.

8.1.7 Forward Recovery in the Execution of a Process Instance

Because we have made available for each element two candidate engines, the engine coordinator ec_1.1, when parsing the CEL document of element E_1.1 described in Listing 8.4, finds a second candidate engine: engine ee_1.1 - 2. It follows that a forward recovery is possible; ec_1.1 updates the CEP document with the new selected candidate engine and the execution is resumed with ee_1.1 - 2 as described for ee_1.1 - 1 (see Listing 8.11).
8.2 QoS Model Applicability Verification

The previous section focused on showing that our failure recovery-devoted WSC specification and execution strategy is feasible only to some extent with the current level of WS technology. Our prototype could not be used to validate our QoS model unless special mechanisms and modules, dedicated to taking a log of each process instance execution in terms of execution time and change in state, need to be added. We intend to add such modules in our future work by collecting the different CEP and CEL copies in a history. In this paper, to validate our QoS model, we use data generated using JOpera [61] [62], a rapid composition tool offering a visual language and an execution platform for building distributed applications from reusable services with a CWS depicting a quoting process. Our choice of JOpera was influenced by its practicability and its similarity to our FENCEIA approach in introducing the state concept. However, the JOpera tool is for static CWS with centralized execution. By using JOpera, we simultaneously show our proposal’s applicability and give a foretaste of what it is like to use it with other systems.

As a process instance is executed in JOpera, the execution progress is expressed in terms of state. The execution of a WS in JOpera, when the process is invoked for execution, follows the state diagram of (Figure 8.12(b)).

8.2.1 Process Description

We consider a process $P_3$ that retrieves quotes in a desired currency for a user-provided stock symbol. The process we defined combines four WS that we searched manually and we used from xmethods.net[64]. This process combines four vital elements. The first element quotes stock prices $E_{1}^3$, and the second performs a currency conversion $E_{2}^3$; these two elements are invoked in a parallel WS-SAGAS pattern and they join subsequently in a rendezvous pattern. A third element $E_{3}^3$ integrates the results obtained from the previous two elements. Finally, a fourth element $E_{4}^3$ converts the stock quote from Euro to the currency of any of the 12 Euro-participating countries and back. The quoting process $P_3$ is depicted using the WS-SAGAS graphical notation in (Figure 8.12(a)). However, we are obliged to delegate execution control to a centralized authority, which is responsible for execution and failure recovery of all the elements and for the WS discovery and mapping to the elements, which is performed statically, because this is how JOpera is built.
8.2.2 Process Execution and Data Collection

We invoked the stock quoting process 11 times (α = 11). The results from the invocations in terms of execution time and Terminal States, respectively, for each element and for the overall process are shown in (Figure 8.13) and (Figure 8.14). The reasons for failures during the running of the process instances are: (i) The Internet connection failed during the SOAP message roundtrip (e.g., instance 5). (ii) The WS timed out because of a network connection failure (e.g., instance 5). (iii) The WS returned a failure message because of data inconsistency (e.g., instance 9).

8.2.3 Execution Time Estimation and Analysis

Before stating our execution time estimate analysis, note that in Figure 8.13 if only the results of the first table are considered, the only information obtained is the execution time range of the different components. There is no way to tell whether a failure took place or the reasons behind the critical variation in the execution time between instance 56 instance 51. However, even without further analysis, considering the execution progress in terms of state helps to show that failures have occurred and helps estimate the component(s) that is/are behind the failures (cells highlighted in gray in the two tables in Figure 8.13).

To analyze thoroughly the obtained data collected from executing the stock quoting process listed in Figure 8.13(a), we consider different scenarios. The differentiation into scenarios allows us to emphasize the effects of failures on the observed execution time. As shown in the two scenarios considered, how the execution time is estimated varies according to whether a failure has occurred or not.

**Scenario I.** In this scenario, we consider the case of instances where the process $P_2$ execution is terminated in the Finished state and where no failure occurred; for example, see instance $\xi 1$ in (Figure 8.13). The following equation is defined on the basis of our proposed model to estimate the Probable Execution Time of WS-SAGAS$_2$:

$$T(P_2)^1_{prob} = \prod_{i=2}^{4} T(E_i)_{prob} | DR(E_{i}.type = a \text{topic}ic)$$

$$= \max[T(E_2,1)_{prob}, T(E_2,2)_{prob}] + T(E_2,3)_{prob} + T(E_2,4)_{prob}$$

(8.1)

For instance $\xi 1$, the expression of 8.1 is transformed as follows:

$$T(P_2)^1_{prob} = T(E_2,1)^1_{opt} + T(E_2,2)^1_{opt} + T(E_2,3)^1_{opt}$$

Note that $T(P_3)^1_{prob}$ is used to designate the Probable Execution Time of $P_2$, when invoked. The symbol $\prod$ was introduced to indicate that the execution time is derived according to the aggregation pattern that connects the different elements that we defined. In addition, this symbol considers only a topicic elements, which is the type for all the elements in the stock quoting process.

In addition, note that the entity control delegation time in the estimation of the probable execution time of a process is ignored because the JOpera tools provide no means to inquire about it.
Because no failure occurred when instance $21$ was executed, we have:

$$T(E_{3,1}^{2,1})_{prob} = T(E_{2,1}^{2,1}, w_{2,1}^{2,1})^{1} + RP(E_{2,1}^{2,1})^{1} + R(E_{2,1}^{2,1})^{1} = 0$$

$$T(E_{3,2}^{2,1})_{prob} = T(E_{2,2}^{2,1}, w_{2,2}^{2,1})^{1} + RP(E_{2,2}^{2,1})^{1} + R(E_{2,2}^{2,1})^{1} = 0$$

$$T(E_{3,3}^{2,1})_{prob} = T(E_{2,3}^{2,1}, w_{2,3}^{2,1})^{1} + RP(E_{2,3}^{2,1})^{1} + R(E_{2,3}^{2,1})^{1} = 0$$

$$T(E_{3,4}^{2,1})_{prob} = T(E_{2,4}^{2,1}, w_{2,4}^{2,1})^{1} + RP(E_{2,4}^{2,1})^{1} + R(E_{2,4}^{2,1})^{1} = 0$$

This scenario considered only the case of process instances with no failure; therefore, in our model the expression that relates to the failure recovery time estimates are irrelevant.

**Scenario 2.** In this scenario, we considered the case of one of the instances in which a failure occurred. The execution retrieval of the failed element was not possible because there were no other available WS to reattempt it. As a result, a backward recovery was necessary. In the following expression, we followed the case of instance $55$ in which the WS $w_{2,3}^{3,1}$ is allocated to $E_{2,3}^{3,1}$, has failed. The expression of 8.1 is transformed as follows:

$$T(P_{2}^{5,1})_{prob} = \max (T(E_{2,1}^{5,1})_{prob}, T(E_{2,2}^{5,1})_{prob}) + T(E_{2,3}^{5,1})_{prob} + T(E_{2,4}^{5,1})_{prob}$$

Because a failure occurred when instance $55$ was executing the element $E_{2,3}^{5,1}$, we have:

$$T(E_{2,1}^{5,1})_{prob} = T(E_{2,1}^{5,1}, w_{2,1}^{5,1})^{5} + RP(E_{2,1}^{5,1})^{5} + R(E_{2,1}^{5,1})^{5}$$

$$T(E_{2,2}^{5,1})_{prob} = T(E_{2,2}^{5,1}, w_{2,2}^{5,1})^{5} + RP(E_{2,2}^{5,1})^{5} + R(E_{2,2}^{5,1})^{5}$$

$$T(E_{2,3}^{5,1})_{prob} = T(E_{2,3}^{5,1}, w_{2,3}^{5,1})^{5} + RP(E_{2,3}^{5,1})^{5}$$

$$T(E_{2,4}^{5,1})_{prob} = 0$$

$$R(E_{2,1}^{5,1})^{5} = \text{Back}(E_{2,1}^{5,1})^{5}$$

$$R(E_{2,2}^{5,1})^{5} = \text{Back}(E_{2,2}^{5,1})^{5}$$

### 8.2.4 Reliability Estimation and Analysis

From the results of the invocations of the quoting process (Figure 8.13), we determined the TSS, STS, and RT of the different elements of the composition (see Figure 8.14).

The estimates of the Reliability Tendency (RT) of the different elements are shown in (Figure 8.14).

In determining these estimates, defining the different State Reliability Contributions (SRC) of each Terminal State was required. In this case study, we allocated as initial values for the Terminal States Finished, Failed, and Unreachable the SRC of $+1.0$, $-1.0$ and $-0.5$, respectively. Our motivation behind assuming such values is that, when a negative SRC value is assumed, the variation in the overall reliability of the estimate can be more important. Therefore, that a failure is taking place can be more readily highlighted by attracting the designer’s attention to the element with the more critical reliability estimate. To realize this, we attached to the Finished state a more neutral value, because we are more interested in failures; we attached a negative value to the SRC of the Failed state to make its effects noticed very quickly. In addition, we attached to the Unreachable state a median value because in this case the element execution was about to start but it did not because its activation condition was not fired; therefore, it requires the designer’s attention to check why such a situation occurred.

Typical interpretations of these results are:

- First, both $E_{2,3}^{5,1}$ and $E_{2,4}^{5,1}$ tend not to succeed in their executions in 9.1% of cases because of their own failures (i.e., in 9.1% of cases their executions terminate in the Failed state). For example, instance $55$ and instance $44$ failed because failures occurred, respectively, at $E_{2,3}^{5,1}$ (with $w_{2,3}^{3,1}$ failed to send back its response and a time-out occurred) and at $E_{2,4}^{5,1}$ (a network failure prohibited $w_{2,4}^{3,1}$ receiving its input).

- Second, the elements $E_{2,3}^{5,1}$ and $E_{2,4}^{5,1}$ tend to be executed in the Unreachable state in 36.4% and 45.5% of the total invocations, respectively. An element state is set when a certain condition associated with the start of its execution is evaluated as false. In such a case, its execution is skipped [62]. In the case of $E_{2,3}^{5,1}$ and $E_{2,4}^{5,1}$, their conditions were not fired because their predecessors failed (e.g., in instance $59$, $E_{2,3}^{5,1}$ failed).

- Finally, elements $E_{2,1}^{5,1}$ and $E_{2,2}^{5,1}$ have a strong tendency to finish in the Failed state: up to 27.3% for $E_{2,1}^{5,1}$ and 36.4% for $E_{2,2}^{5,1}$. Their frequent failures cause overall composition failure. Therefore, the reasons behind the frequent failures of $E_{2,1}^{5,1}$ and $E_{2,2}^{5,1}$ need to be investigated. Moreover, other WS bearing the same functionalities as $E_{2,1}^{5,1}$ and $E_{2,2}^{5,1}$ need to be searched. Lastly, revising the CWs structure (i.e., order of elements, invocation conditions) has to be planned, if other candidate WS show no improvements on the quality of execution of the process.

### 8.3 Validation Results Discussion

In the introduction to this paper, we advocate that perfect awareness of inevitability of failures in the WS context and a failure-handling devoted composite Web service modeling, execution, and analysis strategy are required to realize a greater gain in dependability. In this section, we have validated that claim. We have checked the applicability of our proposed ideas and shown that they are feasible and can be implemented using the available WS enabling technologies (e.g., WSIDL, UDDI, and SOAP), to a limited extent. In our prototype, we only implemented part of the complete FENCIA approach features because a full-featured implementation is difficult to realize with the current state of WS technology, as described above. A full implementation requires a more mature WS technology, particularly regarding dynamic WS discovery and selection, solutions that consider the semantic and syntactic aspect of WS are needed.
In particular, in this prototype implementation, we have shown that the different mechanisms defined by WS-SAGAS are feasible. Specifically, by describing a process in terms of elements and by removing any execution-related details, such as binding each element to only one WS, a higher dependability level can be achieved by realizing forward recovery. This cannot be said of other available WSC languages, notably BPEL, where when a fault occurs at one statically bound WS, BPEL processes handle the fault by a compensation handler invoked to compensate for the faulty activity. Although BPEL adds some reliability support, declaring a process failed should nevertheless be the last resort and envisaging forward recovery with dynamic WS discovery and binding is more promising; otherwise, the WS architecture offering the possibility of switching easily from one provider to another is useless.

In our prototype description, we have also shown how the WS-SAGAS process definitions and, in particular, the way each DR encapsulates information about an element can be used as the process execution runs for dynamic WS discovery and mapping. The description of an element and its operation provided with its parameters is used to create a query that is sent to WS registries for searching WS that eventually meet the description. We emphasize that our described method for element-WS matchmaking is intentionally simplified because we consider WS discovery and selection issues beyond the scope of this paper. Assessing the similarity of WS to achieve the best match is an active area of research, so we may apply one of the available proposals, such as the keyword-based methods and ontologies and reasoning algorithm enriched methods. Therefore, the process execution can transparently resume without interruption and, even when a dynamically mapped WS fails, instead of stopping the overall execution, as in BPEL, a forward recovery can be transparently attempted by automatically allocating another WS. In addition, equivalently to BPEL, our model supports backward recovery because a compensating element is provided to each element.

In addition, we have also shown the broad scope of the applicability of our QoS model and that our failure-aware QoS analysis approach, with the state incorporation, can provide step-by-step information about the execution progress, which can help to track the location of failures and explain the reasons for failures.

In many of the available WSC languages, exemplified by BPEL, mapping between WS and partners is set when a process is invoked, and this mapping is fixed for all the executions. As the process runs, there is no means of knowing the execution progress, because WS are generally stateless and BPEL provides only a correlation-based stateful interaction that only allows identifying instances. Another mechanism is required to identify the progress of the interacting parts as the process runs, and to derive the process instance's progress. This is exactly the crucial role of the state concept introduced in our proposal. Tracking the execution progress by keeping a log of all the CEPs, which are updated on every change in any of the element states, provides a step-by-step execution progress of all the process instances that can we analyze to investigate failures' reasons or locations. We have shown how this can be done when we applied our state-guided failure analysis approach to data collected using Jopera.

Finally, the case study allowed us to show that in estimating the execution time, considering all the possible execution situations and building on the state concept can help designers to acquire detailed data about the failure location and causes more easily without having to use any complex modeling formalisms. Moreover, the data derived from the execution history (i.e., state tendency sets, terminal states set) are more practical and straightforward because no simulation systems are required for analysis. On the basis of such data, system designers can more readily locate error-prone component(s), reasons for failure can be more easily investigated, and eventually, the process overall structure can be altered to improve performance, if required. However, in our proposal, to reach its full potential, we need to use a more robust real-time monitoring tool that can, besides measuring and collecting the total response time of a process invocation, distinguish between a faulty and a successful invocation, measure separately the SOAP message's roundtrip time and the WS execution time, and measure the control delegation time. Several WS monitoring tools are already available but, to the best of our knowledge, they are only for elementary WS or for statically composed WS; the case of dynamically executed composite WS has not yet been considered.
9 Related Work and Discussion

9.1 WSC Approaches

A number of alternative approaches have been suggested by several authors to aggregate individual WS to produce a new CWs, enabled even to encapsulate the underlying logic of complex business processes. However, large parts of the available solutions are oriented toward comparing the semantics of the interleaved services and checking their ports’ compatibility.

The most important feature that distinguishes our approach from others is that we considered the dependability issue in all the different stages of the WSC process, that is, from the specification, to the execution, to the QoS assessment.

The WSC platform StarWScOp (Star Web Services Composition Platform) [65] is very closely related to our work and it follows a similar approach to ours because it focuses on dynamic composition. It provides a service execution information library that stores trace information of CWS execution; in our approach, this library is equivalent to the history that collects the observed execution progress of the CWS instances (i.e., the copies of CEP).

Another similarity with our approach is that in StarWScOp, the authors developed the notion of a wrapper for each WS, which is very similar to the engine notion, because it is also used as a proxy of the WS; others communicate with the wrapper instead of the WS. The wrapper initializes, freezes, and continues the WS according to the requests sent by the requester. However, the wrapper does not have any predefined mechanism to handle potential failures such as those we defined in our approach, where each engine, beside conversing with the WS it wraps, also communicates with different engines in a peer-to-peer fashion to progress the execution and to handle failures, which is completely absent in the StarWScOp approach. Furthermore, each wrapper implements different managers to deal with the security, transport, and data type mismatch issues. We recognize that security is a very important dependability attribute, especially in the context of WS. However, because the techniques for security assessment are still rudimentary in the WS architecture, security is not addressed in this paper. Considering the execution aspect, our approach is more scalable than StarWScOp because execution control in StarWScOp is allocated to a centralized engine whereas in our approach it is distributed among different engines to avoid the possibility of bottlenecks and of having a single point of failure.

For QoS estimation and analysis, the StarWScOp approach estimates real-time QoS metrics of the CWS by extending WSDL to support QoS metrics, such as cost, time, and reliability. The defined QoS metrics are very simplistic compared to ours: they do not consider the repercussions of failures and the authors do not state how reliability is estimated. In addition, the real-time QoS estimations are used to check if a particular CWS fits the user’s predefined QoS requirements, which means that StarWScOp targets user satisfaction. However, our approach is oriented more toward allowing the system designers to assess the system quality, analyze it, and eventually produce some improvements.

Similarly, we also consider two other approaches where the CWS is created dynamically by describing the functionalities of interest that components should have without referencing any specific WS. The first is eFlow, a platform developed by HP [7, 8]; the second approach is SELF-SERV, a framework developed by the University of New South Wales [41, 10, 9]. In the eFlow platform, the definition of a service node encloses a service selection rule written in a particular query language. When invoking the service node, the rule is executed to select a specific service. Concerning SELF-SERV, it exploits the concept of service community, a container of alternative services. At runtime, a community delegates any requests it receives to one of its current members. The eFlow platform contrasts with our approach because it works with a centralized scheduler. As with starWScOp, it may suffer from scalability problems and no QoS model is explicitly supported. On the other hand, SELF-SERV uses an approach similar to ours: a distributed execution system where coordinators (i.e., software components hosted by WS providers) may control a set of WS, rather than only one. Although the SELF-SERV strategy avoids having a single point of failure, to execute a CWS the different coordinators need to manage routing tables, statically generated from the coordinators’ precondition and postcondition states transition tables; a large amount of data needs to be exchanged among coordinators. Doing so may easily provoke failures of the coordinators because of bottlenecks. To the best of our knowledge, the SELF-SERV strategy does not provide any mechanisms for handling similar situations. On the other hand, in our approach, the CEP concept, equivalent to the coordinators’ routing tables in SELF-SERV, allows a dynamic decision of the execution control delegation of the engines based on the CWS different components execution states; however, the advantage is that a minimal amount of data is exchanged, compared with SELF-SERV. Furthermore, an engine is allocated only if it is in good condition. Moreover, execution retrial and compensation mechanisms are provided in case of failure, which cannot be said of SELF-SERV. Note that the notion of community in SELF-SERV differs greatly from the notion of CEL in our approach because there is no defined policy to handle the case where one or more component services that form a community fail. Therefore, considering extending the composition model to integrate transactional semantics, as in our approach, is very interesting for SELF-SERV. However, an unresolved issue remains and needs to be addressed for our approach/SELF-SERV: how to decide on the size of the community/CEL to increase the chances of successful execution. Here, the idea of using the history of past executions of a CWS can be used to dynamically optimize an ongoing execution—according to a given set of parameters, such as time, price, and QoS—and to decide the suitable number of CELs available in view of the success percentage of the different WS invoked in the different CWS instances.
One of the most profound features that is of great importance for designing and developing dependable composite services is transaction support. WS are well known for being autonomous, heterogeneous units, where each WS provider has its own management policies; such characteristics make implementing CWS with a transaction support more difficult, but essential. Very few proposals contain transaction support in their composition. [39,40] introduces a framework called WebTransact, which provides the necessary infrastructure to build reliable CWS.

WebTransact is composed of a multilayered framework. It uses WSDL to describe the WS functionalities and adds a Web Services Transaction Language (WSTL) on top of WSDL, enhancing it with functionalities facilitating composite WS by describing transaction support for a WS. As in our approach, WebTransact defines different types of transaction behavior. However, it supports compensation and retriability behaviors and introduces virtual-compensatable behavior for operations whose underlying system supports 2PC and pivot behavior for the operations, which are neither compensatable nor retrievable.

However, the main differences between our approach and WebTransact are, first, the WS are statically integrated in WebTransact by the developer who plays the role of WS integrator. However, this is not a flexible method of WS integration. Second, the WebTransact framework is mainly for integrating WS that have (and expose) their own local transaction support; however, this condition is not always verifiable because not all WS have transaction support and presumably, if they do, not all are compliant with each other, or are limited only to the above suggested transaction support of WebTransact. This is what made us consider completely ignoring transaction support that the different WS may provide and to decide to offer/append at a higher level the same transaction support at the composition WS level instead. Currently in our approach, WS-SAGAS supports compensatable, noncompensatable, retrievable, virtual, and non-vital behaviors. Finally, our approach can complement the WebTransact framework because our QoS model can be very important in auditing and analyzing the WS execution to improve the quality and efficiency of the mediator service composition given that QoS assessment is not yet addressed in WebTransact.

In [66], an approach to selecting services based on their semantics as well as their quality, as judged by users, is proposed. To this end, a query language based on DAML that accommodates several essential query and manipulation templates is developed. The users’/providers’ estimations of the QoS may be incorrect and/or biased by the users’ subjectivity. In our approach, we do not rely on the users’/providers’ QoS rating; instead, designers observe the CWS execution and collect the execution results in a history to use later as a basis to estimate the QoS properties.

In [67,58], the authors introduce a QoS-aware middleware for CWS. They focus on a dynamic and quality-driven approach to select component services for a composite service. Multiple QoS criteria, such as price, execution time, and reliability, are considered. They propose a global planning approach to optimize the overall QoS using linear programming techniques. Their approach is effective with respect to reaching QoS optimality. However, their complex Workflow patterns, such as using branching and frequent loop iterations, seems to make their approach less efficient and increasingly complex for business processes. Furthermore, potential failure repercussions on the global QoS have not been considered. Moreover, reliability is mapped directly to the reliability of each WS individual. Reliability is defined as the probability that a request to a particular WS receives a correct response within a maximum expected time frame. This method of characterizing the reliability is not extendable to dynamically assembled CWS.

Similarly to our approach, the authors of [68,57,69,70] have proposed building new CWS that are QoS-optimized and have either defined their own QoS models or been inspired by other models. However, all these approaches are only applicable for statically aggregated CWS. In addition, the authors of [57,59,69,70] have investigated different QoS dimensions, such as time, cost, reliability, and fidelity. However, they have not considered how the different states and effects of failure cause the QoS estimates vary. To characterize the reliability dimension, their proposed models are derived from a more general work [59], in which the discrete-time stable reliability model proposed in [71] is followed to describe the reliability of tasks in the Workflow context:

\[ R(t) = 1 - (\text{system failure rate} + \text{process failure rate}) \]

This equation is only applicable for static CWS as it only gives a global idea of the reliability estimates of a component. Our approach for reliability estimation goes further because it obtains more detailed estimates with the possibility of knowing what component(s) was/were behind the considerable variation in the overall reliability estimates and the reason (i.e., failure).

### 9.2 Standards and Commercial Platforms

WS are becoming an important part of mainstream IT. Every day, it seems, a new acronym is introduced and added to the mass of acronyms ranging from SOAP to UDDI to WSDL. Moreover, ongoing massive standardization efforts seek to enable CWS; the include, among others, business process modeling languages such as WSCI, WSFL (Web Services How Language), and, most recently, BPEL4WS [4], which have been developed to model CWS. Of these, only BPEL4WS considers failure handling but it offers only limited support because it introduces fault handlers to specify the actions to be taken when a WS execution fails. However, these fault handlers are defined in a way similar to the exception-handling techniques exploited in programming languages. Moreover, the handlers are dedicated to trying to recover from the effects of the failed service but they do not attempt to investigate the causes behind the failure, as we do in our approach.
In addition, other existing standards, such as BTP [48], the WS-Transaction [25] proposed by IBM, and WS-TXM (from WS-CAF framework) [26] by Sun define models to support transactions between loosely coupled systems in the WS context. They define models for centralized and peer-to-peer transactions, which support a two-phase coordination of WS. These standards build on extended transactional models to specify how different WS are coordinated. The different entities have to agree a priori on the transaction model. Consequently, they inherit the advanced transactional models' lack of functionality and performance when used in applications that involve dynamic composition of heterogeneous services in a peer-to-peer context [72]. Hierarchical QoS Markup Language (HQLM), Web Ontology Language (OWL-S), and Web Service Level Agreement language (WSLA) are examples of specifications that have addressed the need for a QS model.

The common point of these specifications is that they describe the QoS of WS. For example, DAML-S has included constructs that specify several QoS parameters, namely, the quality rating and the degree of quality. However, these specifications have not supplied any precise characterization of the different parameters and they are only suitable for WS and not for compositions.

Finally, examples of commercial platforms that deal with WS automation include Microsoft's .NET and BizTalk tools and IBM's WebSphere. These applications provide support for SOAP, WSDL, and UDDI connectivity. However, to the best of our knowledge, they provide little or no support for CWS.

9.3 Conventional Composite Systems

Making several entities work in tandem to reach a common goal is not a new challenge in itself, because it has been widely addressed for decades in several areas, including Workflow management systems, software engineering, and artificial intelligence. Many argue that when considering CWS, it is important to take into account, and use experience and knowledge from, these closely related areas [73, 43], because the main difference is that composition in WS architecture chiefly aims at taking XML-based standards and the Internet as starting points to reach the same goal. In the different parts of our approach, we promote the same idea because we were inspired by several works in related areas, specifically in the area of Workflow technology and software engineering.

In defining the different aggregation patterns for the CWS specification model, we chose to build on Workflow patterns to define the different WS-SAGAS aggregation patterns because the typical control flow dependencies encountered in Workflow modeling arguably apply as well in the context of CWS, because the situations they capture are noticeably similar. In [43], the authors showed that the Workflow patterns apply to existing CWS languages such as BPEL4WS and BPML. Our approach builds on the state concept that was used well in the context of software engineering to define QoS models, where many mathematical techniques have been developed. The models that are closely related to our approach are the structural models of reliability [74] and the Markov reward models [75], which form the basis of all performance models. In the former, a state diagram that depicts the system behavior is used.

Based on Markov chain properties, the transition between states is assumed to be a Markov process. This means that the components to be executed in the next state depend only on the components of the current state and the components of the next state do not depend on the history of the current state. In the latter, the system is assumed to be modeled as a Markov process with a finite state space, and a reward rate (performance measure) is associated with each state.

Our approach complements these models because we use the state concept to define in the same way the behavior of the different components in terms of transition between different states; we augment this by making the state concept play an important role in enhancing failure information, defining the QoS estimates, and analyzing the QoS estimates. On the other hand, our approach differs in its simplicity from these proposals and from other techniques proposed in [76, 77], which are supported by underlying modeling formalisms (e.g., block diagrams, Markov chains, Petri-nets, logics, etc.), because the acquired estimates are easily analyzed, which is not the case of the techniques above, widely known for requiring considerable expertise and effort. Very often, the designers are not eager to build such models because of their inherent complexity. Finally, the models obtained are not straightforward to interpret so further simulations have to be performed.

10 Conclusions

In this paper, we introduce FENECIA, our framework for CWS specification, execution, and QoS assessment. Our approach puts forward the view that WS/CWS failures are not exceptional situations, as often claimed, but takes a radically different view by accepting that failures are inevitable for any WS/CWS. In addition, our approach emphasizes that when earlier failures are taken into consideration, by defining in advance proper failure-handling mechanisms, there are greater chances of seeing a CWS perform with greater dependability. To achieve this vision, our work's main contributions are summarized below.

First is the construction of WS-SAGAS, which provides the framework required to build a transaction model specifically tailored to fit the characteristics of the WS architecture, thereby allowing movement away from the constraints imposed by the traditional transaction model. WS-SAGAS inherited several interesting features from previously proposed transaction models, specifically, arbitrary nesting, relaxed ACID properties, state, vitality degree, forward and backward recovery, and compensation.
We demonstrate how these concepts, which were adapted from conventional composite systems, need to become part of the WS architecture pillars to provide major contributions in dependability enhancement.

We also show how our model provided a powerful construct for extending other approaches to support WSC more expressively, with an increasing level of flexibility and dependability, by defining a textual notation that is as free as possible from programming constructs and as explicit as possible. This would allow it to be easily understood and updated, which cannot be said of the syntax of other existing proposals, which are heavily based on XML. Furthermore, our textual notation that describes a CWS in terms of definition rules (DR), composability rules (CR), and ordering rules (OR) is particularly useful for us to define our transaction model operational semantics and correct executions. Because we consider a peer-to-peer execution model, the use of strict serializability, adopted in traditional transaction models, is inadequate. The description of a process in terms of DR, CR, and OR, contributes partly to avoiding inconsistencies, because the different OR allow definition of the correct control flow in a process. To ensure the semantics of each element are respected when it is executed, particularly the nesting, transactional behavior, and vitality degree, we build on the state concept and we define several forms of dependency that must hold between the different elements combined in the same pattern, the same WS-SAGAS, and in the same process; we call these intra-pattern dependencies, intra-WS-SAGAS dependencies, and intransit dependencies.

We have attached a graphical syntax to our model to exploit the perceptual capabilities of designers by allowing them to capture the model at different levels of detail, whereas other solutions either define no graphical notation or advocate the use of state-charts for ease of use, although they may not allow expression of all of the models’ semantics.

From WS-SAGAS for WSC dependable specification as a hierarchy of recursively nested transactions comes our second contribution toward defining an execution environment that supports the abstract concepts suggested by WS-SAGAS, which we named THROWS architecture. The execution of WSC, depicted as WS-SAGAS, is made possible when the confluence of several novel ideas. First, most existing WSC systems only support the integration of WS in a centralized model, consisting of dedicated centralized engine(s). They have totally ignored the inherent nature of the WS environment where interaction follows a peer-to-peer model and where each peer WS owner provides a set of services that comprise CWS. We take a radical approach and propose an architecture where the execution control is hierarchically distributed and distributed engines discovered dynamically. Executing the CWS in a distributed fashion allows us to avoid having a single point of failure and to split the messages that the central authority is required to manage among the distributed engines.

In addition, because WS are in essence loosely coupled, integrating them into a CWS makes the system reliability and availability a critical issue. To deal with this issue, we propose generating the CEL dynamically, where a list of dynamically discovered WS-engine couples is ranked. Moreover, the CEL concept allows the execution rental with alternative candidates. Because CEL are dynamically generated, engine sequences of invocation cannot be known beforehand. Here, we propose the CEP concept so that the execution control delegation between engines can be performed by keeping track of the execution progress.

We also introduce a model to assess the QoS of CWS. In our model, rather than relying on the QoS information advertised by the different WS providers (which may be not up to date), we estimate the QoS properties on the basis of CWS execution observations, which are collected in a history that consists of the different copies of CEP and its different updated copies. Second, we confer paramount importance to the failure repercussions on the CWS performance; in fact, not only were correct execution instances examined to estimate the QoS and later analyze it, but also our model was oriented toward considering the system in all of its possible states (e.g., correct, faulty, recoverable, executions). By doing so, we intend to make our model capable of reflecting the real state of the typical case of CWS, with their inherent tendency to fail rather easily compared with others. Third, we use the concept of element state, initially introduced in WS-SAGAS, so that the more error-prone elements can be more readily located. Finally, our model does not use any complex modeling techniques, thus making it directly usable without requiring a difficult learning curve.

Our method illustrates how conferring paramount importance to failure repercussions on the CWS performances can turn the observed failures throughout a process execution cycle from a difficulty to a benefit. We demonstrate in our case study how the history of execution of faulty process instances can serve as solid basis for analyzing the robustness of fault-tolerance mechanisms by tracking failures to find the most error-prone element in a process. We also show how such observations are used to restructure the process definition to achieve better quality of execution and how our flexible process definition in terms of DR, CR, and OR support such a method.

We demonstrate that the abstract concepts and artifacts defined by FENICIA can be implemented to some extent in a prototype in the context of a research project. While our prototype implementation suffers from technological limitations, it does demonstrate that our proposal is within the realm of feasibility. The possibility of implementing a fully fledged implementation of this work will depend greatly on the evolution speed of the service industry and research.

The FENICIA approach proposal allows us to realize that basic concepts that exist in conventional composite systems, namely the element state and, more generally, the component behavior, need to be made available for WS as they can assist greatly in obtaining information about the execution and in adding improvements. Moreover, in conventional composite systems, where the same components are connected, only static composition strategies were available.
However, in the WS context, throughout the different parts of our approach, we show that such a solution is not viable, and a dynamic composition strategy is far more preferable. However, to realize fully a dynamic composition strategy, much remains to be done in the WS architecture because it still suffers significantly from being heavily based on the Internet.

In the case of some business processes where failures are not permissible (e.g., banking), effective realization of the FENECLA vision, besides making the failure recovery mechanisms possible, requires proper failure avoidance mechanisms, which may constitute an interesting extension to our present work. In addition, at present the CWS execution in FENECLA is done independently by different engines, where the engines are volatile (i.e., on each CWS invocation, new CEL are built to avoid using WS that are no longer available or obsolete). Making the different engines nonvolatile and assigning QoS attributes to the different engines to estimate their performance can lead to a more optimized execution, because the more reliable engines are selected. Later, a more elaborate model of collaboration between the different engines can be developed. Finally, because there is a wide range of toolkits supporting WS development, another interesting research direction will be finalizing the implemented configuration of WS-SAGAS for THROWS, experimentally measuring its performance, and comparing it with others.
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